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Bosonic quantum conversion systems can be modeled by many-particle single-mode Hamiltonians describing
a conversion of m molecules of type A into n molecules of type B and vice versa. These Hamiltonians are
analyzed in terms of generators of a polynomially deformed su(2) algebra. In the mean-field limit of large
particle numbers, these systems become classical and their Hamiltonian dynamics can again be described by
polynomial deformations of a Lie algebra, where quantum commutators are replaced by Poisson brackets.
The Casimir operator restricts the motion to Kummer shapes, deformed Bloch spheres with cusp singularities
depending on m and n. It is demonstrated that the many-particle eigenvalues can be recovered from the mean-field
dynamics using a WKB-type quantization condition. The many-particle state densities can be semiclassically
approximated by the time periods of periodic orbits, which show characteristic steps and singularities related to
the fixed points, whose bifurcation properties are analyzed.
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I. INTRODUCTION

In a recent paper [1] some of the authors studied bosonic
atom-molecule conversion systems describing (noninteract-
ing) atoms which can undergo a conversion to diatomic
molecules, both populating a single mode. This is the simplest
possible conversion system modeling atom diatomic molecule
conversion in cold atom systems and Bose-Einstein conden-
sates (BECs). These systems have been studied extensively
[2—-15], quite often in a mean-field approximation [1,3,6,7,14]
where the conversion can be described in terms of classical
dynamics. In addition, the influence of particle interac-
tion [6,7,10,12], noise [13], and particle losses [12] has
been studied as well as extensions to systems coupling two
modes [16].

The mean-field approximation of the many-particle system
derived in [1] based on a polynomially deformed su(2) alge-
bra [17-20] showed that the mean-field conversion dynamics
takes place on a deformed Bloch sphere of a teardrop shape
(see also [12]). Such surfaces also appear in the different
context of classical harmonic oscillators at a 1:2 resonance.
In this context these surfaces have been denoted as Kummer
shapes [21,22], named after preceding work by Kummer
[23-27].

Here we extend the work in [1] to more general conversion
systems, where m molecules of type A can form n molecules
of type B and vice versa, conserving the total number of
particles. The corresponding Hamiltonian discussed in the
subsequent section models, e.g., polyatomic homonuclear
molecular BECs [11,28,29]. However, in addition to these
applications in cold atom physics, it also describes other
systems of interest in different areas of physics, as, for exam-
ple, higher order harmonic generation, multiphoton processes,
frequency conversion or, quite generally, the superposition of
two harmonic oscillators.
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For such systems, nonlinear polynomial algebras [17,18,30]
arise in a natural way [2,4,8,20,31-34]. However, they
have been almost exclusively employed in context with
superintegrability (or supersymmetry) [31-33] allowing an
analytic evaluation of the energy spectrum by means of
an algebraic Bethe ansatz [5,11,34]. Here we employ this
algebraic approach to demonstrate an interesting connection
between these quantum nonlinear algebras to corresponding
ones in classical mechanics where quantum commutators are
replaced by Poisson brackets in a mean-field approximation
for large N. Here the general n:m-Kummer shapes [21,22]
replace the familiar Bloch sphere of the 1:1 case.

Algebraic methods are employed in most studies of many-
particle conversion models, as, for example, the combined
Heisenberg-Weyl and su(1,1) algebras in [14] for atom-diatom
conversion. Here we will employ polynomially deformed
algebras appearing in a Jordan-Schwinger transformation,
which is described in the following section. The corresponding
mean-field system is derived in the subsequent section,
followed by a numerical comparison between the many-
particle energies and the mean-field energies. We then apply a
quantization method to the mean-field system to demonstrate
how many-particle energies can be accurately recovered from
the classical system, before finally comparing the mean-field
period and the many-particle density of states. We end with a
summary and an outlook.

II. QUANTUM MANY-PARTICLE CONVERSION SYSTEMS
A. The Hamiltonian

A toy model for studying multiparticle conversion systems
is provided by the Hamiltonian

Hy = e,a'a + ,b'h + @tme" +ambtmy, ()

v
24/ Nm+n—=2
where a', 4 and b', b with [a,a"]=1[b.b"] =1, [a.b] =
[a,bT] = 0 are the molecular creation and annihilation opera-
tors of molecules of type A or type B, respectively, and €,
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are the energies of the molecular modes. The conversion of m
molecules A into n molecules B and vice versa conserves the
total number N of particles, i.e.,

N =na'a +mb'h 2)

commutes with the Hamiltonian: [Hy, N] = 0. The parameter
v describes the conversion strength per particle, and, due to
the N-dependent scaling factor of the conversion strength, all
terms in the Hamiltonian scale linearly with N.

For the special cases where either n =1 or m =1 the
Hamiltonian (1) describes the association and dissociation of
polyatmic molecules [28,29]. For n = m, the term atmpr and
its Hermitian conjugate can describe tunneling of groups of
atoms between the two states, a common example is pair
tunneling [35,36]. The trivial case n = 1 = m reduces to
the tunneling of individual bosonic particles in a two-mode
system.

As the particle number N is conserved we can drop
the constant N -dependent term (me, +neb)% from the
Hamiltonian (1) and from now on we consider

f nata —mbth v

T 2 oy

(&Tml;n _i_amETn)’ (3)

with
€ = me, — nep,. “4)

In the present paper we focus on the effect of the conversion
term in the Hamiltonian, and disregard interactions between
the particles, which could be included as terms of the form
ataata, b'bb'b, and a'a b'b [6,7,10]. Note that while these
interactions would make the classical dynamics and the
quantum spectra more complicated, the algebraic approach
presented here carries through to the case with interactions. In
particular, the Hamiltonian can still be expressed in terms of
deformed SU(2) algebras.

B. Quantum polynomial algebras

The analysis of the system described by the Hamiltonian (1)
is greatly simplified by using techniques recently developed as
deformed Lie algebras, more precisely polynomial deforma-
tions of the su(2) algebra (see Appendix). Here we will closely
follow the analysis by Lee er al. [20]. We first introduce the
generalized Jordan-Schwinger mapping to the operators

. &Tml;n 4 &mBTn . &Tml;n _ Aml;Tn
Sy = , Sy = )
24/ Nm+n—2 ) 2i/ Nmtn—2
 nata—mb'h
§;, = —————,
2mn

&)

which commute with the number operator N in (2). All these
operators scale linearly with the particle number N. In analogy
to the case of a simple two-mode system, the operator §,
encodes the population imbalance between molecules of type
A and type B, and the operators §+ = §, 8, describe the
conversion from A to B and vice versa.

According to [20], the commutation relations can be written
as

[§zv§x] = i§ya [fyng:z] = iﬁx’ [fx»fy] = lF(fz)» (6)
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where F'(§,) is a polynomial of order n + m in s, and can be
expressed as

nmm
- 2Nm+n—=2
with (see Appendix for details)

F@G) = [P(5,) — PG, — D, (7)

A A

P m N ~ 13 n N n v
P(sz)zl'luzl _+SZ+; Hv:l %—51_]_’_; .

2mn
®)
The Casimir operator for the algebra is given by
C =845 +GG), )
with
GG, = —2N—+m_2 [PGS)+ PG, — D). (10)

Obviously the Casimir operator (9) can be modified by adding
terms depending only on the number operator N, which also
commutes with the §;.
Ifn arld m are ir}terchanged, (m,n) <— (n,m), the poly-
nomials F(§;) and G(§,) transform according to
FG$) «— —F(=5), GG «— G(=5), (11
and thus for m = n they have the symmetries
F(=5)=—F@G,) and G(—-3)=GG), (12

i.e., F(3,) and G(§,) are odd or even polynomials.
In terms of the operators (5) the Hamiltonian (3) can be
rewritten as

H = €8, + vsy, (13)

which is the Hamiltonian referred to in the following.

The Heisenberg equations of motion i A = [A, H] for the
operators (5) read

d. .

ESX = —E€Sy,

d. . .

Esy = €8, —vF(5,), (14)
d. .

ESZ = USy,

which conserve, in addition to the particle number N , the
Casimir operator C(8y,5,,5;), i.e.,

Si+8=C—-G@), (15)

and therefore (§f,) + (53) = (C) — (G(5,)), corresponding to a
generalized Bloch sphére [13], i.e., a deformation of the Bloch
sphere also denoted as a quantum Kummer shape [37] in view
of the classical Kummer shapes discussed in the mean-field
approximation in Sec. III.

Let us discuss some cases considered in the following
section in more detail, where in view of the symmetry (11)
it is sufficient to study the cases m > n.

(1) (m,n) = (1,1). In this linear case of a simple N particle
two-mode system we encounter the su(2) algebra, with

. R . “ N\ N
FG$)=38, G@)=38§— ) T I (16)
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and the Casimir operator

A N\ N
emsrirso () -

2mn 2mn’

a7

Uptoinsignificant %—dependent terms this operator is known
as §? for the angular momentum algebra. The Casimir operator

then imposes a restriction to the surface of the Bloch sphere,

R Ny N
Af+§§=C+<—) +— -5

2mn (18)

(2) (m,n) = (2,1). In this case, describing a conversion of
two atoms into diatomic molecules, which has been studied
quite extensively (see [1] and references therein), we have

A

Pey=22 1Y L (19)
YTUNFTONT O8N 2N
G(§Z)=i§}+ﬁ§2+wg,_@+ﬁ (20)
N* N°*? 4N N N’

in agreement with [1] up to the §.-independent terms.

(3) (m,n) =(2,2). For this case the nonlinear algebra
corresponds to the (cubic) Higgs algebra (see [31,33] and
references therein) with

21

A N A N N N \? N N
2mn 2mn 2mn 2mn )’
(22)

Note that () is an odd polynomial in §, and G(8,) is even,
as expected from (12).

In the same way the remaining cases m,n > 3 canbe written
as explicit polynomials, if desired. The coefficients of the
polynomials F and G can in general be related as discussed in
the Appendix.

C. Matrix representation for numerical calculations

The dimension of the Hilbert space is [%L + 1; in what
follows we shall assume that N is an integer multiple of mn. As
a consequence of the superintegrability the eigenvalues of the
Hamiltonians can be obtained analytically [11,20] by means
of a Bethe ansatz [34], but for the following results we simply
diagonalize A numerically using a Fock basis,

1
|j,k>:W&”b“‘|O,0), jk=0,1,..., (23)

where j and k denote the numbers of molecules of type A and
B, respectively. The states | j,k) form an orthonormal basis of
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the Hilbert space, that is, (j’, k| j, k) = ;7 ;01 x. We have

(j,Klatalj, k) = j 8 8w,

Yt [(j +m)!
(j, K'la™|j.k) = Ta,ﬂ,ﬂmakf,k, 24)

il

(j', KNa"j, k) = | ———38 j—mbk &,

G =n!

and similarly for b with j replaced by k. The (% + 1)-
dimensional subspaces of eigenstates of N with eigenvalue
N are spanned by the basis

N N
|I’L>: mnm,— — un|, MZO,I’-"a_' (25)
m mn

Then the operators §y, §y, §, are represented by the matrices

A 1
(/'L |Sx|.u> = 5( :3/4+1 8[4’,M+1 + ,3/4 8,11’,/471)7 (26)

1
<M/|§y|ﬂ) = Z(\/ /3;1+1 8;1’,M+1 - IBM Su’,ufl)s (27)
ia N
(W18} = (M - M)S“”“’ (28)
with
1 (um)! (2 — pn+n)!
IBM - Nm+n—2 (Mm _ m)| (% _ /Hl)' (29)

The matrices representing §, and §, are tridiagonal and the
matrix § is diagonal with equidistant eigenvalues ranging from
—% foru =0to +% for u = % Tri\iially N isAequal to
the identity multiplied by N, so that also F(5;) and G(5;) are
diagonal.

III. CLASSICAL MEAN-FIELD SYSTEMS
A. The mean-field limit

In the mean-field limit N — oo, also denoted as the ther-
modynamic limit, the quantum operators A(a,a') are replaced
by ¢ functions A(a,a*) and the quantum commutator [A,B]
by the Poisson bracket i {A,B} = 0,A0,+B — 9,B0,+A +
0pAdp B — 9, Bdp+A. In order to derive this thermodynamic
limit for the systems discussed above, we follow two different
routes.

(a) First, as in [1], we consider the limit of large Hilbert
space dimension, similar to a classical limit, with the small
parameter n = (% + 1)~! — 0, where only the leading order
terms of the algebra survive. With the replacement nA —
A and nz[A,E] — i{A,B} the commutator relations (6)

transform to
{sxsy} = f(s0),  (30)

where f(s;) is deduced from the identification n F(8,) —
f(s;) in leading order of n as

fls) = 3m> > (n (5 +52)" (5

m—1 n
—m(z+s)" (3 -5)"),

7y = ) ‘=
{s2,8:) =5y, {sy,5;}) =54,

B Sz)n_]

€2V
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where we have used the identification nN' — mn. The Casimir
operator (9) translates via n*C - Cto

Clsy.8y.5:) = 57 + 55 + g(52), (32)
where with n2 G(§,) — g(s.) we have
gls)=—m* """ (L +5)" (3 —s.)". (33)
For the special case (m,n) = (2,1) this yields

f(s2)=—%+s.+3s2, (34)

g(s,) = —}T — %SZ + sz2 + ZSS, 35)

in agreement with [1].
(b) Alternatively, one can start from the classicalized
version of the Hamiltonian (1)
v

2 /Nm+n—2

where the operators a, at are replaced by ¢ numbers a, a*,
ie., na‘a — a*a with {a,a*} = —i. The equations of motion
A = {A, Hy} conserve the function na*a + mb*b, whose value
is the limit n(na‘a + mb'b) = nN — mn. In analogy to (5)
we define

Hy = e,a*a + e,b™b + (@*"b" +a"b*"), (36)

a*mbn +amb*n a*mbn _ amb*n

Sy = , Sy = ——
¥ 2 (nm)m+n72 7 2i /(nm)eran (37)
na*a — mb*b

2mn
with

a*a = m(% + sz) and b*b = n(% — sz). (38)

The Poisson bracket relations and the Casimir function can
be easily evaluated using {a,a*"} = —ima*"~! as well as

{am’a*m} — _imZ(a*a)mfl’ (39)

in agreement with the leading order term of the quantum
commutator given in the appendix in Eq. (A3), and can be
found in Holm’s book Geometric Mechanics [21]. The results
are again the Poisson brackets (30) with the same function
f(s;) obtained in (31) and finally from (37) and (38),

Si 4 S)% — (mn)Z—m—n (a*a)m(b*b)n
=m* (5 4 5)" (3 5:)" = —g(s), (40)
which defines the functional relation C(sy,sy,s;) = s7 + 53 +

g(s;) [21], exactly as obtained above.

B. Classical polynomial algebras

‘We therefore obtain the Poisson bracket relations

{Szasx} = Sy, {sy,sz} = Sx, {Sxasy} = f(sz)’ (41)
and we define the function
Clsy,8y.5:) = 57 + 55 4 8(s2), (42)

where f(s;) and g(s;) are given in (31) and (33). One can
easily check that these functions satisfy
dg(s;)

Tds. =2 f(s;), (43)

PHYSICAL REVIEW A 93, 042102 (2016)

m=3, n=3

m=3, n=1 m=3, n=2

FIG. 1. Kummer shapes (45) for selected values of m and n.

and therefore, using {s.,h(s;)} = —syh'(s;) and {s,,h(s;)} =
sch'(s;), we find the relations

{C,sc} ={C,s,} ={C,s;} =0. (44)

This is a polynomial deformation of the Lie algebra with a
Poisson bracket instead of a commutator and the Casimir
function C(s,,sy,s;), i.e., it is a constant of motion for
Hamiltonians H (sy,sy,s;).

C. Dynamics on Kummer shapes

The vector s = (s,,s,,s;) evolves in time according to
Hamiltonian dynamical equations we shall discuss later, keep-
ing the Casimir function constant, C(s) = C, where the value
C can be chosen equal to zero. An immediate consequence is
the restriction of the dynamics to the orbit manifold

s+ st = —gls:) = r’(s)
=m>"n> " (% + sz)m(% — sz)n, (45)

i.e., a surface of revolution with an s,-dependent radius r(s,).
Following Holm, these surfaces will be denoted as Kummer
shapes based on previous work by Kummer (see [21,22,25—
27]), which generalizes the Bloch sphere

2 2_ 2 1 2
sx—i—sy—r(sz)—z—sZ

(46)

for (m,n) = (1,1) to polynomial algebras. Figure 1 shows
some examples of these shapes for different values of n and m.

These Kummer shapes are manifolds with the possible
exceptions of the poles s; = (0,0, + %). Here the surface is
smooth at the north pole s; for n = 1, and at the south pole
s_ form = 1. Forn > 2 or m > 2 the surfaces are pinched at
these points, where we have a tip for m or n equal to 2 and
a cusp for larger values. Figure 2 shows the radius r(s;) as a
function of s, for selected values of m and n. The slope of the
radius r(s;) at the north pole s, is infinite for n = 1, and the
same holds for the south pole for m = 1. For m = 2 the slope
at s_ is equal to 2'7"/2 je., v/2 forn =1, 1 for n = 2, and
1/2 for n = 4. For n = 2 the slope at s, is equal to 2!~"/2,
For m,n > 2 the slope at the poles is zero.

Let us recall that the dynamics generated by the
Hamiltonian

H = vs, +e€s, (47)
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0.4 0.4
r(s,) r(s,)
0.2 0.2
s 0 0.5 905 0 0.5
SZ SZ

FIG. 2. Radius r(s;) of the Kummer surface (45) for (m,n) =
(1,1), (2,1), (2,2) (left) and (3,1), (3,2), (3,3) (right).

follows the equations of motion §; = {s;,H}, i.e.,
Sy = —€sy,

sy = €5y — vf(sy), (48)

s, = vsy.

The conservation of C(s,,sy,s;) restricts the orbit to the
Kummer surface (45), and, in addition, we have conservation
of energy. Therefore the orbits are geometrically given by
the intersection of the Kummer shape (45) with the surface
H(sy,sy,5;) = E, which is a plane for the Hamiltonian (36).

As already pointed out in Holm’s book [21] as well as
in [37], the Kummer dynamics can be formulated in terms of
the Nambu-Poisson bracket, a Lie bracket which also satisfies
the Leibnitz relation [38]. Using the relation (43) between
f(s;) and g(s;), one can rewrite the equations of motion in
terms of the Nambu bracket

{A,Blc = 1VC . (VA X VB), (49)

where %VC = (5x,5y, f(s;)) is the gradient of the Casimir
function given in (42), in the convenient form

A ={A,H)c, (50)

which immediately reveals the conservation of both the
Hamiltonian H and the Casimir function C. In addition, the
equation of motion for the vector s can be written as

§={s,H}c =1VC x VH. 351
Alternatively, one can describe the dynamics in terms of
canonical variables p and g, where p € [—%,%] is equal to
s; and g € [0,27] is the angle in the sy, s, plane [1]:

s;=p, Sc=r(p)cosq, s,=r(p)sing, (52)
with radius [compare (45)]
m/2 1 n/2 1
r(p)=ro(3+p 5—pP) rnn=—F/—m—=. (53)
0(2 ) (2 ) 0 Jmn—2pm—2

Then the dynamics is given by the standard Poisson bracket
{A,B} =0,A0,B — 9,A0,B and the Hamiltonian

H(p.q) = €p +vr(p) cosq. (54)

Note that in this formulation the restriction to the Kummer
surface (45) is immediately obvious.

Furthermore this canonical description can be conveniently
used as a basis for a semiclassical WKB-type quantization
recovering the individual multiparticle energy eigenvalues and
eigenstates that we shall perform in Sec. V.
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D. Fixed points

Important for the organization of the dynamics both in
classical and quantum mechanics are the fixed points of the
motion. The fixed points are found at s, = O and €5, = vf(s;).
Squaring this equation, using the constraint (45) and inserting
the expression (31) for f(s,) this can be rewritten as a condition
for the s, coordinate of the fixed point

€2

A5 (s ) (s

= ()" (B=s) = m(E)" (=) T 59

Thus, for n > 1 the north pole is always a fixed point,
independently of the parameter values, and for m > 1 the same
holds for the south pole.

To find the remaining fixed points, we rearrange to find the
condition

1662mn—2nm—2

= vz(%+s1)m_2(%—s7)"_2 Q(n + m)s, +n —m)*. (56)

In the special case m = n this simplifies to

2m2m—o — vz(%1 _ Sz)m*2sz

Z z°

(57)

The real roots of the polynomial (56) with —% < s, < +%,
Sy = g f(s;), and s, = 0, yield the fixed points, in addition to
those at the poles for m,n > 1. That is, the total number of
fixed points for a given n and m is bounded by n + m. As we
shall see in what follows, however, forn + m > 6 the maximal
number of fixed points is six.

At a fixed point (apart from those at the poles for n or m
larger than one) the energy plane E = vs, + €s, is tangential
to the Kummer surface, i.e., the slope of the straight line s, =
(E — es;)/v must be equal to the slope of 7(s;). Thus, we need
to determine at how many points the slope of r(s;) can have
a prescribed value (it is instructive to have a look at Fig. 2).
For this purpose it is useful to divide the Kummer surface in
a southern and northern part along the line of maximal radius
(the “equator”). The value of m determines the qualitative
behavior of the slope on the southern part, the value of n
that on the northern part. Let us consider the southern part
in dependence on m. For m = 1 the slope at the south pole
is infinite and decreases monotonically to zero at the equator.
That is, there is exactly one value of s, corresponding to each
prescribed value of the slope, and thus we have one fixed point
on the southern part of the Kummer shape. For m = 2 the south
pole is a fixed point for all parameter values. The slope at the
south pole is equal to 2!~/ and decreases monotonically to
zero at the equator. Thus, there is exactly one point at which the
energy plane is tangential to the southern part of the Kummer
shape for €2/v? < 227" and none otherwise. In total we thus
have either one or two fixed points on the southern part. For
m > 3 we always have the same scenario: The south pole is
a fixed point for all parameter values, the slope at the south
pole is zero; with increasing s, it increases to a maximum at
the point of inflection, after which it decreases to zero at the
equator. Thus, for values of |e/v| smaller than the maximal
value of the slope there are two points on the southern part
of the Kummer shape at which the energy plane is tangential
to the shape; for larger values there is none. In total there are
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thus either one or three fixed points on the southern part of
the Kummer shape. The same holds for the northern part in
dependence on n. In summary, the maximal number of fixed
points for given values of n and m is given by min(n 4 m,6).

The character of the fixed points can be determined from
the eigenvalues of the Jacobi matrix

v2f/(s2), (58)

which are a complex conjugate pair for a center, in the vicinity
of which the motion is a rotation with frequency

w = +12f(s,) (59)

or a pair of real numbers with different signs for a saddle point.

At critical parameter values the number of fixed points
changes. This can happen in two ways at €,:

(i) Two fixed points can coalesce and disappear. This saddle-
node bifurcation must necessarily occur at the inflection point
s, of r(s;) and the critical value of € is given by the slope at
this point: €, = +vr'(s,).

(i1) Fixed points can enter or leave the system at the poles in
a transcritical bifurcation [1]. Because the slope of r(s;) at the
poles is zero for m,n > 2, this can (for € # 0) only happen if m
or n is equal to 2, for m = 2 at the south pole for ¢, = v 2!~/
and for n = 2 at the north pole for €. = v2!="/2, A stability
analysis shows that here a center at the pole changes into a
saddle and a new center appears moving away form the pole.
One should note that the sum of the Poincaré indices (centers
have index +1, saddles Index —1; see, e.g., [39]) remains
constant on the Kummer surface for bifurcations of type (i),
whereas it changes for type (ii).

)\.izﬂ: —62—

IV. MEAN-FIELD AND MANY-PARTICLE
CORRESPONDENCE

Let us now discuss the correspondence between quantum
many-particle eigenvalues and mean-field dynamics for some
cases in more detail. We will use the canonical variables p,q
introduced at the end of Sec. Il C. The allowed mean-field
energy interval is bounded by the maximum and minimum
of the classical Hamiltonian on the phase space, that is, the
maximum and minimum of the energies

02
Ep=—flpp)+eps (60)

at the fixed points p, that is, the poles or the real solutions
of the polynomial (56) in the interval [—%, + %]. For large
values of |e[, in the supercritical regime, where we have only
two fixed points (at the poles for n,m > 1), the mean-field
energy interval is E_ < E < E,. In the subcritical regime
below the critical value(s) of €, there are additional fixed
points which correspond to stationary values of the energy;
the global extrema are not located at the poles in this
case. The extrema of the mean-field energy are upper and
lower bounds for the many-particle energies (rescaled by
n). The additional stationary values do not correspond to
individual many-particle eigenvalues, but mark lines along
which many-particle eigenvalues accumulate. To demonstrate
this correspondence we show examples of the many-particle
spectrum together with the mean-field stationary energies in
dependence on the parameter € for several values of n and m,
corresponding to the examples depicted in Fig. 1, in Figs. 3-5.
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-2 0 2
€

FIG. 3. (m,n) = (2,1). Mean-field fixed point energies (left) and
(scaled) many-particle energies (right) in dependence of € for v = 1
and N = 80 particles.

It is worthwhile to note that in all cases the many-particle
eigenvalues are nondegenerate so that all apparent crossings
are avoided as already observed before for an atom-molecule
conversion system [5]. This is simply a consequence of the fact
that the Hamiltonian is tridiagonal (see Sec. I C) and hence can
only have eigenvalue degeneracies if all off-diagonal elements
vanish [40].

(1) For (m,n) = (1,1), i.e., for the dynamics on the Bloch
sphere, we have f(p)= p and the two fixed points are at
p+ = £1/2\/1+v2%/€?), g =0, g_ = 7, which are both
centers with frequency @ = +/€2 + v? and an energy

Er = H(ps,qs) = +3V/e2 + 02, (61)

which are upper and lower bounds for the many-particle
eigenvalues (rescaled by 7).

(2) The case (m,n) = (2,1), describing the dissociation and
association of diatomic molecules, has been analyzedin [1,14].
Here the Kummer surface

st 45, =r(p)
2

=2G+p) G-pP)=31+p—p =20 (62
has the shape of a teardrop (see Fig. 1). As discussed before, at
the north pole it is smooth and there is a tip at the south pole.
The slope of 7(p) at the south pole is equal to /2, which is the
critical value of ¢ /v. Therefore the supercritical region with
only two fixed points is given by |€/v| > +/2 (see also [1,14]).

With f(p) = —i + p + 3p? the equations of motion written
in terms of the s; are

Sy = —€Sy,
§y = esy — v(—3+s.43s7), (63)
§; = vsy,

05 \//

FIG. 4. (m,n) = (2,2). Mean-field fixed point energies (left) and
(scaled) many-particle energies (right) in dependence of € for v = 1
and N = 160 particles.
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0.1

-0.05

—oqk” -
202 01 0 01 02
€

FIG. 5. (m,n) = (3,3). Mean-field fixed point energies (left) and
(scaled) many-particle energies (right) in dependence of € for v = 1
and N = 360 particles.

and the equation for the value of p at the fixed points reads

1 2
(5 + p> <9v2p2 + (e = 3v))p + UZ — 62> =0, (64)

with the expected solution p = —% and two solutions of the
remaining quadratic equation, one of which is in the interval
—% <p< % for all parameter values, while the second one
only lies in this physical region in the subcritical case [1,14].
The x component can be determined by s, = vf(p)/e. At
the south pole the slope of f(p) is equal to —2, so that the
eigenvalues (58) of the stability matrix are A = 4=+/—¢€2 + 202,
that is, the fixed point at the south pole is a center in
the supercritical case and a saddle point in the subcritial
regime. The remaining one or two fixed points are always
centers. Detailed numerical examples can be found in [1].
The mean-field energies at the fixed points in dependence on
the parameter € are shown in Fig. 3 and compared with the
quantum eigenvalues for N = 80 particles (corresponding to a
matrix size of 41), which are clearly organized by the classical
fixed point energies. (Note that the many-particle energies E
must be rescaled by a factor n for comparison.)

(3) For the case m = n = 2, which can be interpreted as
pair tunneling and which corresponds to the second shape in
Fig. 1, we have

r(p)=1-p% fp)=2p(3-p?).

We have two fixed points at the poles, and for €2 < v? two
additional fixed points with

(65)

€

S = i2v’

v 1 e
ss=—fp=%;(1-5).  ©6)
€ 4 v
which are centers. In this parameter region the fixed points at
the poles are saddles. For €2 > v? we find only two centers at
the poles. The energy at the fixed points (66) is given by

E,=x2(14+5
Ty v2 )’

In dependence on € this is a curve that joins smoothly with
the energies E, = ¢ /2 of the fixed points at the poles at the
critical values € = £v. Figure 4 shows the mean-field energies
at the fixed points and the quantum eigenvalues for N = 160
particles (corresponding to a matrix size of 41 as in the previous
example), which are again supported by the classical skeleton
of fixed point energies.

(67)
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FIG. 6. Many-particle (scaled) energies in dependence of € for
v = land (m,n) = (3,1) (left, N = 120 particles) and (m,n) = (3,2)
(right, N = 240 particles).

(4) The case (m,n) = (3,3), corresponding to the third
shape in Fig. 1, is more involved. First we have

2
. f=3p(; -r),
and the fixed points are found from (57), a second-order
polynomial in p?, as

p=E /M VT-Ge/oP), 5=t /()

for (8¢)? < v2. Note that here we have four fixed points in
addition to the poles, which is the maximum number possible,
as discussed above.

Figure 5 shows the energies at the six fixed points in
dependence of €. The four nontrivial ones trace out a double
swallow tail curve with four cusps at the critical values
€. = v /8 with energy E = +v/12+/2 = £4/2¢/3, which is
slightly smaller than the energy ¢ /2 at the poles. The fixed
points close to the line +¢ are saddle points; those on the
curved lines passing through E = +v /24 fore = 0 are centers.
At the cusps the character changes, which can also be seen
from the vanishing of the eigenvalues in the Jacobi matrix (58).
Again, as demonstrated in Fig. 5 for N = 360 particles (matrix
dimension 41), the classical fixed point energies provide a
skeleton for the quantum eigenvalues.

(5) Finally we will briefly consider the cases (m,n) = (3,1)
and (3,2) whose energy eigenvalues are shown in Fig. 6 for
N = 120 or 240 particles. Their structure should be under-
standable now without presenting their classical skeleton.

The figure on the left, for (3,1), is a combination of the
structures already shown in Figs. 3 and 5 for (m,n) = (2,1)
and (3,3), respectively. At the north pole the Kummer surface
is smooth and generates no bifurcation. At the south pole we
find a cusp, leading to a cusp singularity as in the case (3,3)
showing up in the upper left and lower right of the (E,€) plane.

The figure on the right, for (3,2), also combines features
discussed before. Again we observe the cusps on the upper left
and lower right, but here we also have a tip of the Kummer
surface at the north pole, giving rise to a bifurcation and the
additional line E = €/2 as already seen in Figs. 4 and 5.

3/2

r(p) =14 - p?) (68)

(69)

V. SEMICLASSICAL QUANTIZATION AND
DENSITY OF STATES

We can recover the many-particle spectrum from the
mean-field system from a WKB-type quantization condition as
carried out for (m,n) = (1,1) in [41-43] and for (m,n) = (2,1)
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in [1]. In the case where there is a single classically allowed
region for any given energy the quantization condition is given
by

S(hE,) = 27m<v + %), (70)

where v € {0,1,2, ...,%}, and where S(nE) denotes the
phase space area enclosed by the orbit corresponding to the
mean-field energy H = nE.

It is useful to introduce the mean-field momentum “poten-
tial functions” UL (p), which are the maximum and minimum
curves of the Hamiltonian with respect to the angle variable g,
given by

Us(p) =ep L vr(p). (71)

These potential curves provide lower and upper bounds of the
mean-field energy and join at the poles U+(:|:%) = U_(:I:%) =
+35. The real valued solutions p of U+(p) = nE that fall into

the interval [—%,%] are the turning points of the dynamics.

The phase space area can then be calculated from the action
integral

- P+
SME) = / q(p)dp (72)
between the turning points, with
E—
q(p) = arccos (u> (73)
vr(p)

Depending on whether each turning point lies on U_ or U,
the phase space area is given by

27 (py — p-)—28(E),
2n(3 — po)—23(E),

pronU_,
p-onU_, pyonUy,

S(E)= | -
27 (5 + p+)—28(E), p-onU,, pronU_,
-2 +28(E), p+ on Us.
(74)
|
6 06
05 4 04
E q 02
0 2 0
; -0.2
0 [
05 op 0.5 05 0p 0.5

FIG. 7. (m,n) = (4,1). Potential curves U, with energy E = —%

(top left), contour plot of H in phase space (top right), phase space
area in the left region at E (bottom left), and phase space area in the
right region at E (bottom right).

PHYSICAL REVIEW A 93, 042102 (2016)

0.5

nE S

-0.5 ‘ ‘ : ‘ :
15 1 05 0 .05 1 15

0.5

-0.5

-1.5 -1 -0.5 0 .05 1 1.5

FIG. 8. Semiclassical energies nE (blue lines, depicted fore < 0)
compared with exact energies (green lines, depicted for € > 0) for
(m,n) = (4,1) (top) and (m,n) = (4,3) (bottom).

When m or n are larger than two, there exist parameter
values € and v for which there are two classically allowed
regions, i.e., four real turning points in the range [—%, %], for
some energy values. An example of this is shown for the case
(m,n) = (4,1) in Fig. 7. Here we need to take the influence
of the potential barrier into account. If one of the minima of
U_(p) is lower, for energies below the upper minimum we can
apply the single well quantization condition (70). For higher
energies, where we have four real turning points pg) < pﬁ) <
p(,r) < pgf), we use a WKB matching condition to take into
account tunneling corrections from the classically forbidden
barrier, leading to the quantization condition [41,44,45]

S+ S, S =S,
v 1+ k2 cos 1o Sy ) = —cos ! , (75
2n 2n

3 3
liz liz
g S
w w
F Fy
8 0
-08 -04 0 04 08 -1 -05 0 05 1 15
E E

FIG. 9. (m,n) = (2,1). Mean-field period T(E) divided by 2x
(red line) and many-particle density of states (histogram) for N =
9000 particles for v = 1 and € = 0.5 (left) and € = 1.5 (right).
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4 4
B 153

d d

@2 @2

F F HWWWWWWWH

o o

-04 -02 g 02 04 -08 -04 E 04 08

FIG. 10. (m,n) = (2,2). Mean-field period T'(E) divided by 27
(red line) and many-particle density of states (histogram) for N =
9000 particles for v = 1 and € = 0.2 (left) and € = 1.2 (right).

where S; and S, are the phase space areas in the left and right
regions, respectively. The term

(r)

p=
Kk =e ™5 with S, = —f lg(p,E)|dp (76)

accounts for tunneling through the barrier, and

Sy =argT (3 +iSc) — S. log|Se| + S. (77)
is a phase correction.

Above the barrier, the inner turning points pi{), p(’) turn
into a complex conjugate pair and different continuations of
the semiclassical quantization have been suggested [44—46].
Following [44] we use the complex turning points in the
formulas for S; .. We modify the tunneling integral S, as

(r)
pe

i
Se=—

q(p,E)dp, (78)
T Jp0

such that the quantity « is positive above the barrier. In Eq. (75)
we take the real parts of the actions S,; and Sy.

Analogous quantization rules can be applied when the upper
potential curve has two maxima.
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The results of the semiclassical quantization in comparison
with the numerically exact many-particle eigenvalues for
different values of m and n are shown in Fig. 8. We observe an
excellent agreement, including very well-reproduced avoided
crossings as we vary the parameter €.

Let us finally turn to a discussion of the many-particle
density of states, which can be obtained from the mean-field
dynamics on the basis of a semiclassical argument [1]. The
many-particle density of states p(E) at a scaled energy E
is (approximately) related to the mean-field period T(E) =
dS/dE of the orbit by

(E)~ —T( - —f
g NOADE

where Uy are the potential functions (71), and py are the
turning points, the real valued solutions of U, (p) = E falling
into the interval [— %, + %]. The function under the square root
in (79),

dp
EYE—-U_(p))

. (79)

(U4(p) — EXE — U_(p)) = v*r*(p) — (E — ep)*, (80)

is a polynomial of order m 4+ n in p and the integral (79)
can be evaluated in closed form for (m,n)=(1,1) and
(m,n) = (2,1) [1,41]. The mean-field period T (E) given by the
integral (79) can be efficiently evaluated by means of a Gauss-
Mehler quadrature. If the fixed point is a center, T(E)/2mw
is given by the inverse frequency w = /€2 + v2f’(p,.) at the
center p. [see (59)]. In the subcritical parameter region, the
period T diverges logarithmically at the saddle point energies,
as already observed before for dynamics on the Bloch sphere
m =n =1 in the presence of interactions [41,47], and for
(m,n) = (2,1) [1]. Therefore the quantum energy eigenvalues
accumulate at the all-molecule configurations in this regime.
Such alevel bunching at the classical saddle point energy in this
limit can be related to a quantum phase transition [6,14,48].
We shall now demonstrate this behavior for several examples.

40 40 40
33 33 33
N N N
W20 W0 W0
- - -
| 1 Tﬂ 0 i
-0.08 -0.04 I(E) 0.04 0.08 -0.08 -0.04 0.04 0.08 -0.08 -0.04 g 0.04 0.08
0.1 0.1 0.1
a a a
el 0 el 0 el 0
) o) )
245 0 05 %05 0 05 %05 0 0.5
p p p
FIG. 11. (m,n) = (3,3). The top panel shows the mean-field period T(E) divided by 27 (red line) and many-particle density of states

(histogram) for N = 9000 particles for v = 1 and € = 0.08, 0.125, 0.15 (from left to right). The bottom panel shows the corresponding potential

curves U, (p) (blue) and U_(p) (red).
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80

40;

T(E)/2n

—0.%42 —0.84 —-0.038

FIG. 12. (m,n) = (3,3). Magnification of the vicinity of the left
singularity in Fig. 11 fore = 0.08, however, for N = 72 000 particles.

Figure 9 shows the mean-field period T(E)/2m as well
as a histogram of the many-particle eigenvalues (scaled by a
factor 1) for N = 9000 particles for v = 1 in the sub- and
supercritical region for the case (m,n) = (2,1). The density of
states is in excellent agreement with the mean-field period. At
the boundaries of the allowed energy interval it is equal to the
reciprocal period at the centers. In the subcritical case, there is
a divergence at the energy —e /2 at the south pole in the limit
N — oo.

Histograms of the many-particle eigenvalues for m = 2 =
n for N = 9000 particles for v = 1 in comparison with the
mean-field periods are shown in Fig. 10, again in the sub-
and supercritical regions. Because of m = n the distributions
are symmetric. For € = 0.2 there are two saddle points at the
poles, and hence two singularites, and for e = 1.2 we only have
two centers at the poles with frequency w = /(v? — €2)/2
[see (59)]. To understand the densities of states for the case
m = 3 = n, depicted in the top row of Fig. 11, it is instructive
to have a look at the corresponding potential curves UL (p)
defined in (71), depicted in the bottom panel of the figure for
three values of €. For € = 0.08 we are in the subcritical region
and the potential U_(p) has a minimum and a very shallow
maximum, which is hard to identify in the plot, but it must
necessarily exist because the slope of both potentials UL (p)
at p = —% is equal to €, i.e., positive. This shallow maximum
with energy En.x— appears as a fixed point of the dynamics,
a saddle point with energy E_, and the minimum with energy
Enin— as a center. The same is true, of course, for the potential
curve U, (p) with a saddle energy E, a maximum E,, and
aminimum E;,. . At the critical value €. = v/8 the minimum

PHYSICAL REVIEW A 93, 042102 (2016)

and the maximum coalesce and disappear for larger values
of €.

In the subcritical region |e€| < €, there exist two dis-
connected allowed potential regions in the energy intervals
E_ < E < Eqax— and Epiny < E < E, both contributing to
the mean-field density of states (79), which therefore shows
four steps at the energies of the minima and maxima and two
logarithmic singularities at the energies of the saddle points.
The top panel in Fig. 11 shows histograms of the state density
and mean-field periods for v = 1 and selected values of € in
different regions. The case € = 0.08 is in the subcritical region
discussed above; for the critical value € = 0.125 the minima
and maxima coincide with the saddle point, shown as two
singularities of the mean-field period, which disappear in the
supercritical regime. Here, however, they are still observable
as peaks in the vicinity of the former singularities, as shown
in the figure for € = 0.15. With increasing € these maxima
decrease.

Let us finally explore the subcritical case € = 0.08 in more
detail to resolve the structure of the state densities in this
regime. A magnification of the neighborhood of the singularity
in Fig. 11 (left panel) is shown in Fig. 12, however, for N =
72000 particles, where we clearly observe the step at E_ =
0.04 in addition to the singularity at the saddle point energy
Enax— 1n the quantum density of states.

Figure 13 shows the many-particle densities for (m,n) =
(3,2) along with the mean-field periods in different parameter
regions (¢ = 0.2, 0.4, and 0.8). One of the two singularities for
€ = 0.2 changes into a maximum for € = 0.4 and for e = 0.8
also the second singularity disappeared. Structures, such as the
ones observed here, can be connected to higher order phase
transitions [48].

VI. SUMMARY AND OUTLOOK

The mean-field approximation is quite often indispensable
in studies of multiparticle quantum systems. In addition, as
demonstrated above for simple types of particle conversion
systems, it also offers illuminating tools for understanding
the characteristic features of quantum systems. The energy
spectra, for example, are clearly supported by the skeleton
of mean-field fixed points, showing up, e.g., as boundaries,
steps of singularities of the quantum state densities in the
thermodynamic limit of large particle numbers. We have
further demonstrated that the many-particle energies can be
accurately recovered from the mean-field description via
semiclassical quantization formulas.

20 10 4
g g g
o N N
w 10 w 5 w 2
|_ |_ |_ WHWHWH
0 -0.1 0 0.1 0 -0.2 0 0.2 —8.5 0 0.5
E E E

FIG. 13. (m,n) = (3,2). Mean-field period T (E) divided by 27 (red line) and many-particle density of states (histogram) for N = 9000

particles for v = 1 and € = 0.2, 0.4, 0.8 from left to right.
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In addition, the present analysis is based on polynomi-
ally deformed algebras, where an interesting connection be-
tween quantum (commutator) algebras and classical (Poisson
bracket) ones appeared. The observed differences deserve
further studies. It should also be noted that the transition from
quantum to mean field, the “classicalization,” employed here
is quite heuristic and deserves a more sophisticated treatment,
for example, in terms of coherent states for deformed algebras
as already pointed out in [1].

Finally, the present study concentrated on the spectral
features of the conversion systems. A comparison of quantum
and mean-field dynamics will also be of interest and corre-
sponding investigations based on semiclassical phase space
densities [49] is a topic for future investigations.
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APPENDIX: POLYNOMIAL DEFORMATIONS OF SU(2)
The deformed algebra is generated by the three elements
Jo = fg, J. = J! satisfying

o, 0l = +Ju, [J,J_1=2F(Jy), (A1)

where [ ., .] is the commutator, and F(fo) = Z];:o aj foj is
a polynomial of order k. For F(fo) = fo we have [f+,f_] =
2Jo, i.e., the Lie algebra su(2), so that we have a polynomial
deformation of su(2). Similar to the Schwinger representation
of su(2) the deformed su(2) algebras can be represented via
two-mode bosonic creation and annihilation operators [17,20]

according to Eq. (5). Using the well-known properties of the
oscillator algebra one obtains the commutator

[a".a" =Tp_a'a+p) —T_j@'a+1—-pw) (A2)

which is a polynomial of the number operator @fa whose
leading order term is

[a",a™ = m*@tay"" + -

(A3)

It can be shown that the Casimir operator of the deformed
su(2) algebra is given by
C=JJs+dC). (Ad)

where cﬁ( fo) is apolynomial in fo of order k + 1 with qS(O) =0,
which can be expressed in terms of Bernoulli polynomials
B, (z) and Bernoulli numbers B, = B,(0) as

k

A (—1)/*! .
G =2 o (Bjs(=Jo) = Bjs1).  (AS)
j=0 I+
related to F(Jp) by
F(Jo) = 3(@(Jo) — (Jo — 1). (A6)
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(See, e.g., [30] and references therein.) Up to third order,
k = 3, (AS) yields

27 o\ » o3\
é(Jo) = (20[0 + oy + ?)Jo + (0[1 +as + 7>_]0

20 A o3 4
2+ )P+ 208 (A7)
3 2
(See also [32,33].) Alternatively, with
X 1 . X R 1 . . . .
Jo = E(JJr +J), Jy= 2—i(1+ —J), J.=Jy, (A8)

and
[jyajz] = ijxv [fzajx] = ijyv [jxajy] =i FA'(jZ)v (A9)
the Casimir (A4) is written as

C = P2+ T2=FU)+¢(J)

= P+ T+ 3(@(L)+(J.—1). (A10)
For polynomials up to third order (A7) implies
A £ 8 (0%) N
C = Jx + Jy — oo + (20[0 + ?>JZ
a 200 . A
4<m+%yh_%ﬁ+%gﬂ(mn

For the linear case F(J,) = J. we have ¢(J.) = J. + ;2 and
C=T+ 0+ 72
The commutator and the Casimir operator can alternatively

be expressed using an auxiliary polynomial of order m + n in
N

5. and §; defined as
mn g

s (N N\ N v
P(J»=]"[(M+JZ+E>]‘[<%—Jz—1+;),(A12>
n=I1 v=1

with

P(J,) <« P(—J.—1) for (m,n) < (n,m). (Al3)
We then define the operator functions
PN n"m™" P A
F(J,) = —oNm2 (P(J)— P — 1), (Al4)
A a n"m™ A A
G = TN (P(J)+ P, —1). (Al5)
From (A13) we find
F(L) «— —F(=1), G() <= G(=1) (Al6)

for (m,n) «<— (n,m) and therefore for m = n the symmetries
F(=J)=—FJ) and G(=J) =G, (Al

ie., F (fz) and G(J. ) are odd or even polynomials. The leading
order term of the polynomials P(J.) and P(J. — 1) is equal to
(=1)y"*1jm+m and hence G(J;) or F(J;) are polynomials in
J. of order m + n or m 4+ n — 1, respectively. The function £
is the one appearing in the commutator (A1) and the Casimir
operator can be written as

C=Jl+7J;+ G (A18)
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It should be noted that the relations above depend on the Lie
bracket of the algebra. They are derived for the commutator
bracket and are different for the Poisson bracket (see the
footnote in [17]). In both cases we find a relation between
the polynomial F(J.) or f(s.) appearing in the polynomial
extension of the Lie brackets and the polynomial G(J.) or
g(s;) appearing in the Casimir operator. This relation is simple
in the classical algebra, namely g’(s;) = 2 f(s;) (see Eq. (43),
and more elaborate in the quantum algebra.

Let us finally evaluate the leading terms in the limit of

large N. With the abbreviations A, = % + J, one obtains
from (A12) and (A14), (A15)

p( T Am An n—1 Am An—1
P(J;) = AA” — 5 AT AT
m4+1 . . .
+TAT1A’L+-~- , (A19)
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b T Am A n+1 Am gn—1
P, —1)= A;A'L + —A'JﬁAi
m—1 Am—1 gn
—TA+ A" 4+ (A20)
and
A n"m™(n AﬁAﬁ_l—mﬁﬁ_lA'ﬂmn)
AR SR . (A21)
A n"mm(Am A" 4 ...
G(J,) =— (A% ) (A22)

2Nm+n—2
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