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Trade-off relation between information and disturbance in quantum measurement
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We formulate a trade-off relation between information and disturbance in quantum measurement from an
estimation-theoretic point of view. The information and disturbance are characterized in terms of the classical
Fisher information and the average loss of the quantum Fisher information, respectively. We identify the necessary
condition for various divergences between two quantum states to satisfy similar relations.
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I. INTRODUCTION

When we perform a quantum measurement and extract
information from a system, the system is disturbed due to
the backaction of the measurement. The more information we
extract by quantum measurement, the more strongly the system
is disturbed. Such a trade-off relation has been recognized
since Heisenberg pointed out the uncertainty relation between
measurement error and disturbance [1]. With tremendous
advances in quantum information theory, various methods of
quantifying information and disturbance and their trade-off
relations have been proposed [2—18].

These studies are classified into two types: an information-
theoretic approach [2-8] and an estimation-theoretic one
[9-18]. The former is based on entropic quantities such as
the mutual information [2-5], the conditional entropy [6],
and the Groenewold-Ozawa information [7,8], each of which
has its own operational meaning in the information-theoretic
setting, i.e., decoding the message encoded in quantum states
by a measurement. The latter is mainly based on either the
fidelity [9—18] between the true state and the estimated state
for information or the fidelity between the premeasurement
state and the postmeasurement state for disturbance. In the
formulation of the trade-off relations, a uniform distribution,
i.e., the Haar measure over input pure states, is often assumed,
and the average information and disturbance are calculated for
this measure. Since there is no unique uniform distribution over
all quantum states including mixed states, such a formulation
cannot naturally be extended to the case in which input
states are not necessarily pure. Moreover, information and
disturbance depend, in general, on the state to be measured.
Therefore, a general trade-off relation should be calculated
over each individual input state rather than over the uniform
measure.

In this paper, we apply quantum estimation theory [19,20] to
characterize estimation theoretical quantities for each quantum
state. We formulate information and disturbance in the setting
of estimating an unknown quantum state by quantum mea-
surements, with an emphasis on the estimation accuracy. We
derive an inequality that shows the trade-off relation between
information and disturbance and give sufficient conditions
to achieve the equality. We also discuss the condition for
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divergences, which measure the distinguishability between
two quantum states, to satisfy a similar inequality.

This paper is organized as follows. In Sec. II, after
briefly reviewing the quantum estimation theory, we define
information and disturbance in terms of the Fisher information
and derive the trade-off relation between them. To make
its physical implication clear, we investigate conditions for
the equality in Sec. IIl. By interpreting the quantum Fisher
information as a metric on the state space, we discuss the
generalization of the trade-off relation for divergences between
probability distributions in Sec. IV. Finally, we conclude the
paper in Sec. V.

II. INFORMATION-DISTURBANCE RELATION
BASED ON THE FISHER INFORMATION

Suppose that we perform a quantum measurement to
estimate an unknown quantum state described by a density op-
erator pp. Here, @ € ® C R” represents m real parameters that
characterize the unknown state, so that estimating the state is
equivalent to estimating the parameters. Such a parameterized
family of states {0g}gco is called a quantum statistical model.
If we do not have any knowledge about the system, we can use
the full model, which includes all possible density operators on
the d-dimensional Hilbert space with m = d* — 1. A quantum
measurement is characterized by a mapping from quantum
states to both the probability distribution of outcomes and
the postmeasurement state corresponding to each outcome.
If the measurement outcome is discrete, the probability pyg ;
of obtaining an outcome i € I (I represents the entire set of
outcomes) and the postmeasurement state Jg ; are respectively
given by

Po.i = Ztr[leij,@ok;j] (D
j
and
1 L s
poi =— > Kbk}, )
Pe.i I
where the measurement operators {I?,-j} satisfy the com-
pleteness relation ) j R l.T]. K; = I with [ being the identity
operator. o

What is the natural quantification of the information in
the setting of estimating an unknown state from the outcome
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of the quantum measurement? The estimation process is
characterized by a mapping 0°' : I — ©, which is called an
estimator. Since the outcome i € [ is a random variable, the
estimator, which is calculated from the outcome, is also a
random variable and should be distributed around the true
parameter . According to the classical Cramér-Rao inequality,
the variance-covariance matrix of the locally unbiased estima-
tor has a lower bound which is determined only by a family of
the probability distributions {pg}ece:

Varg(Be) > (J5) 3)
Here, J,,C is an m x m matrix called the classical Fisher
information whose matrix elements are defined by

81npg, d1n pg ;
; . 4
E Do, 0 20, “4)

Therefore, a measurement which gives a larger classical Fisher
information allows us to estimate the state more accurately.
We will quantify the information obtained by quantum
measurement in terms of the classical Fisher information.

The disturbance can be evaluated as the loss of information
about the parameter @ that can be extracted from a quantum
state. The information on the parameter @ that the quantum
state potentially possesses can be quantified by the quantum
Fisher information, which is defined as

9 0p 0 0g
Q - 1
[‘10 ]ab = |:39 er 30, ] )
Here, the superoperator K ; is defined as
K, =f (L R )R (6)

where f : (0 oo) — (0,00) is an operator monotone function,
ie,0<A<B implies f(A) f(B) satisfying f(1) =1
and R; (L) is the right (left) multiplication of /:

Ry(A):= Ap, LyA):=pA. (7)

The quantum Fisher information is the unique class of metrics
on the space of quantum states that monotonically decrease
under an arbitrary completely positive and trace-preserving
(CPTP) mapping € [21]:

T2 {pe}) = TP UEPo))). ®)

From the monotonicity, the quantum Fisher information gives
an upper bound of the classical Fisher information which
is obtained by all the possible measurements; in particular,
the symmetric logarithmic derivative (SLD) Fisher informa-
tion [22], which corresponds to f(x) = 1“ ,is known to be the
least upper bound. Therefore, the quantum Flsher information,
especially the SLD Fisher information, can be interpreted
as the information on the parameter # that can be extracted
from the quantum state. We define the disturbance of the

measurement as
= poidis, ©)
i

where JoQ (Ji/’g) is the quantum Fisher information for the
quantum statistical model {pg} ({0s.}). For the sake of
generality, we consider the disturbance using the general
quantum Fisher information.
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The information (4) and the disturbance (9) satisfy the
following inequality that shows a trade-off relation between
them:

JE <AL (10)

This inequality means that if we perform a quantum mea-
surement on an unknown state and extract information on the
state, the state is disturbed and hence loses some intrinsic
information. Since the inequality (10) is valid independently
of the choice of the quantum Fisher information to define the
disturbance, we obtain

ﬁgg&#, (1)

where the infimum is taken over all types of quantum Fisher
information with which the disturbance is defined. We note
that it is nontrivial which quantum Fisher information gives
the minimum disturbance, although the minimum and the
maximum of the quantum Fisher information are known to
be the SLD Fisher information and the real right logarithmic
derivative Fisher information (real RLD), respectively The
monotone function of the latter is given by f(x) = - +1

The proof of the inequality (10) is based on the monotonic-
ity and the chain rule of the quantum Fisher information. For
a given measurement { K; i}, we define a CPTP mapping €™
as

gmeaS(ﬁ) = @ Z I%,»j,élejj s (12)
i J

which represents the direct sum of the unnormalized postmea-
surement states. Then the quantum Fisher information of the
quantum statistical model {E£™*(py)} is given by the sum
of the classical Fisher information about the measurement
outcome and the average quantum Fisher information of the
postmeasurement state:

T2UE™ S (p)}) = IE (Upa)) + Zpoz Je. a3)

which is the chain rule (see Appendix A for the proof). By
applying the monotonicity under the CPTP mapping ™%,
we obtain

J2Ape}) = J2AE™™(p)})
= I ApeD+ Y poils. (14)

which proves the inequality (10).

III. CONDITIONS FOR THE EQUALITY

To clarify the physical meaning of the inequality (10),
we investigate conditions for the equality. Measurements that
achieve the equality of the inequality (10) are also important
since they are efficient in the sense that they cause the minimum
disturbance among those that extract a given amount of
information. Since the equality conditions depend on both the
quantum statistical model and the measurement, it is difficult
to find the general necessary and sufficient condition to achieve
the equality. Here, we provide three sufficient conditions.
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The first rather trivial condition is the case in which the
CPTP mapping £™* is reversible by a CPTP mapping &, i.e.,
€ 0 £™% = T, where Z is the identity mapping. In this case,
by using the monotonicity twice, we can show that the equality
in the inequality (10) holds. However, if £ is reversible
by a CPTP mapping, every measurement operator must be
proportional to some unitary operator, and the probability
distribution py; does not depend on the measured state.
Therefore, no information is extracted by this measurement
process.

The second sufficient condition is classical measurements.
Suppose that the quantum statistical model {fy} is given by

po=> g0, 1) (il (15)
J

where {gg ;} is a classical statistical model and {|j)} is an
orthonormal basis set which is independent of the parameter
0. When we perform a measurement corresponding to mea-
surement operators

Ki=Y " V&) Gl (16)
J

where the coefficient «;; represents the probability of obtaining
outcome i on the condition that the state is |j), the obtained
information JGC is equal to AJ,,Q. This is because, in classical
theory, all the observables are simultaneously diagonalizable,
and therefore, all the components in the parameter 6 are
simultaneously measurable.

The third sufficient condition is obtained when we adopt the
right logarithmic derivative (RLD) Fisher information [23],
which corresponds to f(x) = x, to define the disturbance.
Then a class of measurements called pure and logically
reversible measurements achieves the equality in the inequal-
ity (10) (see Appendix B for the proof):

JE = AJSP. (17

Here, a measurement is called pure (also referred to as
efficient [24,25] or ideal [26]) if the number of measurement
operators is one for each measurement outcome, so that the
measurement operators can be written as {K;}. A measurement
is called logically reversible if each K; has a left inverse
ki_l [27]. Note that the physical reversibility [27,28] is
not necessarily needed. As an example, a measurement on
a spin-1/2 system proposed by Royer [29] is pure, with
measurement operators

Fa (005(9/2 —a/4) 0 ) (18)
' 0 cos(0/2+a/4))’
s (sin(0/2 —o/4) 0
K= ( 0 sin(0,/2 +0/4)>' (19)

This measurement is logically reversible if 6/2 + o /4 #
nm/2.

In fact, pure measurements are the least disturbing measure-
ments in the following sense. Suppose that two measurements
(K l’ j} and {K;} give the same positive operator-valued measure
(POVM)

SRR, =Rk, viel (20)
J

PHYSICAL REVIEW A 93, 032134 (2016)

and hence give the same probability distribution. Then, the
pure measurement causes less disturbance, while it gives the
same amount of information:

ATLUR D < AJEAR]D), 1)
Ty (Ki}) = Ty (K] D, (22)

since the measurement process { K/ ;} can be expressed as the

pure measurement {K;} followed by a CPTP mapping &;,
which depends on the measurement outcome i.

IV. INFORMATION-DISTURBANCE RELATION
BASED ON DIVERGENCES

In Ref. [30], by using the classical and quantum relative
entropies

1

SC(plg) = piln (;’-) (23)
$2(p[16) = ulp(In p — In )], (24)

an inequality similar to Eq. (10) was derived:
SC(pllg) < S2pI6) = Y piSe(pills). (29

where p,q and p;,6; are the probability distributions and
the postmeasurement states of a quantum measurement per-
formed on quantum states §,5. Since the quantum relative
entropy is a measure of the distinguishability of two quantum
states [31,32], Eq. (25) can also be interpreted as a trade-off
relation between information and disturbance. In particular, if
we choose two similar states 0y and pgiq¢ as the arguments
of the relative entropy, Eq. (25) reproduces the inequality (10)
with the disturbance defined by the Bogoliubov-Kubo-Mori
(BKM) Fisher information, the monotone function of which is
given by f(x) = ’l‘n—_;

In the following, we discuss an extension of the inequal-
ity (25) to general divergences. Let DC(-|-) be a divergence
between two probability distributions [33] and D2(-|-) be its
quantum extension; that is, if two quantum states p and &
commute and therefore are simultaneously diagonalizable as

p=>;rili)(jland & =3, s;1j) (jl, we obtain
D2(p|6) = DE(r|ls). (26)

We note that the quantum generalization of a divergence is not
unique in general.

Let us consider a condition for divergences DC(-||-) and
D2(-||-) to satisfy the information-disturbance trade-off rela-
tion

D(plig) < DC(plI6) =Y piD%@ill6)).  (27)

1

The essential properties needed for the proof of the in-
equality (10) are the monotonicity and the chain rule of the
quantum Fisher information. We require these two properties
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for divergences:

D2(p||6) > DUER)IEG)), (28)
DOE™(p)|IE™*(6)) = D (plig) + Y piD2(p1116).

(29)

These two relations give sufficient conditions for Eq. (27).
If we also require a continuity of D(p|q) with respect to
p and ¢, then the classical divergence DC(p|q) satisfies
Hobson’s five conditions that axiomatically characterize the
classical relative entropy [34]. Therefore, the divergence from
the monotonicity, the chain rule, and the continuity must
be consistent with the relative entropy at least for classical
probability distributions:

D (plig) = S (plig). (30)

As shown in [30], the standard quantum relative entropy
satisfies the trade-off relation (27) because it satisfies the
monotonicity and the chain rule. Another quantum extension of
the relative entropy proposed by Belavkin and Staszewski [35]
is given by

§P(p116) = ulpIn(p' 67" '), 3D
which also satisfies the inequality (27). Here, S BS(.]l-) is known
to be maximal among all the possible quantum extensions
of the classical relative entropy [36]. By substituting Py
and ppiq¢ into the inequality (27), we again obtain the
inequality (10) with the disturbance defined by the real RLD
Fisher information.

V. CONCLUSION

In this paper, we have formulated the trade-off relation be-
tween information and disturbance in quantum measurement
from the viewpoint of estimating parameters that characterize
an unknown quantum state. The information is defined as
the classical Fisher information of the probability distribution
of measurement outcomes, and the disturbance is defined
as the average loss of the quantum Fisher information due
to the backaction of the measurement. We have shown the
trade-off relation (10) between them. When we use the RLD
Fisher information, the equality of the inequality (10) is
achieved by pure and logically reversible measurements. In
fact, pure measurements are the least disturbing among those
that provide us with a given amount of information.

We have also discussed the necessary condition for diver-
gences between two quantum states to satisfy a similar trade-
off relation (27). It is necessary for divergences to coincide
with the relative entropy at least for classical probability
distributions. In addition to the well-known relative entropy,
the maximum relative entropy also satisfies the trade-off
relation (27), which reproduces the inequality (10) for the
disturbance defined by the real RLD Fisher information. If
there are other quantum extensions of the relative entropy
that give an arbitrary quantum Fisher information, another
systematic derivation of the inequality (10) should be possible.
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APPENDIX A: PROOF OF THE CHAIN RULE (13)

We introduce the logarithmic derivative operator of the
quantum statistical model {fy} defined as

- _1( 9Pe
N
Ls:= K, (3%)7 (A1)
so that the quantum Fisher information is rewritten as
. 9pe »
[72WpeD)],, = [a ) ] (A2)

Let i’ and i, « denote the logarithmic derivative of the
quantum state models {€ meaS(,o(;)} and {pg ; }, respectively. The
relation between L/ and L, « 18 given by

L= (@ L) - (@ Ha e 1)

i

(A3)

Therefore, the matrix elements of the quantum Fisher infor-
mation can be calculated as follows:

[J5PHAE™ ™ (p)})],,
Do.i » 01n py ; 9 0p.i
= itr| ——L; i —tr| ——
Z {po,l r[ 3 ,bi| + Pe, 39b r|: a@a ]}
dpg,i 91n py ;

+ Z{ 20, tr[,Ooz Liv] + 20, 96,

= Zpo,i-]l'!g +0 + 0+ Joc-

i

tr[dg,;] }
(A4)

Here, in obtaining the last equality, we use the fact that the
second and third terms vanish because

009, 0
t Ll = —tlppi] =0
r[ 30, } a9, ULPo.]

. 8100 i
tr[pg,iLip] = tr[,o Kp[“< a0y, >]

i '\8/\[
_tr[KT RE 0.5 9P, j|:tr|:1,< p"”}zo.

(AS5)

06,
(A6)
APPENDIX B: PROOF OF EQUATION (17)
It is sufficient to prove
TP Upe}) = TR PUE™ ™ (pg)}) (B1)
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because the disturbance can be rewritten as

AJy P = I (pe}) — TP UE™ (b)) + Jy . (BD)

Let L, and ﬁ; denote the right logarithmic derivatives of the
quantum state models {0y} andA{Smeas(pg)}. Then, we obtain
the following relation between L, and L/

. PR B

Ly = D &Kipg KD o Kipo K]
. a
1

= DR LK. (B3)

PHYSICAL REVIEW A 93, 032134 (2016)

Therefore, we obtain

[Jo P UE™ (PoID],,

=tr[pgLaLs]
=[P (oo D], (B4)

which completes the proof.
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