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#### Abstract

The tunneling ionization of an excited hydrogen atom by a static electric field $\mathbf{E}$ is investigated for the case where the initial electron has an orbital angular momentum $\mathbf{L}$ nonparallel to $\mathbf{E}$. The outgoing electron has a nonzero mean transverse velocity $\left\langle\mathbf{v}_{T}\right\rangle$ in the direction of $\mathbf{E} \times\langle\mathbf{L}\rangle$. During this process the linear Stark effect makes $\langle\mathbf{L}\rangle$ and $\left\langle\mathbf{v}_{\mathrm{T}}\right\rangle$ oscillate or rotate about $\mathbf{E}$. Measures of the asymmetry are calculated at leading order in $\mathbf{E}$ for an initial state $2 P$ state. The generalization to coherent elliptic Rydberg states is outlined. A subset of these states whose classical Kepler ellipses rotate rigidly about $\mathbf{E}$ is particularly interesting for the observation of the asymmetry. The preparation of states with $\mathbf{L}$ nonparallel to $\mathbf{E}$ and the conditions to get a sizable $\mathbf{v}_{\mathrm{T}}$ asymmetry are discussed.
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## I. INTRODUCTION

An atom placed in a strong static electric field $\mathbf{E}$ may be ionized by tunneling if the initial electron energy is below the saddle point of the atomic and external potentials. The calculation, to lowest order (LO) in $\mathbf{E}$, of the ionization rate $\gamma$ for a hydrogen atom in the ground state is given in textbooks [1]. A large amount of work has been devoted to the generalization to $n \geqslant 2$ states, with the inclusion of higher orders in $\mathbf{E}$ (see $[2,3]$ and references therein for analytical calculations and [4-6] and references therein for numerical calculations). The distribution in transverse velocity $\mathbf{v}_{\mathrm{T}}$ of the outgoing electron is also of theoretical and experimental interest. It provides a kind of photographic image of the electron wave function inside the atom [7-9]. The fringes of this distribution have been observed [10] using fields of the order of a few hundred volts per centimeter for atomic levels $n \sim 20$, just below or above the saddle point. A quadrupolar anisotropy in $\mathbf{v}_{\mathrm{T}}$ has also been observed when the atom is excited with a linearly polarized light [11].

In the case where the initial electron state has an orbital angular momentum $\mathbf{L}$ at an angle to $\mathbf{E}$, a dipolar asymmetry is predicted [12], with $\left\langle\mathbf{v}_{\mathrm{T}}\right\rangle$ being in the direction of $\langle\mathbf{L}\rangle \times \mathbf{F}$, where $\mathbf{F}=-e_{0} \mathbf{E}$ is the external force. ${ }^{1}$ This effect, pictured in Fig. 1, will be referred to as the [ $\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry. An analogous effect presumably exists in high-energy hadron physics, with the proton-electron system being replaced by a quark-antiquark pair in a ${ }^{3} P_{0}$ state and the electric field being replaced by a chromoelectric field [12,13]. In the case of the hydrogen atom, the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry is an interference between the decays of several Stark states. It is therefore sensitive to the relative phases of decay amplitudes, whereas the decay widths give only the amplitudes squared.

Purpose and layout of the paper. A preliminary study $[14,15]$ predicted the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry for the $2 P$ state

[^0]of hydrogen, with an alternating time dependence because the linear Stark splitting makes $\langle\mathbf{L}\rangle$ oscillate. However, the required field to ionize the $2 P$ state fast enough is not attainable in the laboratory. We therefore extend our study to Rydberg states, more particularly to the quasiclassical coherent elliptic states (CESs) [16]. We will first consider circular $L_{y}$ (CLy) eigenstates, with $\mathbf{F}$ pointing in the $+\hat{\mathbf{z}}$ direction (we could have chosen $L_{x}$ eigenstates as well). This is a priori the most simple choice. However, we will also consider another type of CES, which we call rotating oblique elliptic (ROE) states. They have oblique $\langle\mathbf{L}\rangle$, and their classical ellipses rotate undeformed about $\mathbf{E}$. They have some advantages for a $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ experiment. Estimations of the asymmetry will be made with analytical calculations at the LO approximation.

This paper is organized as follows: in Sec. II we briefly review the Stark states and CESs. Section III presents the CLy and ROE states, their evolutions in the field $\mathbf{E}$, and their decompositions in the Stark basis. Section IV deals with the preparation of the CLy and ROE states for a $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ experiment. In Sec. V we review the calculation of the width $\gamma$ of a single Stark state at LO and using the Gamow-Siegert (GS) representation of Stark resonances. In addition we obtain the asymptotic phases of the GS wave functions. These phases are needed to evaluate the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry. Tunneling ionization of states with $\left\langle\mathbf{L}_{T}\right\rangle \neq 0$ and the resulting $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry are treated in Sec. VI. Numerical results for the $n=2$ CLy state are presented. Conditions of observability are discussed. The case of high- $n$ CLy and ROE states is investigated. Conclusions and suggestions are made in Sec. VII.

## II. REVIEW OF STARK AND COHERENT ELLIPTIC STATES

In this section we review the relevant properties of the states involved in the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry and write down their wave functions with precisely defined phases. The latter point is important since the asymmetry is an interference effect between several states. The Hamiltonian of a hydrogen atom in the static electric field $\mathbf{E} \equiv-\mathbf{F}=-F \hat{\mathbf{z}}$ is $\mathcal{H}=\mathcal{H}_{0}-F z$, with


FIG. 1. Semiclassical motion of the electron extracted from the hydrogen atom by a strong field $\mathbf{E}$ when the electron is initially in a $L_{y}=+1$ state.
$\mathcal{H}_{0}=\mathbf{p}^{2} / 2-1 / r$ in atomic units. ${ }^{2}$ Relativistic and radiative corrections like spin-orbit and Lamb shifts are neglected. We make the analytic calculations at lowest order (LO) in $F$. In parabolic coordinates ${ }^{3} \xi=r-z, \eta=r+z, \varphi=\arg (x+i y)$, the eigenstates of $\mathcal{H}$ and $L_{z}$ and the Schrödinger equation have the separable form $[1,17]$

$$
\begin{gather*}
\Psi(\mathbf{r})=\mathcal{N} \xi^{-1 / 2} \chi(\xi) \eta^{-1 / 2} \Theta(\eta) e^{i m \varphi},  \tag{1}\\
\frac{\partial^{2} \Theta}{\partial \eta^{2}}+\left[\frac{\mathcal{E}}{2}+\frac{Z_{\eta}}{\eta}-\frac{m^{2}-1}{4 \eta^{2}}+\frac{F \eta}{4}\right] \Theta(\eta)=0, \tag{2}
\end{gather*}
$$

together with a similar equation for $\chi(\xi)$ with $F \rightarrow-F$ and $Z_{\xi}=1-Z_{\eta} \cdot \mathcal{E}=-1 /\left(2 \nu^{2}\right)$ is the energy, and $\mathcal{N}=2|\mathcal{E}| \sqrt{\pi}$ is a normalization coefficient. We introduce the new variables ${ }^{4}$ $\sqrt{\xi / v}=\check{r}, \sqrt{\eta / v}=\check{R}, \check{x}+i \check{y}=\check{r} e^{i \varphi_{1}}$, and $\check{X}+i \check{Y}=\check{R} e^{i \varphi_{2}}$ with the constraint $\varphi_{1}+\varphi_{2}=\varphi$. The functions

$$
\begin{equation*}
\check{\chi}(\check{x}, \check{y})=\xi^{-1 / 2} \chi(\xi) e^{i m \varphi_{1}}, \quad \check{\Theta}(\check{X}, \check{Y})=\eta^{-1 / 2} \Theta(\eta) e^{i m \varphi_{2}} \tag{3}
\end{equation*}
$$

are stationary functions of two two-dimensional (2D) anharmonic oscillators [19]:

$$
\begin{align*}
{\left[2 \lambda+\Delta-\check{r}^{2}-v^{3} F \check{r}^{4}\right] \check{\chi}(\check{x}, \check{y}) } & =0,  \tag{4a}\\
{\left[2 \mu+\Delta-\check{R}^{2}+v^{3} F \check{R}^{4}\right] \check{\Theta}(\check{X}, \check{Y}) } & =0 . \tag{4b}
\end{align*}
$$

They have the same orbital angular momentum $L_{z}=m$; their "energies" $\lambda=2 v Z_{\xi}$ and $\mu=2 v Z_{\eta}$ are linked by $\lambda+\mu=2 \nu$. The angles $\varphi_{1}$ and $\varphi_{2}$ were defined above up to a transformation $\varphi_{1} \rightarrow \varphi_{1}+\delta \varphi, \varphi_{2} \rightarrow \varphi_{2}-\delta \varphi$; from now on we fix $\varphi_{1}=\varphi, \varphi_{2}=0$. Then Eq. (1) can be rewritten as

$$
\begin{equation*}
\Psi(\mathbf{r})=\mathcal{N} \check{\chi}(\check{x}, \check{y}) \check{\Theta}(\check{R}, 0) \tag{5}
\end{equation*}
$$

We will also use the mixed representation

$$
\begin{equation*}
\Psi(\mathbf{r})=\mathcal{N} \check{\chi}(\check{x}, \check{y}) \Theta(\eta) / \sqrt{\eta} \tag{6}
\end{equation*}
$$

Stark states $\left|n_{\xi}, n_{\eta}, m\right\rangle$ are eigenstates of $H$ at LO, neglecting ionization. $n_{\xi}$ and $n_{\eta}$ are the numbers of nodes of $\chi(\xi)$ and

[^1]

FIG. 2. The $\{h, k\}$ lattices of Stark states for $n=5$ and 2. The top right (bottom left) corner represents the long-lived blue (short-lived red) state. The $n=2$ states are those of Eq. (9).
$\Theta(\eta)$. The Stark wave functions are obtained by putting for $\check{\chi}$ and $\check{\Theta}$ in (5) the 2D harmonic oscillator wave functions $\Phi$ [20]:
$\check{\chi} \rightarrow \Phi_{h, k}(\check{x}, \check{y})=(\pi h!k!)^{-1 / 2}\left(a_{+}^{\dagger}\right)^{h}\left(a_{-}^{\dagger}\right)^{k} e^{-\left(\breve{x}^{2}+\check{y}^{2}\right) / 2}$,
where the operator $a_{ \pm}^{\dagger}=\left[x-\partial_{x} \pm i\left(y-\partial_{y}\right)\right] / 2$ creates one quantum of clockwise ( - ) or counterclockwise ( + ) excitation. $h, k$ are the numbers of these quanta. Similarly, $\check{\Theta} \rightarrow$ $\Phi_{H, K}(\check{X}, \check{Y})$. In the $F \rightarrow 0$ limit,

$$
\begin{align*}
\mathcal{E} & \rightarrow-1 /\left(2 n^{2}\right) \\
\nu & \rightarrow n=n_{\eta}+n_{\xi}+|m|+1 \\
\lambda & \rightarrow \lambda^{(0)}=n+n_{\mathrm{A}}=2 n_{\xi}+|m|+1=h+k+1 \\
\mu & \rightarrow \mu^{(0)}=n-n_{\mathrm{A}}=2 n_{\eta}+|m|+1=H+K+1 \tag{8}
\end{align*}
$$

$n_{\mathrm{A}} \equiv n_{\xi}-n_{\eta}$ is the electric number. $\mathcal{N}$ in Eqs. (1), (5), and (6) is chosen such that $\langle\Psi \mid \Psi\rangle=1$ for Stark states. For $n=2$ the Stark wave functions $\Psi_{n_{\xi}, n_{\eta}, m}$ are

$$
\begin{align*}
\Psi_{0,1,0} & =8^{-1} \pi^{-1 / 2} e^{-(\xi+\eta) / 4}(\eta-2) \equiv \Psi_{1} \\
\Psi_{0,0, \pm 1} & =8^{-1} \pi^{-1 / 2} e^{-(\xi+\eta) / 4} \sqrt{\xi \eta} e^{ \pm i \phi} \equiv \Psi_{2 \pm}  \tag{9}\\
\Psi_{1,0,0} & =8^{-1} \pi^{-1 / 2} e^{-(\xi+\eta) / 4}(\xi-2) \equiv \Psi_{3}
\end{align*}
$$

and we will use the simplified notation on the right.
Among the quantum numbers $n, m, n_{\mathrm{A}}, n_{\xi}, n_{\eta}, h, k, H$, and $K$, only three are independent. Besides Eqs. (8) we have $n_{\xi}=$ $\inf (h, k), n_{\eta}=\inf (H, K), h-k=H-K=m, h+K=$ $k+H=N \equiv n-1$. We will often use $N$ for $n-1$ in our formulas. At fixed $n$ we choose $\{h, k\}$ as independent numbers, represent a Stark state by a point $\mathbf{M}=(h, k)$ in a square $n \times n$ lattice, as shown in Fig. 2, and use the notation $|h, k\rangle$ or $|\mathbf{M}\rangle$ for $\left|n_{\xi}, n_{\eta}, m\right\rangle$. The Stark shifts of $\mathcal{E}, \lambda$, and $\mu$ at LO are

$$
\begin{align*}
\delta \mathcal{E}_{\mathbf{M}} & =n_{\mathrm{A}} \omega_{\mathrm{S}}, \quad \omega_{\mathrm{S}}=3 F n / 2 \\
\delta \lambda_{\mathbf{M}} & =+F n^{3}\left[3\left(\lambda^{(0)}\right)^{2}-m^{2}+1\right] / 4  \tag{10}\\
\delta \mu_{\mathbf{M}} & =-F n^{3}\left[3\left(\mu^{(0)}\right)^{2}-m^{2}+1\right] / 4
\end{align*}
$$

The lattice corners $h=k=0$ and $H=K=0$ represent the short-lived "red" and long-lived "blue" states. Their classical limits at large $n$ are linear Kepler orbits of eccentricity


FIG. 3. Classical picture of the Stark oscillations of $L_{y}$ and $A_{x}$. Orbits 0 to 7 correspond to the eight panels of Fig. 4.
$e_{\mathrm{cc}}=1$, like orbits 2 and 6 in Fig. 3. At the two other corners we have the circular states orbiting in the $(x, y)$ plane.

For $F=0$ the Runge-Lenz-Pauli vector

$$
\begin{equation*}
\mathbf{A}=\left(-2 \mathcal{H}_{0}\right)^{-1 / 2}[-\mathbf{r} / r+(\mathbf{p} \times \mathbf{L}-\mathbf{L} \times \mathbf{p}) / 2] \tag{11}
\end{equation*}
$$

is conserved. Stark states are $A_{z}=n_{\mathrm{A}}$ eigenstates. At fixed $n$,

$$
\begin{equation*}
\mathbf{A} \cdot \mathbf{L}=0, \quad \mathbf{A}^{2}+\mathbf{L}^{2}=n^{2}-1 \tag{12}
\end{equation*}
$$

and $\langle\mathbf{r}\rangle=-3 n\langle\mathbf{A}\rangle / 2 .{ }^{6}$ The pseudospins $\mathbf{j}_{1}=(\mathbf{L}+\mathbf{A}) / 2$ and $\mathbf{j}_{2}=(\mathbf{L}-\mathbf{A}) / 2$ obey the usual spin commutations rules $\mathbf{j} \times \mathbf{j}=i \mathbf{j}$ and $\mathbf{j}^{2}=j(j+1)$, with $j \equiv N / 2$.

Superposition of $\mathbf{E}$ and $\mathbf{B}$ fields. To first order in $\mathbf{E}$ and $\mathbf{B}$ the perturbation Hamiltonian restricted to the $n$ manifold is

$$
\begin{equation*}
\mathcal{H}_{I}=\omega_{\mathrm{S}} \cdot \mathbf{A}+\omega_{\mathrm{L}} \cdot \mathbf{L}=\omega_{1} \cdot \mathbf{j}_{1}+\omega_{2} \cdot \mathbf{j}_{2} \tag{13}
\end{equation*}
$$

with $\omega_{\mathrm{S}}=-(3 n / 2) \mathbf{E}, \omega_{\mathrm{L}}=\mathbf{B} / 2$, and $\omega_{1,2}=\omega_{\mathrm{L}} \pm \omega_{\mathrm{S}}$. The stationary states are labeled by the pseudomagnetic quantum numbers ${ }^{7}$

$$
\begin{equation*}
i_{\alpha} \equiv \mathbf{j}_{\alpha} \cdot \hat{\boldsymbol{\omega}}_{\alpha} \quad(\alpha=1,2) \tag{14}
\end{equation*}
$$

In the electric field $-F \hat{\mathbf{z}}, i_{1}=j_{1, z}=h-j=\left(n_{A}+m\right) / 2$ and $i_{2}=-j_{2, z}=k-j=\left(n_{A}-m\right) / 2$, as indicated in Fig. 2. This figure also applies to general $\{\mathbf{E}, \mathbf{B}\}$ configurations, but the quantification axes $\hat{\boldsymbol{\omega}}_{1}$ and $\hat{\boldsymbol{\omega}}_{2}$ for $\mathbf{j}_{1}$ and $\mathbf{j}_{2}$ may be at an angle. The energy shifts $\delta \mathcal{E}=\left|\omega_{1}\right| i_{1}+\left|\omega_{2}\right| i_{2}$ are usually nondegenerate. For nonstationary states the expectation values of $\mathbf{A}$, $\mathbf{L}, \mathbf{j}_{1}$, and $\mathbf{j}_{2}$ obey the secular equations (see, e.g., $[2,21,22]$ )

$$
\begin{align*}
d \overline{\mathbf{A}} / d t & =\omega_{\mathrm{L}} \times \overline{\mathbf{A}}+\omega_{\mathrm{S}} \times \overline{\mathbf{L}} \\
d \overline{\mathbf{L}} / d t & =\omega_{\mathrm{S}} \times \overline{\mathbf{A}}+\omega_{\mathrm{L}} \times \overline{\mathbf{L}}  \tag{15}\\
d \overline{\mathbf{j}}_{\alpha} / d t & =\omega_{\alpha} \times \overline{\mathbf{j}}_{\alpha} \quad(\alpha=1,2) \tag{16}
\end{align*}
$$

Coherent elliptic states. These states are quasiclassical states (see, e.g., $[22,23]$ and references therein) fully defined by their expectation values $\overline{\mathbf{A}}$ and $\overline{\mathbf{L}}$ of $\mathbf{A}$ and $\mathbf{L}$, with the constraint

$$
\begin{equation*}
\overline{\mathbf{A}} \cdot \overline{\mathbf{L}}=0, \quad \overline{\mathbf{A}}^{2}+\overline{\mathbf{L}}^{2}=N^{2} \tag{17}
\end{equation*}
$$

[compare with (12)]. We denote them as $|\overline{\mathbf{A}}, \overline{\mathbf{L}}\rangle$. For the pseudospins,

$$
\begin{equation*}
\left|\overline{\mathbf{j}}_{1}\right|=\left|\overline{\mathbf{j}}_{2}\right|=j \equiv N / 2 \tag{18}
\end{equation*}
$$

[^2]The circular (linear) states are obtained for $\overline{\mathbf{j}}_{1}=\overline{\mathbf{j}}_{2}\left(\overline{\mathbf{j}}_{1}=-\overline{\mathbf{j}}_{2}\right)$. If $\overline{\mathbf{j}}_{1}$ and $\overline{\mathbf{j}}_{2}$ make an angle $2 \alpha$, the classical Kepler orbit has eccentricity $e_{\mathrm{cc}}=|\overline{\mathbf{A}}| / N=\sin \alpha$. In a weak field $\{\mathbf{E}, \mathbf{B}\}$ the CES character is preserved by the evolution (15) and (16). The stationary CESs have $\overline{\mathbf{j}}_{1}= \pm j \hat{\boldsymbol{\omega}}_{1}$ and $\overline{\mathbf{j}}_{2}= \pm j \hat{\boldsymbol{\omega}}_{2}$. They sit at the corners of the $\left(i_{1}, i_{2}\right)$ lattice associated with $\{\mathbf{E}, \mathbf{B}\}$. Their Kepler orbits are elliptic for noncolinear $\mathbf{E}$ and $\mathbf{B}$.

CESs expand in the Stark basis as follows (see Appendix A):

$$
\begin{align*}
|\overline{\mathbf{A}}, \overline{\mathbf{L}}\rangle & =\sum_{\mathbf{M}} c_{\mathbf{M}}(\overline{\mathbf{A}}, \overline{\mathbf{L}})|\mathbf{M}\rangle,  \tag{19}\\
c_{\mathbf{M}}(\overline{\mathbf{A}}, \overline{\mathbf{L}}) & =\left[B_{N}^{h}(\bar{h} / N) B_{N}^{k}(\bar{k} / N)\right]^{1 / 2} e^{-i h \beta_{1}+i k \beta_{2}}, \tag{20}
\end{align*}
$$

where $\beta_{1}$ and $\beta_{2}$ are the azimuths of $-\overline{\mathbf{j}}_{1}$ and $+\overline{\mathbf{j}}_{2}$, respectively, $\bar{h}=\left(N+\bar{A}_{z}+\bar{L}_{z}\right) / 2, \bar{k}=\left(N+\bar{A}_{z}-\bar{L}_{z}\right) / 2$, and $B_{N}^{p}(x)=$ $\binom{N}{p} x^{p}(1-x)^{N-p}$ is the binomial $p$ distribution of barycenter $\bar{p}=x N$.

## III. STATES FOR A [v,L,F] EXPERIMENT

We need an initial state with $\overline{\mathbf{L}}_{\mathrm{T}}=\left(\bar{L}_{\underline{x}}, \bar{L}_{y}\right) \neq 0$. In the field $-F \hat{\mathbf{z}}$ it is a nonstationary state, with $\overline{\mathbf{L}}$ changing according to (15). Two kinds of CES candidates are presented below.
(1) Circular $L_{y}$ eigenstates. These correspond to circular orbits in the $(x, z)$ plane and have $L_{y}= \pm N$. We denote them as $|L y \pm\rangle$. Their wave functions,

$$
\begin{equation*}
\Psi_{L y \pm}=\left[n^{n+1} N!\sqrt{\pi}\right]^{-1}(z \pm i x)^{N} e^{-r / n} \tag{21}
\end{equation*}
$$

decompose in Stark states (9) according to Eqs. (19) and (20) with $-\beta_{1}=\beta_{2}= \pm \pi / 2$ and $\bar{h}=\bar{k}=N / 2$. Therefore,

$$
\begin{equation*}
c_{\mathbf{M}}(L y \pm)=( \pm i)^{h+k} 2^{-N}\left[\binom{N}{h}\binom{N}{k}\right]^{1 / 2} \tag{22}
\end{equation*}
$$

At large $n, c_{\mathbf{M}}$ is important only near the center of the lattice. Indeed, $\bar{L}_{z}=\bar{A}_{z}=0$, and the quantum fluctuations are $\left\langle m^{2}\right\rangle=\left\langle n_{\mathrm{A}}^{2}\right\rangle=N / 2 \ll N^{2}$. According to (15), the Kepler orbit changes continuously, as depicted in Fig. 3, keeping $\bar{A}_{x}^{2}+\bar{L}_{y}^{2}=N^{2}$ and $\bar{L}_{x}=\bar{L}_{z}=\bar{A}_{y}=\bar{A}_{z}=0 . \bar{L}_{y}$ and $\bar{A}_{x}$ oscillate in quadrature at the Stark frequency $\omega_{\mathrm{S}}=3 n F / 2$. Such oscillations have been observed with Stark wave packets [24]. The quasilinear orbits 2 and 6 in Fig. 3 correspond to the red and blue Stark states in an external field along $+\hat{\mathbf{x}}$. Since $L_{y}$ oscillates, we can already infer that the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ effect results in an oscillating $\left\langle v_{x}\right\rangle$.

Case with $n=2$. Equations (9) and (21) give at $t=0$

$$
\begin{equation*}
\Psi_{L y \pm}=\left[\Psi_{1}-\Psi_{3} \pm i\left(\Psi_{2+}+\Psi_{2-}\right)\right] / 2 \tag{23}
\end{equation*}
$$

Taking into account the Stark shifts (10), we have ${ }^{8}$ at $t>0$

$$
\begin{align*}
\Psi(t)= & e^{i t / 8}\left[e^{i \omega_{\mathrm{S}} t} \Psi_{1}-e^{-i \omega_{\mathrm{S}} t} \Psi_{3} \pm i\left(\Psi_{2+}+\Psi_{2-}\right)\right] / 2  \tag{24}\\
= & e^{i t / 8}\left[\cos ^{2}\left(\omega_{\mathrm{S}} t / 2\right) \Psi_{L y \pm}-\sin ^{2}\left(\omega_{\mathrm{S}} t / 2\right) \Psi_{L y \mp}\right. \\
& \left.+(i / \sqrt{2}) \sin \left(\omega_{\mathrm{S}} t\right) \Psi_{2 s}\right] \tag{25}
\end{align*}
$$

[^3]

FIG. 4. Evolution of the electron density $|\Psi(t, \mathbf{r})|^{2}$ of Eqs. (24) and $(25)(y=0$ slice $)$ during one $\operatorname{Stark}$ period $T_{\mathrm{S}}$. At $4 t / T_{\mathrm{S}}=$ $0,1,2,3,4, \Psi(t)$ takes the values $\Psi_{L y+}, i \Psi_{x+},-\Psi_{L y-},-i \Psi_{x-}$, and $\Psi_{L y+}$ again, where $\Psi_{x \pm}$ is the $A_{x}= \pm 1$ eigenstate. $\Psi$ vanishes along the current vortex $z=0,2 \pm x / \sin (3 F t)=r$ (whirling as indicated by arrows). For $t=T_{\mathrm{S}} / 4$ or $3 T_{\mathrm{S}} / 4, \Psi$ vanishes on the surface $2 \pm x=r$. The $x$ and $z$ windows are $[-7,+7]$.
where $\Psi_{2 s}=(32 \pi)^{-1 / 2}(r-2) e^{-r / 2}$ is the $2 S$ wave function. Thus the atom oscillates between three $L_{y}$ eigenstates with the Stark period $T_{\mathrm{S}}=2 \pi / \omega_{\mathrm{S}}$. A complete oscillation of $\Psi(t, x, y, z)$ is analyzed in Fig. 4.
(2) Rotating oblique elliptic states. For a CES $|\overline{\mathbf{A}}, \overline{\mathbf{L}}\rangle$ of oblique $\overline{\mathbf{L}}$ (i.e., both $\overline{\mathbf{L}} \times \mathbf{F}$ and $\overline{\mathbf{L}} \cdot \mathbf{F} \neq 0$ ), the evolution of the Kepler orbit differs from that in Fig. 3: since $\langle m\rangle \equiv \overline{\mathbf{L}} \cdot \hat{\mathbf{F}}$ is conserved, $\overline{\mathbf{L}}$ never vanishes, and linear states are avoided. An example is given in [25]. The advantage is a longer radiative lifetime and, for nonhydrogenic atoms, a strong reduction of core effects. In fact, noncircular elliptic states contain components of any $l$, but the low- $l$ ones are negligible if $|\overline{\mathbf{L}}| \gg \sqrt{n}$. Let $P(l)$ be the total weight of the $l$ components. For $|\overline{\mathbf{L}}| \sim \sqrt{n}$, Eq. (12) of Ref. [26] gives, for instance,

$$
\begin{align*}
& P(0)=n^{-1} e_{\mathrm{cc}}^{2 n-2} \sim n^{-1} e^{-\overline{\mathbf{L}}^{2} / N} \\
& P(1)=3(n-1)(n+1)^{-1}\left(2 e_{\mathrm{cc}}^{-2}-1\right) P(0) \tag{26}
\end{align*}
$$

with $e_{\mathrm{cc}}=\left(1-\overline{\mathbf{L}}^{2} / N^{2}\right)^{1 / 2}$ being the eccentricity. The ROE states are CESs with either $\overline{\mathbf{j}}_{1}$ or $\overline{\mathbf{j}}_{2}$ parallel to $\mathbf{E}$. Then the ellipse rotates rigidly about $\mathbf{E}$ at angular velocity $\omega_{\mathrm{S}}$, with $\overline{\mathbf{L}}$ and $\overline{\mathbf{A}}$ being oblique and coplanar with $\mathbf{E}$ (see Fig. 5). The coefficients $c_{\mathbf{M}}$ of (19) are nonzero only on one border of the


FIG. 5. Classical orbit of a ROE state. The orbit plane rotates as indicated by the curved arrow. The overbar of $\overline{\mathbf{j}}, \overline{\mathbf{L}}$, and $\overline{\mathbf{A}}$ has been omitted.
$\{h, k\}$ lattice. Equation (20) simplifies into

$$
\begin{equation*}
c_{\mathbf{M}}(\overline{\mathbf{A}}, \overline{\mathbf{L}})=\left[B_{N}^{h}(\bar{h} / N)\right]^{1 / 2} e^{-i m \beta} \times\left(\delta_{k, 0} \text { or } \delta_{k, N}\right) \tag{27}
\end{equation*}
$$

or the same expression with $h \leftrightarrow k . \beta$ is the azimuth of $-\overline{\mathbf{A}}$ at $t=0$. The example in Fig. 5, with $\overline{\mathbf{j}}_{1}=j \hat{\mathbf{z}}$, corresponds to the choice with a $\delta_{h, N}$ factor. The fact that (27) contains $n$ instead of $n^{2}$ terms is a big simplification. Since the ellipse is precessing about $\mathbf{E}$, we can already infer that the mean transverse velocity $\left\langle\mathbf{v}_{\mathbf{T}}\right\rangle$ due to the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ effect is rotating about $\mathbf{E}$.

Case with $n=2$. The four kinds of ROE states are given by

$$
\begin{equation*}
e^{-i t / 8} \Psi(t)=\sin \alpha \Psi_{1} e^{+i \omega s t}+e^{\mp i \beta} \cos \alpha \Psi_{2 \pm} \tag{28a}
\end{equation*}
$$

or

$$
\begin{equation*}
e^{-i t / 8} \Psi(t)=\sin \alpha \Psi_{3} e^{-i \omega_{\mathrm{s}} t}+e^{\mp i \beta} \cos \alpha \Psi_{2 \pm} \tag{28b}
\end{equation*}
$$

where $\sin \alpha=e_{\mathrm{cc}}$. The $\Psi_{3}, \Psi_{2+}$ mixture is of the type shown in Fig. 5.

## IV. PREPARATION OF CLy AND ROE STATES

In this section we consider only the case $n \gg 1$, where the necessary field for ionization is technically obtainable. As readily visible in Eq. (19), circular CLy and ROE states are coherent superposition of eigenstates of all $|m| \leqslant N$. Therefore their production is not trivial. Indeed, in a static electric field an optical transition from a low excited state will populate only low $|m|$ values (typically, $|m|=0,1$ or 2 ). Nevertheless, several methods [22,23,27-31] exist to produce circular or elliptic states. Let us recall the general principle of one of them [23,29,31] in the hydrogenic case. It can be schematically decomposed in two or three steps: (I) optical excitation, in a field $\mathbf{E}_{0}$, from the ground state to the red or blue linear Stark state of the $n$th shell, $|\overline{\mathbf{A}}, 0\rangle$ with $\overline{\mathbf{A}}= \pm N \hat{\mathbf{E}}_{0}$, (II) circularization of this state, changing $\mathbf{E}_{0}$ into a time-dependent field $\mathbf{E}(t)$ plus optionally a magnetic field $\mathbf{B}(t)$, and (III) setting up the final field $\{\mathbf{E}, \mathbf{B}\}$ (if not already done in step II). An example is the setting of the final electric field shown in Fig. 1(d) of [29].

For step II, Ref. [23] proposes a constant B plus a slowly decreasing $\mathbf{E}(t)$. Reference [22] proposes a rotating $\mathbf{E}(t)$. Another possibility is suggested by Fig. 3: starting from linear orbit 2 , created in a field $\mathbf{E}_{0} \| \hat{\mathbf{x}}$, one can first turn off $\mathbf{E}_{0}$, then turn on a field $\mathbf{E}$ in the $-\hat{\mathbf{z}}$ direction. After a $1 / 4$ Stark period circular state 4 is obtained and should remain like this if $\mathbf{E}$ is turned off. These changes must satisfy adiabatic conditions discussed below. Infinitely many other field configurations can realize step II. It suffices to choose two independent paths $\overline{\mathbf{j}}_{1}(t)$ and $\overline{\mathbf{j}}_{2}(t)$ on the sphere of radius $j$ from the initial $\overline{\mathbf{j}}_{1}$ and $\overline{\mathbf{j}}_{2}$ to the wanted final ones. Inverting (16), we get

$$
\begin{equation*}
\boldsymbol{\omega}_{i}(t)=\left[\overline{\mathbf{j}}_{i} \times d \overline{\mathbf{j}}_{i} / d t\right] / j^{2}+f_{i}(t) \overline{\mathbf{j}}_{i}(t) \quad(i=1,2), \tag{29}
\end{equation*}
$$

with $f_{1}$ and $f_{2}$ being arbitrary functions. The needed fields are $\mathbf{E}(t)=\left[\omega_{2}(t)-\omega_{1}(t)\right] /(3 n), \mathbf{B}(t)=\omega_{1}(t)+\omega_{2}(t)$. One can do without magnetic field and use rotating electric fields; in the rotating frame the Coriolis force acts as a magnetic field. Figure 6 shows how to produce a ROE state in this way.


FIG. 6. Construction of a ROE state. At $t<0$ the external field $\mathbf{E}=\mathbf{E}_{0}$ is static, and the atom is in the blue Stark state: $\overline{\mathbf{j}}_{1}(0)=$ $-\overline{\mathbf{j}}_{2}(0)=j \hat{\boldsymbol{\omega}}_{\mathrm{S}}(0)$, where $\omega_{\mathrm{S}}(t) \equiv-(3 n / 2) \mathbf{E}(t)$. During the interval $[0, T]$ one makes $\mathbf{E}$ rotate about $\boldsymbol{\Omega}$. The figure shows what happens in the rotating frame: $\omega_{\mathrm{S}}$ is fixed, and the Coriolis force makes $\overline{\mathbf{j}}_{1}$ and $\overline{\mathbf{j}}_{2}$ rotate about $\boldsymbol{\omega}_{1}^{*}=-\boldsymbol{\Omega}+\boldsymbol{\omega}_{\mathrm{S}}$ and $\boldsymbol{\omega}_{2}^{*}=-\boldsymbol{\Omega}-\boldsymbol{\omega}_{\mathrm{S}}$, respectively. We choose $T=2 \pi / \omega_{1}^{*}$ and $\omega_{2}^{*}<\omega_{1}^{*}$, so that $\overline{\mathbf{j}}_{1}(T)$ has rejoined $j \hat{\boldsymbol{\omega}}_{\mathrm{S}}(T)$ while $\overline{\mathbf{j}}_{2}(T)$ had not yet rejoined $-j \hat{\omega}_{\mathrm{S}}(T)$. At $t>T$ the field is static again: $\mathbf{E}=\mathbf{E}(T)$. The atom is then in a ROE state where $\overline{\mathbf{j}}_{1}(t)=$ $j \hat{\omega}_{\mathrm{S}}(T)$ and $\overline{\mathbf{j}}_{2}(t)$ starts rotating about $-\boldsymbol{\omega}_{\mathrm{S}}(T)$. The overbar of $\overline{\mathbf{j}}_{1}$ and $\overline{\mathbf{j}}_{2}$ has been omitted.

Timing. The state we need for the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry is not stationary and starts to oscillate or rotate already during step III. We must know the values of $\overline{\mathbf{A}}$ and $\overline{\mathbf{L}}$ at the time $(t=0)$ when the measurement begins. They can, in principle, be calculated knowing $\{\mathbf{E}(t), \mathbf{B}(t)\}$ of step III.

Conditions to remain in the $n$ manifod. To prevent intermanifold (or $\delta n$ ) transitions during steps II and III, we require that the classical energy change of the electron matches the adiabatic energy change of the CES state with an error less than ${ }^{9} 1 / n^{3}$. The classical energy varies at the rate

$$
\begin{equation*}
\dot{\mathcal{E}}_{\mathrm{cl}}(t)=-\dot{\mathbf{F}}(t) \cdot \mathbf{r}(t)+(1 / 2) \dot{\mathbf{B}}(t) \cdot \overline{\mathbf{L}}(t) \tag{30}
\end{equation*}
$$

(a dot means time derivative), whereas the adiabatic rate is

$$
\begin{equation*}
\dot{\mathcal{E}}_{\mathrm{ad}}(t)=(3 n / 2) \dot{\mathbf{F}}(t) \cdot \overline{\mathbf{A}}(t)+(1 / 2) \dot{\mathbf{B}}(t) \cdot \overline{\mathbf{L}}(t) . \tag{31}
\end{equation*}
$$

Thus we require

$$
\begin{equation*}
\left|\int_{\text {step II }} d t \dot{\mathbf{F}}(t) \cdot[\mathbf{r}(t)+(3 n / 2) \mathbf{A}(t)]\right|<1 / n^{3} \tag{32}
\end{equation*}
$$

Due to $\langle\mathbf{r}\rangle=-3 n\langle\mathbf{A}\rangle / 2$ the integral over one Kepler period $T_{\mathrm{K}}=2 \pi n^{3}$ almost vanishes when $\dot{\mathbf{F}}$ is nearly constant during this period. Only variations of $\dot{\mathbf{F}}(t)$ on smaller time scales may produce $\delta n$ transitions, as expected from a quantummechanical treatment.

For nonhydrogenic atoms, $\delta n$ transitions may also be produced by the avoided crossings [16,33,34] occurring at $|\mathbf{E}| \geqslant 1 /\left(3 n^{5}\right)$. These come from the non-Coulomb part of the potential and are no longer effective as soon as the CES has gained enough circularity in step II. Avoided crossings are useful in other methods, e.g., in [35].

[^4]Preventing premature ionization. A last requirement is that the probability of tunneling ionization during step III remains small. $|\mathbf{E}(t)|$ must remain lower than $F_{\text {cr }}(\mathbf{M})$ (defined in Sec. V) most of the time, at least for the states $|\mathbf{M}\rangle$ which contribute the most to (19). It must reach its final intensity $F$ from below and not too slowly. Let $T_{\text {rise }}$ be the rise time of $|\mathbf{E}(t)|$ from, say, $0.8 F$ to $F$ (due to the steep dependence of the Stark widths $\gamma_{\mathrm{M}}$ on $F$ we can neglect tunneling below $0.8 F$ ). We thus require $\gamma_{\mathbf{M}} T_{\text {rise }} \ll 1$. On the other hand, (32) implies $T_{\text {rise }} \gg$ $T_{\mathrm{K}}$. These two conditions are compatible if $\gamma_{\mathrm{M}} T_{\mathrm{K}} \ll 1$. We a priori assume this last inequality: this means that the Stark resonance $|\mathbf{M}\rangle$ lives at least several Kepler periods.

Adiabatic versus diabatic steering inside the $n$ manifold. Here adiabaticity [21] means that the atom can follow a quasistationary state (fixed $i_{1}$ and $i_{2}$ ) in the field $\{\mathbf{E}(t), \mathbf{B}(t)\}$. In particular the highest level stays the highest, and the lowest level stays the lowest. This requires the angular velocity of $\omega_{i}(t)$ to be much smaller than $\left|\omega_{i}\right|$ :

$$
\begin{equation*}
\left|\dot{\omega}_{i} \times \omega_{i}\right| \ll\left|\omega_{i}\right|^{3} \quad(i=1,2) \tag{33}
\end{equation*}
$$

[see Eq. (10) of Ref. [23]]. Then, the evolution of the atom is tightly controlled, and the second term of (29) is dominant. For a CES this means that $\overline{\mathbf{j}}_{1}$ follows closely the vector $j \hat{\boldsymbol{\omega}}_{1}(t)$ or $-j \hat{\boldsymbol{\omega}}_{1}(t)$ and $\overline{\mathbf{j}}_{2}$ behaves similarly. A diabatic regime violates (33). It needs less field strength or field duration. In Ref. [29], step II [Fig. 1(b) of that work] is adiabatic but not step III [Fig. 1(d)]: when $B / E=3 n, \omega_{1}$ or $\omega_{2}$ crosses the origin, strongly violating (33). In our case step II or step III is necessarily diabatic since it transforms a stationary state into a nonstationary one.

We conclude from the above considerations that the preparation of a CLy or ROE state for a $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ experiment is possible, although not trivial.

## V. TUNNELING FROM STARK STATES

For $F>0$ the eigenstates of $\mathcal{H}$ are bound states in $\xi$ and continuous scattering states in $\eta$, with both incoming and outgoing asymptotic waves. Up to a critical field $F_{\mathrm{cr}}\left(n, n_{\xi}, n_{\eta}\right)$ a Stark state is a resonance which can decay only by tunneling ionization. For $F>F_{\text {cr }}$ the electron can escape classically. The position and wave function of a resonance may be obtained by looking for a bound-state solution of (4a) and solving (4b) semiclassically for $\check{R}$ below the return point. $\lambda, \mu$, and $v$ are thus given by the equations $\lambda=\lambda\left(\nu^{3} F ; m, n_{\xi}\right), \mu=$ $\mu\left(\nu^{3} F ; m, n_{\eta}\right)$, and $\lambda+\mu=2 \nu . F_{\text {cr }}$ is such that $\mu$ equals the potential barrier of (4b), $\left[\check{R}^{2}-v^{3} F \check{R}^{4}+\left(m^{2}-1 / 4\right) / \check{R}^{2}\right] / 2$, including the centrifugal term. Neglecting the latter and taking the unperturbed values (8) for $\mu$ and $\nu$, we get the approximate critical field $F_{\mathrm{cr}}^{(0)}$ and mean critical field $\bar{F}_{\mathrm{cr}}^{(0)}$,

$$
\begin{equation*}
F_{\mathrm{cr}}^{(0)}=\left[8 n^{3}\left(n-n_{\mathrm{A}}\right)\right]^{-1}, \quad \bar{F}_{\mathrm{cr}}^{(0)}=1 /\left(8 n^{4}\right) . \tag{34}
\end{equation*}
$$

$F_{\mathrm{cr}}^{(0)}$ underestimates $F_{\mathrm{cr}}$. For $n \gg|m|+1$, Eqs. (2.65) and (2.69) of [2] yield

$$
\begin{equation*}
n^{3} F_{\mathrm{cr}}^{(0)} /\left(v^{3} F_{\mathrm{cr}}\right)=\mu\left(F_{\mathrm{cr}}\right) / \mu^{(0)}=3 \pi / \sqrt{128} \simeq 5 / 6 \tag{35}
\end{equation*}
$$

As in $[3,6]$, we describe Stark resonances as discrete states of complex energy $\mathcal{E}=\epsilon_{\mathrm{R}}-i \gamma / 2$, which contain only the outgoing asymptotic wave: the GS states [36,37]. To calculate
their widths or decay rates $\gamma$ one needs only the modulus of the asymptotic Gamow-Siegert wave function $\Psi_{\text {GS }}$. Since we are interested in the ionization of CLy or ROE states, which are linear combination of Stark states, we also need the relative phases of the asymptotic $\Psi_{\mathrm{GS}}$. Below we briefly summarize the semiclassical calculation of the widths and relative phases at LO (details are given in Appendix B).

The perturbation of $\chi(\xi)$ by $\mathbf{E}$ is neglected. Tunneling in $\eta$ is calculated in the semiclassical approximation [1],

$$
\begin{gather*}
\Theta_{\mathrm{GS}}(\eta) \simeq \Theta_{\mathrm{GS}}\left(\eta_{0}\right)\left[p_{\eta}\left(\eta_{0}\right) / p_{\eta}(\eta)\right]^{1 / 2} e^{S\left(\eta_{0}, \eta\right)}  \tag{36}\\
S\left(\eta_{0}, \eta\right)=i \int_{\eta_{0}}^{\eta} p_{\eta}(s) d s \tag{37}
\end{gather*}
$$

with $p_{\eta}^{2}(\eta)=\mathcal{E} / 2+\left(1-m^{2}\right) / \eta^{2}+Z_{\eta} / \eta+F \eta / 4$. Equation (36) can be extended in the complex $\eta$ plane and is valid for $\eta$ and $\eta_{0}$ far enough from the tunnel entrance and exit, $\eta_{\text {in }}$ and $\eta_{\mathrm{ex}}$, where $p_{\eta}^{2}=0$. We chose $\eta_{0}$ inside the tunnel (the classically forbidden region) such that

$$
\begin{equation*}
\eta_{\text {in }} \ll \eta_{0} \ll \eta_{\text {ex }}, \quad \mid S\left(\eta_{\text {in }}, \eta_{0}|\gg 1, \quad| S\left(\eta_{0}, \eta_{\mathrm{ex}} \mid \gg 1 .\right.\right. \tag{38}
\end{equation*}
$$

These conditions can easily be met if $F \ll F_{\text {cr }}^{(0)}$. A natural choice is $\eta_{0}=\left(\eta_{\text {in }} \eta_{\text {ex }}\right)^{1 / 2}$, where $-p_{\eta}^{2}$ is nearly maximum. In (36) $\Theta_{\mathrm{GS}}\left(\eta_{0}\right)$ is approximated by the unperturbed Stark wave function $\Theta_{\mathrm{St}}\left(\eta_{0}\right)$. The integration of (37) is done along a path in the upper complex half plane, avoiding cuts of $p_{\eta}(s)$. The result for (36) is independent of the precise choice of $\eta_{0}$. The knowledge of the behavior of $\Theta_{\mathrm{GS}}(\eta)$ near $\eta_{\text {ex }}$ is not needed (it is a combination of Ai and Bi functions; see, e.g., Ref. [4(b)]).

The width. Equations (B4) and (B5) of Appendix B give

$$
\begin{equation*}
\gamma_{\mathbf{M}}=\left(\frac{4}{F v^{3}}\right)^{\mu} \exp \left(-\frac{2}{3 F v^{3}}\right) \frac{v^{-3}}{H!K!}, \tag{39}
\end{equation*}
$$

in accordance with Eq. (125) of [3]. At LO we replace $\mu$ with $\mu^{(0)}=n-n_{\mathrm{A}}$ and $v$ with $n$, except in the exponential where $v^{-3} \simeq n^{-3}-9 F n_{\mathrm{A}} / 2$. One gets the Slavjanov result [38] [see also [4] and Eq. (2.80) of [2] and Eq. (126) of [3]]:

$$
\begin{align*}
\gamma_{\mathbf{M}} & =\left(\frac{4}{F n^{3}}\right)^{n-n_{\mathrm{A}}} \exp \left\{3 n_{\mathrm{A}}-\frac{2}{3 F n^{3}}\right\} \frac{n^{-3}}{H!K!} \\
& =\gamma_{\min }\left(f^{-H} / H!\right)\left(f^{-K} / K!\right) . \tag{40}
\end{align*}
$$

$f \equiv F n^{3} e^{3} / 4$ and $\gamma_{\text {min }}=\left(n^{3} f\right)^{-1} \exp \left\{3 n-2 /\left(3 F n^{3}\right)\right\}$ is the width of the blue state $n_{\mathrm{A}}=n-1$. For the $n=2$ states (9),

$$
\begin{align*}
& \gamma_{2}=2^{-5} F^{-2} e^{-1 /(12 F)}, \\
& \gamma_{3} / \gamma_{2}=\gamma_{2} / \gamma_{1}=2 F e^{3} . \tag{41}
\end{align*}
$$

Let us also mention an approximate intuitive formula for the width:

$$
\begin{equation*}
\gamma=T_{\eta}^{-1} \exp \left\{-2 S\left(\eta_{\mathrm{in}}, \eta_{\mathrm{ex}}\right)\right\} \tag{42}
\end{equation*}
$$

where $T_{\eta}$ is the classical period of the $\eta$ motion. See Eq. (2.73) of [2], Eq. (63) of [39], and Eq. (7.9) of [8].

The asymptotic Gamow-Siegert wave function. The $\eta$ dependent phase is given by the second line of Eq. (B4). Replacing $\mathcal{E}$ with $-1 /\left(2 n^{2}\right)+\delta \mathcal{E}-i \gamma / 2$ in (B4) and $\check{\chi}$ in (6)
with $\Phi_{h, k}$ and including the time dependence gives

$$
\begin{align*}
\Psi_{\mathrm{GS}}(t, \mathbf{r}) & \sim \exp \left\{i t /\left(2 n^{2}\right)\right\} U\left(t^{*}, \check{x}, \check{y}\right) V(\eta),  \tag{43}\\
U\left(t^{*}, \check{x}, \check{y}\right) & =i^{\mu} \sqrt{\gamma} \exp \left\{-(\gamma / 2+i \delta \mathcal{E}) t^{*}\right\} \Phi_{h, k}(\check{x}, \check{y}),  \tag{44}\\
V(\eta) & =\sqrt{i}\left(F n^{2} \eta^{3}\right)^{-1 / 4} \exp \left\{i\left(\eta-\bar{\eta}_{\mathrm{ex}}\right)^{3 / 2} \sqrt{F} / 3\right\} \tag{45}
\end{align*}
$$

$\bar{\eta}_{\mathrm{ex}}=1 /\left(F n^{2}\right)$ is the tunnel exit for $n_{\mathrm{A}}=0$ and $|m|=1 ; t^{*}=$ $t-\left[\left(\eta-\bar{\eta}_{\mathrm{ex}}\right) / F\right]^{1 / 2}$ is the classical time at which the electron exits the tunnel if it reaches point $\eta$ at time $t$ (it is analogous to the retarded time in classical radiation theory). The exponential of (44) takes into account the energy shift and the decay of the wave. $V(\eta)$ is common to the $n$ manifold.

Note that once the external field $\mathbf{E}$ is switched on, the transition from a Stark wave function $\Psi_{\mathrm{St}}(t, \mathbf{r})$ to a GamowSiegert wave function $\Psi_{\mathrm{GS}}(t, \mathbf{r})$ is not instantaneous. At large $\eta$, due to the finite velocity of the electron, the Gamow-Siegert wave function sets up only when $t^{*}$ becomes positive.
$\left|\Psi_{\mathrm{GS}}(t, \mathbf{r})\right|^{2}$ of (43)-(45) can be roughly interpreted as the density of a classical electron cloud falling freely in the uniform force field $\mathbf{F}$. An electron of this cloud which leaves the tunnel at time $t^{*}$ follows approximately a parabolic motion $z=\bar{\eta}_{\mathrm{ex}} / 2+\left(t-t^{*}\right)^{2} F / 2=(x / \check{x})^{2} /(2 n)=$ $(y / \check{y})^{2} /(2 n)$, with fixed parameters $\check{x}$ and $\check{y}$. Its transverse velocity $\mathbf{v}_{\mathrm{T}} \simeq(\check{x}, \check{y}) \sqrt{n F}$ gives access to $|\check{\chi}(\check{x}, \check{y})|^{2}$ in the imaging method of [7-11].

The $i^{\mu}$ factor in Eq. (44) plays an essential role in the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ effect. It yields the relative phase between different GS asymptotic wave functions. We recall that the above calculations are made at lowest order in $F$. When $F \sim F_{\mathrm{cr}}^{(0)}$, they become inaccurate [see condition (48) of [4(b)]], even in order in magnitude, because the errors of $S\left(\eta_{0}, \eta\right)$ are amplified by the exponentiation in (36).

## VI. TUNNELING FROM A $\left\langle L_{T}\right\rangle \neq 0$ STATE

We assume that at $t=0$ the atom has been prepared in a CLy or ROE state in the field $\mathbf{E}=-F \hat{\mathbf{z}}$, as discussed in Sec. IV. Then tunneling ionization begins together with oscillations or orbit precession about $\hat{\mathbf{z}}$. At large $\eta$ its time-dependent wave function is obtained from (20) and (43)-(45):

$$
\begin{align*}
\Psi(t, \mathbf{r}) & \sim \exp \left\{i t /\left(2 n^{2}\right)\right\} V(\eta) \check{\psi}\left(t^{*}, \check{x}, \check{y}\right),  \tag{46a}\\
\check{\psi}\left(t^{*}, \check{x}, \check{y}\right) & =\sum_{\mathbf{M}} c_{\mathbf{M}} U_{\mathbf{M}}\left(t^{*}, \check{x}, \check{y}\right) . \tag{46b}
\end{align*}
$$

$\left|\check{\psi}\left(t^{*}, \check{x}, \check{y}\right)\right|^{2}$ may be measured with the imaging method of [7-11].

The $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry. This asymmetry is related to the asymmetry of $\left|\breve{\psi}\left(t^{*}, \check{x}, \check{y}\right)\right|^{2}$, recalling that $\mathbf{v}_{\mathrm{T}} \simeq(\check{x}, \check{y}) \sqrt{n F}$. A first measure of it is the mean transverse velocity $\bar{v}_{\mathrm{T}}$ of components

$$
\begin{equation*}
\bar{v}_{x}\left(t^{*}\right)=(n F)^{1 / 2} I_{\{x\}}\left(t^{*}\right) / I\left(t^{*}\right) \tag{47}
\end{equation*}
$$

and similarly for $x \rightarrow y . I_{\{w\}}$ is defined for any function $w(\check{x}, \check{y})$ by

$$
\begin{equation*}
I_{\{w\}}\left(t^{*}\right) \equiv\left\langle\check{\psi}\left(t^{*}, \check{x}, \check{y}\right)\right| w(\check{x}, \check{y})\left|\check{\psi}\left(t^{*}, \check{x}, \check{y}\right)\right\rangle \tag{48}
\end{equation*}
$$

and $I \equiv I_{\{1\}}$. We also define the alternative asymmetry parameters:

$$
\begin{gather*}
a_{x}\left(t^{*}\right)=\Delta_{x} I\left(t^{*}\right) / I\left(t^{*}\right),  \tag{49}\\
b_{x}\left(t^{*}\right) \equiv \bar{v}_{x} /\left\langle v_{x}^{2}\right\rangle^{1 / 2}=I_{\{x\}}\left(t^{*}\right) / \sqrt{I\left(t^{*}\right) I_{\left\{x^{2}\right\}}\left(t^{*}\right)}, \tag{50}
\end{gather*}
$$

and similarly for $x \rightarrow y . \Delta_{x} I=I_{\{w\}}$ for $w=\operatorname{sgn}(\check{x}) . \bar{v}_{x}, a_{x}$, and $b_{x}$ give similar information, but $\left|a_{x}\left(t^{*}\right)\right|$ and $\left|b_{x}\left(t^{*}\right)\right|$ are bound by 1 , while $\bar{v}_{x}$ is of the order of $\left(F / F_{\text {cr }}\right)^{1 / 2} n^{-1} \cdot a_{x}\left(t^{*}\right)$ can be simply measured with two half-plane detectors.

## A. Asymmetry for $\boldsymbol{n}=\mathbf{2}$

The $n=2$ case contains the basic features which remain at higher $n$. We treat it in detail for a CLy state and then mention the main changes for a ROE state. From Eqs. (46b), (44), and (22),

$$
\begin{align*}
\check{\psi}\left(t^{*}, \check{x}, \check{y}\right)= & (1 / 2)\left\{i^{\mu_{1}} \sqrt{\gamma_{1}} e^{\left(-i \delta \mathcal{E}_{1}-\gamma_{1} / 2\right) t^{*}} \Phi_{00}\right. \\
& -i^{\mu_{3}} \sqrt{\gamma_{3}} e^{\left(-i \delta \mathcal{E}_{3}-\gamma_{3} / 2\right) t^{*}} \Phi_{11} \\
& \left. \pm i^{\mu_{2}+1} \sqrt{\gamma_{2}} e^{\left(-i \delta \mathcal{E}_{2}-\gamma_{2} / 2\right) t^{*}}\left(\Phi_{10}+\Phi_{01}\right)\right\} . \tag{51}
\end{align*}
$$

Applying (7) and taking the square modulus,

$$
\begin{align*}
& \left|\check{\psi}\left(t^{*}, \check{x}, \check{y}\right)\right|^{2}=(4 \pi)^{-1} e^{-\breve{x}^{2}-\check{y}^{2}}\left\{\gamma_{1} e^{-\gamma_{1} t^{*}}+4 \gamma_{2} e^{-\gamma_{2} t^{*}} \check{x}^{2}\right. \\
& \quad+\gamma_{3} e^{-\gamma_{3} t^{*}}\left(\check{x}^{2}+\check{y}^{2}-1\right)^{2} \\
& \quad \pm 4 \sqrt{\gamma_{1} \gamma_{2}} e^{-\bar{\gamma}_{12} t^{*}} \check{x} \cos \left(\alpha_{12}-\omega_{12} t^{*}\right) \\
& \quad \pm 4 \sqrt{\gamma_{2} \gamma_{3}} e^{-\bar{\gamma}_{23} t^{*}} \check{x}\left(\check{x}^{2}+\check{y}^{2}-1\right) \cos \left(\alpha_{23}-\omega_{23} t^{*}\right) \\
& \left.\quad+2 \sqrt{\gamma_{1} \gamma_{3}} e^{-\bar{\gamma}_{13} t^{*}} \cos \left(\alpha_{13}-\omega_{13} t^{*}\right)\left(\check{x}^{2}+\check{y}^{2}-1\right)\right\}, \tag{52}
\end{align*}
$$

where $\quad \bar{\gamma}_{i j} \equiv\left(\gamma_{i}+\gamma_{j}\right) / 2, \quad \omega_{i j} \equiv \delta \mathcal{E}_{i}-\delta \mathcal{E}_{j}, \quad$ and $\quad \alpha_{i j} \equiv$ $\left(\delta \mu_{i}-\delta \mu_{j}\right) \pi / 2$. To first order in $F$ [see Eq. (10)],

$$
\begin{align*}
& \alpha_{12} / 16=\alpha_{23} / 8=\alpha_{13} / 24=-\pi F  \tag{53}\\
& \omega_{12}=\omega_{23}=\omega_{13} / 2=-\omega_{\mathrm{S}}=-3 F \tag{54}
\end{align*}
$$

$\gamma_{i}$ is given by (41) or, more accurately, by (39). The asymmetry comes from the odd part in $\hat{x}$. The quantities needed in (49) and (50) are obtained from (48) and (52):

$$
\begin{align*}
4 I= & \gamma_{1} e^{-\gamma_{1} t^{*}}+2 \gamma_{2} e^{-\gamma_{2} t^{*}}+\gamma_{3} e^{-\gamma_{3} t^{*}},  \tag{55a}\\
\Delta_{x} I= & \pm \frac{1}{\sqrt{\pi}} \cos \left(\alpha_{12}-\omega_{12} t^{*}\right) \sqrt{\gamma_{1} \gamma_{2}} e^{-\bar{\gamma}_{12} t^{*}} \\
& \pm \frac{1}{2 \sqrt{\pi}} \cos \left(\alpha_{23}-\omega_{23} t^{*}\right) \sqrt{\gamma_{2} \gamma_{3}} e^{-\bar{\gamma}_{23} t^{*}},  \tag{55b}\\
2 I_{\{x\}}= & \pm \cos \left(\alpha_{12}-\omega_{12} t^{*}\right) \sqrt{\gamma_{1} \gamma_{2}} e^{-\bar{\gamma}_{12} t^{*}} \\
& \pm \cos \left(\alpha_{23}-\omega_{23} t^{*}\right) \sqrt{\gamma_{2} \gamma_{3}} e^{-\bar{\gamma}_{23} t^{*}}  \tag{55c}\\
8 I_{\left\{x^{2}\right\}}= & \gamma_{1} e^{-\gamma_{1} t^{*}}+6 \gamma_{2} e^{-\gamma_{2} t^{*}}+3 \gamma_{3} e^{-\gamma_{3} t^{*}} \\
& +2 \cos \left(\alpha_{13}-\omega_{13} t^{*}\right) \sqrt{\gamma_{1} \gamma_{3}} e^{-\bar{\gamma}_{13} t^{*}} \tag{55d}
\end{align*}
$$

The time-dependent asymmetry. At LO, all cosines in (55b) and $(55 \mathrm{c})$ are equal to $\cos \left(\omega_{\mathrm{S}} t^{*}\right) . \bar{v}_{x}\left(t^{*}\right)$ oscillates at the Stark frequency and in phase ${ }^{10}$ with $\left\langle L_{y}\left(t^{*}\right)\right\rangle$. When $\left\langle L_{y}\right\rangle>0$,
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FIG. 7. Motion of the probability density $|\Psi(t, \mathbf{r})|^{2}$ of the outgoing electron. The curve represents $\langle x(t, z)\rangle \simeq 2\langle\check{x}(t)\rangle \sqrt{z}$ versus $z$ at fixed $t$. With time, the undulations move to the right. It looks like a crawling snake.
$\bar{v}_{x}>0$, as guessed from Fig. 1. The outgoing electron stream is pictured in Fig. 7. If $\gamma_{1} \gg \gamma_{2} \gg \gamma_{3}$ (which is the case for $F \ll \bar{F}_{\mathrm{cr}}^{(0)}$ ), we can distinguish three "eras," depending on which term dominates in (55a). The transition between the $i$ th and $(i+1)$ th eras is at

$$
\begin{equation*}
t_{i, i+1}^{*}=\left(\gamma_{i}-\gamma_{i+1}\right)^{-1} \ln \left[c_{i} \gamma_{i} /\left(c_{i+1} \gamma_{i+1}\right)\right], \tag{56}
\end{equation*}
$$

with $c_{1}=c_{3}=c_{2} / 2=1$. At $t_{i, i+1}^{*}$ the Stark sublevels $i$ and $i+1$ interfere with maximum efficiency. Let us denote by $a^{\circ}$ and $v_{x}^{\circ}$ the oscillation amplitudes of $a_{x}$ and $\bar{v}_{x}$, obtained by replacing the $\pm$ cosine factors by +1 in (55b) and (55c). They have local maxima of heights $a^{\circ}\left(t_{1,2}^{*}\right) \simeq 2 a^{\circ}\left(t_{2,3}^{*}\right) \simeq \sqrt{2 / \pi}$ and $v_{x}^{\circ}\left(t_{1,2}^{*}\right) \simeq v_{x}^{\circ}\left(t_{2,3}^{*}\right) \simeq F^{1 / 2}$. Incidentally, $F^{1 / 2}$ is the transverse velocity $\left\langle L_{y}\right\rangle / z$ of the unperturbed CLy state at the saddle point $z=F^{-1 / 2}$. In the third era $a^{\circ}$ and $v_{x}^{\circ}$ fall off exponentially. Figure 8 plots $I\left(t^{*}\right)$ and $a^{\circ}\left(t^{*}\right)$ for $F=0.004$, using the "exact" widths found in [4(a)].

The time-averaged asymmetry. Except for very small values of $F / \bar{F}_{\mathrm{cr}}^{(0)}, \bar{v}_{x}\left(t^{*}\right), a_{x}\left(t^{*}\right)$, or $b_{x}\left(t^{*}\right)$ oscillates too fast to be


FIG. 8. Intensity $I\left(t^{*}\right)$ of the outgoing electron flux from an $n=2$ CLy state [Eq. (55a)] and amplitude $a^{\circ}\left(t^{*}\right)$ of the oscillations of the asymmetry (49). The time of exit $t^{*}$ is in picoseconds, and $I\left(t^{*}\right)$ is in $\mathrm{ps}^{-1}$. Field intensity $F=0.004$ a.u. The oscillations, of period $T_{\mathrm{S}}=0.0127 \mathrm{ps}$, are too dense to show. Note the change of "eras" and local maxima at $t_{1,2}^{*}$ and $t_{2,3}^{*}$. The sloping straight lines under the $I\left(t^{*}\right)$ curve represent the successive dominant contributions to (55a).

TABLE I. Numerical results for the widths, the initial asymmetry, and the time-averaged asymmetry for the $n=2$ CLy state. The "LO" results are at lowest order in $F$. The "corr." results are calculated with (39) with first-order corrections for $\mu$ and $\nu$. The "num." results are based on numerical values of $\gamma$ found in the literature.

| $10^{3} \mathrm{~F}$ | Method | $\gamma_{1}$ | $\gamma_{2}$ | $\gamma_{3}$ | $b_{x}(0)$ | $a_{x}(0)$ | $\left\langle b_{x}\right\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.5 | LO | $8.3 \times 10^{-7}$ | $1.2 \times 10^{-7}$ | $1.6 \times 10^{-8}$ | 0.71 | 0.69 | $2.5 \times 10^{-6}$ |
|  | corr. | $3.9 \times 10^{-7}$ | $7.7 \times 10^{-8}$ | $8.8 \times 10^{-9}$ | 0.75 | 0.75 | $1.4 \times 10^{-6}$ |
|  | num. ${ }^{\text {a }}$ | $3.9 \times 10^{-7}$ | $6.0 \times 10^{-8}$ |  |  |  |  |
| 4.0 | LO corr. num. ${ }^{\text {b }}$ | $\begin{aligned} & 1.1 \times 10^{-5} \\ & 4.7 \times 10^{-6} \\ & 4.4 \times 10^{-6} \end{aligned}$ | $\begin{aligned} & 1.7 \times 10^{-6} \\ & 1.1 \times 10^{-6} \\ & 0.81 \times 10^{-6} \end{aligned}$ | $\begin{aligned} & 2.8 \times 10^{-7} \\ & 1.4 \times 10^{-7} \\ & 1.4 \times 10^{-7} \end{aligned}$ | $\begin{aligned} & 0.73 \\ & 0.77 \end{aligned}$ | $\begin{aligned} & 0.71 \\ & 0.78 \end{aligned}$ | $\begin{aligned} & 3.5 \times 10^{-5} \\ & 1.9 \times 10^{-5} \end{aligned}$ |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 5.0 | LO corr. num. ${ }^{\text {c }}$ | $\begin{aligned} & 3.6 \times 10^{-4} \\ & 1.3 \times 10^{-4} \\ & 1.1 \times 10^{-4} \end{aligned}$ | $\begin{aligned} & 7.2 \times 10^{-5} \\ & 4.6 \times 10^{-5} \\ & 2.6 \times 10^{-5} \end{aligned}$ | $\begin{aligned} & 1.5 \times 10^{-5} \\ & 6.2 \times 10^{-6} \\ & 5.7 \times 10^{-6} \end{aligned}$ | $\begin{aligned} & 0.75 \\ & 0.78 \end{aligned}$ | $\begin{aligned} & 0.75 \\ & 0.82 \end{aligned}$ | $\begin{gathered} 1 \times 10^{-3} \\ 6.6 \times 10^{-4} \end{gathered}$ |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 6.0 | LO corr. num. ${ }^{\text {a }}$ | $\begin{aligned} & 0.0033 \\ & 0.0011 \end{aligned}$ | $\begin{aligned} & 0.0008 \\ & 0.00043 \end{aligned}$ | $\begin{aligned} & 0.0002 \\ & 7.1 \times 10^{-5} \\ & 6.1 \times 10^{-5} \end{aligned}$ | $\begin{aligned} & 0.79 \\ & 0.78 \end{aligned}$ | $\begin{aligned} & 0.81 \\ & 0.83 \end{aligned}$ | $\begin{aligned} & 0.0049 \\ & 0.0065 \end{aligned}$ |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 6.5 | LO | 0.0077 | 0.0020 | 0.00052 | 0.77 | 0.78 | 0.052 |
| 8.0 | LO corr. num. ${ }^{\text {b }}$ | $\begin{aligned} & 0.045 \\ & 0.011 \\ & 0.0042 \end{aligned}$ | $\begin{aligned} & 0.015 \\ & 0.0066 \\ & 0.0020 \end{aligned}$ | 0.0047 <br> 0.0013 <br> 0.00085 | $\begin{aligned} & 0.81 \\ & 0.77 \end{aligned}$ | $\begin{aligned} & 0.85 \\ & 0.82 \end{aligned}$ | $\begin{aligned} & 0.28 \\ & 0.12 \end{aligned}$ |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 10 | LO corr. num. ${ }^{\text {c }}$ | $\begin{aligned} & 0.19 \\ & 0.032 \\ & 0.011 \end{aligned}$ | $\begin{aligned} & 0.075 \\ & 0.029 \\ & 0.0063 \end{aligned}$ | $\begin{aligned} & 0.030 \\ & 0.0063 \\ & 0.0033 \end{aligned}$ | $\begin{aligned} & 0.83 \\ & 0.73 \end{aligned}$ | $\begin{aligned} & 0.87 \\ & 0.78 \end{aligned}$ | $\begin{aligned} & 0.66 \\ & 0.42 \end{aligned}$ |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

${ }^{\text {a }}$ Reference [[4](b)].
${ }^{\mathrm{b}}$ Reference [[4](a)].
${ }^{\mathrm{c}}$ Reference [6].
measured with an ordinary detector. For instance, $F>0.002$ gives $T_{\mathrm{S}} \lesssim 25 \mathrm{fs}$. Therefore one can only measure the timeaveraged asymmetry obtained by integrating $I_{\{w\}}\left(t^{*}\right)$. For instance,

$$
\begin{equation*}
\left\langle a_{x}\right\rangle=\int_{0}^{\infty} d t^{*} \Delta_{x} I\left(t^{*}\right) \tag{57}
\end{equation*}
$$

[the integral of $I\left(t^{*}\right)$ is 1]. Integration of (55) is made using

$$
\begin{equation*}
\int_{0}^{\infty} d t^{*} e^{-\bar{\gamma}_{i j} t^{*}} \cos \left(\alpha_{i j}-\omega_{i j} t^{*}\right)=\frac{\bar{\gamma}_{i j} \cos \alpha_{i j}+\omega_{i j} \sin \alpha_{i j}}{\bar{\gamma}_{i j}^{2}+\omega_{i j}^{2}} \tag{58}
\end{equation*}
$$

If $\gamma_{i j} \ll \omega_{i j}$, the $\{i j\}$ contribution to the asymmetry is washed out by the oscillations of $I_{\{x\}}\left(t^{*}\right)$ or $\Delta_{x} I$. To get a sizable $\left\langle a_{x}\right\rangle$ one must take $F$ such that the Stark oscillations are quenched by the decay of the $\Psi_{1}$ state, that is, $\gamma_{1} \gtrsim \omega_{\mathrm{S}}=3 F$.

Numerical results for $n=2$ and discussion. Table I shows numerical results for the widths $\gamma_{i}$, the asymmetries $a_{x}$ and $b_{x}$ at $t^{*}=0$, and the time average of $b_{x}$ for seven values of $F$. For the largest $F$ values we have $\gamma_{1}>\omega_{\mathrm{S}}$, Stark oscillations are quenched, and $\left\langle b_{x}\right\rangle$ is sizable. For $F>0.005$ the widths given by Eq. (41) are much larger than the exact numerical results found in literature. Equation (39) gives better results, but again they are too big for $F \gtrsim 0.008$. In fact the chosen $F$ are not small compared to $\bar{F}_{\text {cr }}^{(\widetilde{0})}=0.0078$. Nevertheless, our main results concerning the asymmetry should be qualitatively true. First, the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry depends essentially on the ratios $\gamma_{1} / \gamma_{2}$ and $\gamma_{2} / \gamma_{3}$, which are not so badly predicted by (41). Second, widths not far from the exact ones are obtained if we replace $F$ in Eq. (39) or (41) by a slightly reduced value. Compare, for instance, the exact results for $F=0.008$ with
the LO ones for $F=0.0065$ or exact results for $F=0.01$ with our "corr." ones for $F=0.008$ in Table I. The smallness of this reduction is due to the very steep dependence of $\log \gamma$ on $F$. Note that the reduction from $F_{\text {cr }}$ to $F_{\mathrm{cr}}^{(0)}$ in Eq. (35) is of the same order.

Case of a ROE $n=2$ state. The above calculations can be adapted to the ROE states (28) without great modifications. The following are the main changes:
(1) $\check{\psi}\left(t^{*}, \check{x}, \check{y}\right)$ involves two states instead of four in Eq. (51). In the analog of (52) $\left|\check{\psi}\left(t^{*}, \check{x}, \check{y}\right)\right|^{2}$ contains two $\gamma_{i}$ terms and one $\sqrt{\gamma_{i} \gamma_{j}}$ term. We have two eras instead of three.
(2) $\Delta_{y} I\left(t^{*}\right)$ and $I_{\{y\}}\left(t^{*}\right)$ are nonzero and oscillate in quadrature with $\Delta_{x} I\left(t^{*}\right)$ and $I_{\{x\}}\left(t^{*}\right)$ such that $\left\langle\mathbf{v}_{\mathrm{T}}\right\rangle$ rotates in the direct sense about $\hat{\mathbf{z}}$ for the $\Psi_{1}, \Psi_{2+}$ and $\Psi_{3}, \Psi_{2-}$ mixtures of (28) and in the retrograde sense for the two other mixtures. The undulating stream in Fig. 7 is replaced by a helical stream.
(3) The size of the asymmetry depends on the eccentricity $\sin \alpha$ and is bigger when the two components of (28a) or (28b) are comparable, i.e., $\alpha \simeq \pi / 4$.

## B. Asymmetry for large- $\boldsymbol{n}$ CESs

The $n=2$ case was instructive, but the required field is not attainable in the laboratory. We therefore explore the large-n case, where the needed field ( $\alpha n^{-4}$ for $\mathbf{M}$ in the bulk of the $\{h, k\}$ lattice) is considerably reduced and experiments become feasible. Besides, the Stark period $T_{\mathrm{S}} \sim n^{3} \times 10^{-16} \mathrm{~s}$ can be long enough to make a time-resolved experiment possible. For instance, in [40] ( $n \sim 20$ ) the escaping times of the electrons are recorded with a picosecond resolution. The $n=2$ results generalize as follows:

Gathering (8), (10), (20), (44), (46b), and (48), we have, for a real function $w(\check{x}, \check{y})$,

$$
\begin{align*}
I_{\{w\}}\left(t^{*}\right)= & \operatorname{Re} \sum_{\mathbf{M}, \mathbf{M}^{\prime}} i^{\mu-\mu^{\prime}} c_{\mathbf{M}} c_{\mathbf{M}^{\prime}}^{*}\left(\gamma_{\mathbf{M}} \gamma_{\mathbf{M}^{\prime}}\right)^{1 / 2} \\
& \times \exp \left(-\bar{\gamma}_{\mathbf{M}}{ }^{\prime} t^{*}-i \omega_{\mathbf{M}} \mathbf{M}^{*} t^{*}\right)\left\langle\Phi_{h^{\prime}, k^{\prime}}\right| w(\check{x}, \check{y})\left|\Phi_{h, k}\right\rangle \tag{59}
\end{align*}
$$

with $\bar{\gamma}_{\mathbf{M}, \mathbf{M}^{\prime}}=\left(\gamma_{\mathbf{M}}+\gamma_{\mathbf{M}^{\prime}}\right) / 2$ and $\omega_{\mathbf{M}, \mathbf{M}^{\prime}}=\delta \mathcal{E}_{\mathbf{M}}-\delta \mathcal{E}_{\mathbf{M}^{\prime}}$. The summation in (59) is restricted by selection rules. For $I$ we have $\mathbf{M}=\mathbf{M}^{\prime}$. For $I_{\{x\}}$ or $I_{\{y\}}, \mathbf{M}$ and $\mathbf{M}^{\prime}$ are nearest neighbors: $\left|n_{\mathrm{A}}^{\prime}-n_{\mathrm{A}}\right|=\left|m^{\prime}-m\right|=1$; the relevant matrix elements are

$$
\left.\begin{array}{rl}
\left\langle\Phi_{h-1, k}\right| \check{x}\left|\Phi_{h, k}\right\rangle & =-i\left\langle\Phi_{h-1, k}\right| \check{y}\left|\Phi_{h, k}\right\rangle
\end{array}=\sqrt{h} / 2, ~ 子 \Phi_{h, k-1}|\check{x}| \Phi_{h, k}\right\rangle=+i\left\langle\Phi_{h, k-1}\right| \check{y}\left|\Phi_{h, k}\right\rangle=\sqrt{k} / 2 .
$$

For $I_{\left\{x^{2}\right\}}, I_{\left\{y^{2}\right\}}$, or $I_{\{x y\}}$ we have $\left|n_{\mathrm{A}}^{\prime}-n_{\mathrm{A}}\right|=\left|m^{\prime}-m\right|=0$ or 2. For $\Delta_{x} I$ or $\Delta_{y} I$ the only rule is $m-m^{\prime}$ is an odd number. In the following we only consider the asymmetry parameters $\bar{v}_{x} \propto I_{\{x\}}$ and $\bar{v}_{y} \propto I_{\{y\}}$. We consider first a CLy state and then a ROE state.

Time-dependent asymmetry for a CLy state. The coefficients $c_{\mathbf{M}}$ are given by (22). The evaluation of (59) is simplified by the symmetry $\left\{h, h^{\prime}\right\} \leftrightarrow\left\{k, k^{\prime}\right\}$ of the $\mathbf{M M}^{\prime}$ contributions. Let us first examine the LO results.

At $t^{*}=0$ all the contributions to $I_{\{x\}}$ have the same sign. Indeed, the matrix elements (60) of $x$ are positive, and from (8) and (22), the argument of $i^{\mu-\mu^{\prime}} c_{\mathbf{M}} c_{\mathbf{M}^{\prime}}^{*}$ in (59) is $\alpha_{\mathbf{M} \mathbf{M}^{\prime}} \equiv(\delta \mu-$ $\left.\delta \mu^{\prime}\right) \pi / 2$ for the $|L y+\rangle$ state and $\alpha_{\mathbf{M M}^{\prime}}+\pi$ for the $|L y-\rangle$ state, and $\alpha_{\mathbf{M M}^{\prime}}$ is zero at LO. Thus the initial asymmetry is oriented as suggested by Fig. 1. Including the first-order correction does not change this result since $\left|\alpha_{\mathbf{M M}^{\prime}}\right| \simeq(3 \pi / 32) F / F_{\text {cr }}^{(0)}<\pi / 2$, from Eqs. (10) and (34). At $t^{*}>0, \bar{v}_{x}\left(t^{*}\right)$ oscillates at the Stark frequency $\omega_{\mathrm{S}}$. A $\mathbf{M} \mathbf{M}^{\prime}$ pair interferes with the maximum efficiency at

$$
\begin{equation*}
t_{\mathbf{M}, \mathbf{M}^{\prime}}^{*}=\left(\gamma_{\mathbf{M}}-\gamma_{\mathbf{M}^{\prime}}\right)^{-1} \ln \left[\left|c_{\mathbf{M}}\right|^{2} \gamma_{\mathbf{M}} /\left(\left|c_{\mathbf{M}^{\prime}}\right|^{2} \gamma_{\mathbf{M}^{\prime}}\right)\right] \tag{61}
\end{equation*}
$$

yielding a peak or at least a "knee" of the oscillation amplitude $v_{x}^{\circ}$, like those of Fig. 8 for the $n=2$ case. There are $n(n-1)$ such peaks. Most of them should not be discernible, and a subdivision in eras is less clear than in the $n=2$ case. However, for $\mathbf{M}$ close to the $m=0$ diagonal, $\gamma_{\mathbf{M}}$ and $\left|c_{\mathbf{M}}\right|$ depend mainly on $n_{\mathrm{A}}$, with an approximate Gaussian dependence on $m$ :

$$
\begin{equation*}
\gamma_{\mathbf{M}} \simeq \gamma_{\min } \sqrt{\frac{2 / \pi}{N-n_{\mathrm{A}}}} \exp \left\{\frac{-m^{2}}{2\left(N-n_{\mathrm{A}}\right)}\right\} \frac{(2 / f)^{N-n_{\mathrm{A}}}}{\left(N-n_{\mathrm{A}}\right)!} \tag{62}
\end{equation*}
$$

Therefore several $t_{\mathbf{M}, \mathbf{M}^{\prime}}^{*}$ almost coincide, making an enhanced peak.

The time-averaged asymmetry $\left\langle\bar{v}_{x}\right\rangle$. This asymmetry is obtained from (47) and (59) but replacing $I_{\{x\}}\left(t^{*}\right)$ by its time-integrated value and $I\left(t^{*}\right)$ by 1 . The integration is made using (58) with $i j \rightarrow \mathbf{M M}^{\prime}$. To contribute significantly to $\left\langle\bar{v}_{x}\right\rangle$ a MM' pair must fulfill $\sup \left(\gamma_{\mathbf{M}}, \gamma_{\mathbf{M}^{\prime}}\right) \gtrsim \omega_{\mathrm{S}}$ so that the Stark oscillation is quenched. It must also be near the center of the lattice of Fig. 2 to have a large enough $c_{\mathbf{M}^{\prime}} c_{\mathbf{M}^{\prime}}^{*}$. For $\left|n_{\mathrm{A}}\right|$ and $|m| \ll \sqrt{n}$ the Stirling formula applied to (40) gives
$\frac{\gamma_{\mathbf{M}}}{\omega_{\mathrm{S}}} \simeq \frac{8}{3 \pi f^{\prime}}\left(\frac{64 e}{f^{\prime}}\right)^{n-n_{\mathrm{A}}} \exp \left\{4 n_{\mathrm{A}}-\frac{16 n}{3 f^{\prime}}-\frac{n_{\mathrm{A}}^{2}+m^{2}}{2 n}\right\}$,
with $f^{\prime} \equiv F / \bar{F}_{\mathrm{cr}}^{(0)}=32 e^{-3} n f$. Thus the oscillation quenching requires $\ln \left(64 e / f^{\prime}\right)-16 /\left(3 f^{\prime}\right) \gtrsim 0$, that is, $F \sim \bar{F}_{\mathrm{cr}}^{(0)}($ we exclude the case $F>\bar{F}_{\mathrm{cr}}^{(0)}$ ).

Comparison between $L O$ and exact $\gamma$ at large $n$. We choose $F$ not much smaller than $\bar{F}_{\text {cr }}^{(0)}$ in order to get a large enough time-average asymmetry. As for $n=2$, the Slavjanov formula (40) greatly overestimates the widths. Let us take, for instance, $n=10$ and $F=10^{-5}$. For $m=1$ and $n_{\xi}=4$, Table 5 of Ref. [5] gives $\gamma=3.31 \times 10^{-12}$, whereas Eq. (40) gives $\gamma=4.06 \times 10^{-10}$ (here $H=5, K=4$, and $n_{\mathrm{A}}=0$ ). This is because $F$ is not far from $F_{\mathrm{cr}}^{(0)}=1.25 \times 10^{-5}$. Again, the correct result can be recovered with a small reduction of $F\left(F=0.923 \times 10^{-5}\right)$ in Eq. (40). Besides, the ratio $\gamma_{\mathbf{M}^{\prime}} / \gamma_{\mathbf{M}}$ for neighboring $\mathbf{M}$ and $\mathbf{M}^{\prime}$ is reasonably well described by Eq. (40). This is best seen when looking at $\hat{\gamma} \equiv H!K!\gamma$. According to (40), the ratio between the $\hat{\gamma}$ for two successive values of $n_{\xi}$ and $m=1$ is equal to $f^{2} \simeq 1 / 400$ for $F=10^{-5}$. According to Table 5 of Ref. [5], this ratio ranges from 1/379 to $1 / 324$. A similar statement is made with Eqs. (3) and (4) of Ref. [[4](c)]. Therefore, as in the $n=2$ case, we believe that our results are qualitatively true.

ROE case. Equations (59)-(61) also apply to ROE states, using the coefficients $c_{\mathbf{M}}$ of (27). At $t^{*}=0, \overline{\mathbf{v}}_{\mathrm{T}}$ calculated at LO is in the direction of $\overline{\mathbf{L}} \times \mathbf{F}$. This can be checked with the ROE states with $k \equiv 0, \beta=-\pi / 2$ or $h \equiv N, \beta=\pi / 2$ in (27). At $t^{*}>0, \overline{\mathbf{v}}_{\mathrm{T}}\left(t^{*}\right)$ rotates at the Stark frequency about $\hat{\mathbf{z}}$; in Fig. 7 the planar undulating curve should be replaced by a three-dimensional helical curve. For small $F / F_{\text {cr }}$ one should observe peaks of $\left|\overline{\mathbf{v}}_{\mathrm{T}}\left(t^{*}\right)\right|$ at $t^{*}$ given by (61). Their number is $n-1$ instead of $n(n-1)$; therefore they should be more discernible than the peaks of $\bar{v}_{x}\left(t^{*}\right)$ for a CLy state. Another difference with the CLy case is that Stark components of $m \sim n / 2$ have an important weight. For these states the approximations (62) and (63) are not valid.

## VII. CONCLUSION

We have given theoretical grounds for the existence of a [ $\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry in strong-field tunneling ionization of an excited hydrogen atom possessing a transverse orbital angular momentum: the extracted electron keeps part of the transverse velocity $\overline{\mathbf{v}}_{\mathrm{T}}$ that it had just before entering the tunnel.

For fields significantly smaller than the mean critical field $\bar{F}_{\text {cr }}^{(0)} \sim 1 /\left(8 n^{4}\right)$ (in a.u.), the linear Stark effect produces oscillations of $\left\langle\mathbf{L}_{T}\right\rangle$, and therefore of $\left\langle\mathbf{v}_{\mathrm{T}}\right\rangle$, making the timeaveraged asymmetry very small. A time-resolved experiment is then necessary. For $F \sim \bar{F}_{\text {cr }}^{(0)}$ we predict a sizable timeaveraged asymmetry, although our calculations done at lowest order in $F$ greatly overestimate the widths $\gamma_{i}$.

For $n=2$, the required field is too strong to obtain in a laboratory, at least as a static field. Lasers can produce strong enough, but oscillating, fields. One might nevertheless look for an asymmetry in the lobes and jetlike structure of the photoelectron [41] when the atom initially has an orbital angular momentum perpendicular to the polarization of the laser light.

For $n \gtrsim 10$, the required field has reasonable values, and for $n \gtrsim 20$ a time-resolved experiment can be foreseen. Circular Rydberg states with $\mathbf{L} \perp \mathbf{F}$ and rotating oblique elliptic states are the simplest candidates for a $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ experiment. The
latter have the advantage of not being affected by interactions with the electron core. We wrote down analytical formulas generalizing those of the $n=2$ case. They predict a $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry in the direction suggested by Fig. 1, at least at leading order in the external field strength.

The preparation of states at a given starting time for a [ $\mathbf{v}, \mathbf{L}, \mathbf{F}]$ experiment is certainly not trivial but, in principle, feasible. Some premature ionization at $t<0$ is unavoidable but can be limited by approaching the final field from below.

We have restricted our study to ionization in a constant field. One may generalize it to a field $F(t)$ which increases slowly enough so that each Stark component $|\mathbf{M}\rangle$ decays in its turn in the tunneling regime, i.e., while $F(t)<F_{\text {cr }}(\mathbf{M})$. The $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry probably occurs also in the classical ionization regime.

The $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ asymmetry, like other angular momentum effects in strong-field ionization [42-44], can lead to a better understanding of the tunnel ionization process itself. It should exist as well in the strong-field detachment of electrons from negative ions, with the following advantages: (1) the required field is lower than that for a neutral atom, and (2) there should be no linear Stark effect and hence no oscillation of the asymmetry. An analog of the $[\mathbf{v}, \mathbf{L}, \mathbf{F}]$ mechanism may also be at work [13,45] in hadron physics, particularly for the Collins effect [46].
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## APPENDIX A: DERIVATION OF EQUATION (20)

We first derive Eq. (22) giving $c_{\mathbf{M}}$ for a CLy state $|\overline{\mathbf{A}}, \overline{\mathbf{L}}\rangle=$ $|L y \pm\rangle$ by fitting the asymptotic behaviors of (21) and (19). Let $u \equiv \check{x}+i \check{y}=e^{i \phi} \sqrt{\xi / n}$ and $\check{R} \equiv \sqrt{\eta / n}$. For (21) we write $z \pm$ $i x=(\eta-\xi \pm i \sqrt{\eta \xi} \cos \phi) / 2=(n / 2)(\check{R} \pm i u)(\check{R} \pm i \bar{u})$, and we obtain

$$
\begin{align*}
\Psi_{L y \pm}(\mathbf{r})= & {\left[2^{N} n^{2} N!\sqrt{\pi}\right]^{-1} e^{-r / n} } \\
& \times \sum_{h=0}^{N} C_{N}^{h}( \pm i u)^{h} \check{R}^{N-h} \sum_{k=0}^{N} C_{N}^{k}( \pm i \bar{u})^{k} \check{R}^{N-k} . \tag{A1}
\end{align*}
$$

For (19) we calculate $\Psi_{\mathbf{M}}(\mathbf{r})$ with (5) and the asymptotic form of (7),

$$
\begin{equation*}
\Phi_{h, k}(\check{x}, \check{y}) \sim(\pi h!k!)^{-1 / 2}(\check{x}+i \check{y})^{h}(\check{x}-i \check{y})^{k} e^{-\left(\breve{x}^{2}+\check{y}^{2}\right) / 2} \tag{A2}
\end{equation*}
$$

obtained by replacing $\partial_{\check{x}}$ by $-\check{x}$ and $\partial_{\check{y}}$ by $-\check{y}$, together with a similar expression for $\Phi_{H, K}(\check{X}, \check{Y})$. It gives

$$
\begin{align*}
\Psi_{\mathbf{M}}(\mathbf{r}) \sim & n^{-n-1}(\pi h!k!H!K!)^{-1 / 2} \\
& \times u^{h} \bar{u}^{k} \check{R}^{H+K} e^{-\left(\check{x}^{2}+\check{y}^{2}+\check{X}^{2}+\check{Y}^{2}\right) / 2} . \tag{A3}
\end{align*}
$$

Recalling $h+K=k+H=N$ and comparing (A1) with (A3), we obtain (22).

We now derive Eq. (20) from (22) using the fact that $\exp \left(\mathbf{b} \cdot \mathbf{j}_{1}\right)$ or $\exp \left(\mathbf{b} \cdot \mathbf{j}_{2}\right)$ transforms a CES into another CES for any real or complex vector $\mathbf{b}$. In particular,

$$
\begin{align*}
|\overline{\mathbf{A}}, \overline{\mathbf{L}}\rangle= & C \exp \left\{\left(\lambda_{1}-i \beta_{1}-i \pi / 2\right) \mathbf{j}_{1} \cdot \hat{\mathbf{z}}\right. \\
& \left.+\left(\lambda_{2}-i \beta_{2}+i \pi / 2\right) \mathbf{j}_{2} \cdot \hat{\mathbf{z}}\right\}|L y \pm\rangle, \tag{A4}
\end{align*}
$$

with $e^{\lambda_{1}}=\bar{h} /(N-\bar{h})$ and $e^{\lambda_{2}}=\bar{k} /(N-\bar{k})$, gives the most general CES (20) up to a phase. $C=\left[\cosh \left(\lambda_{1} / 2\right)\right.$ $\left.\cosh \left(\lambda_{1} / 2\right)\right]^{-j}$ is a normalization factor.

## APPENDIX B: CALCULATION OF THE ASYMPTOTIC TUNNELING WAVE FUNCTION AND OF THE WIDTH

We start from (36) and (37). Neglecting the $\left(1-m^{2}\right) / \eta^{2}$ term, the roots of $p_{\eta}^{2}(\eta)$ (entrance and exit of the tunnel) are $\eta_{\text {in }} \simeq-2 Z_{\eta} / \mathcal{E}, \eta_{\text {ex }} \simeq-2 \mathcal{E} / F+2 Z_{\eta} / \mathcal{E}$. They are slightly complex. We choose the determination

$$
\begin{equation*}
p_{\eta} \simeq(1 / 2) \sqrt{i F} \sqrt{1-\eta_{\mathrm{in}} / \eta} \sqrt{-i\left(\eta-\eta_{\mathrm{ex}}\right)} \tag{B1}
\end{equation*}
$$

which has cuts along the lines $\left[0, \eta_{\text {in }}\right]$ and $\left[\eta_{\text {ex }},-i \infty\right]$. In the tunnel region $\left[\operatorname{Re} \eta_{\text {in }}, \operatorname{Re} \eta_{\text {ex }}\right]$ it gives $\operatorname{Im} p_{\eta}(\eta)>0$, corresponding to an evanescent wave. Beyond the tunnel region it gives $\operatorname{Re} p_{\eta}>0$, corresponding to an outgoing wave. We assume $\operatorname{Re} \eta_{\text {in }} \ll \eta_{0} \ll \operatorname{Re} \eta_{\text {ex }} \ll \eta$ and $\mid S\left(\eta_{\text {in }}, \eta_{\text {ex }} \mid \gg 1\right.$. The integration contour in (37) must avoid crossing the cuts of $p_{\eta}$ and therefore pass above $\eta_{\mathrm{ex}}$ in the complex plane. One obtains

$$
\begin{align*}
S\left(\eta_{0}, \eta\right) \simeq & \sqrt{-\mathcal{E} / 2}\left(\eta_{0}+\frac{4 \mathcal{E}}{3 F}\right)+(\mu / 2) \ln \left(\frac{-8 \mathcal{E}}{F \eta_{0}}\right) \\
& +(i / 3) \sqrt{F}(\eta+2 \mathcal{E} / F)^{3 / 2}+i \pi \mu / 2 \tag{B2}
\end{align*}
$$

The first line is $S\left(\eta_{0}, \eta_{\mathrm{ex}}\right)$; the second is $S\left(\eta_{\mathrm{ex}}, \eta\right)$.
For $\Theta_{\mathrm{St}}\left(\eta_{0}\right)$ we use $\eta^{-1 / 2} \Theta_{\mathrm{St}}(\eta) \equiv \Phi_{H, K}(\sqrt{\eta / n}, 0)$ and Eq. (A2) (changed to capital letters):

$$
\begin{equation*}
\Theta\left(\eta_{0}\right) \sim(\pi H!K!/ v)^{-1 / 2}\left(\eta_{0} / v\right)^{\mu / 2} e^{-\eta_{0} /(2 v)} \tag{B3}
\end{equation*}
$$

Using $p_{\eta}\left(\eta_{0}\right) \simeq i /(2 n), p_{\eta}(\eta) \simeq \sqrt{F \eta} / 2$ in (36), we arrive at the $\eta_{0}$ independent result

$$
\begin{align*}
\Theta_{\mathrm{GS}}(\eta) \sim & (\pi H!K!\sqrt{F \eta})^{-1 / 2}\left(\frac{4}{F v^{3}}\right)^{\mu / 2} \exp \left\{\frac{-1}{3 F v^{3}}\right\} \\
& \times \exp \left\{\frac{i}{3} \sqrt{F}(\eta+2 \mathcal{E} / F)^{3 / 2}+i \pi \mu / 2+i \pi / 4\right\} \tag{B4}
\end{align*}
$$

The ionization rate is the flux through the paraboloid $\eta=$ const $\gg n^{2}$. In the mixed representation (6), it reads

$$
\begin{equation*}
\gamma=2 v p_{\eta}|\mathcal{N}|^{2}|\Theta(\eta)|^{2} \int d \check{x} d \check{y}\left|\Phi_{h, k}(\check{x}, \check{y})\right|^{2} . \tag{B5}
\end{equation*}
$$

The last integral equals 1 . In $|\Theta(\eta)|^{2}$ we consider the second line of (B4) to be a pure phase factor, neglecting $\operatorname{Im} \mathcal{E}$. One obtains Eq. (39).
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    ${ }^{1} e_{0}$ is the elementary charge, while $e \equiv \exp (1)$.

[^1]:    ${ }^{2}$ We use atomic units (a.u.). For time and electric and magnetic fields, they are $2.42 \times 10^{-17} \mathrm{~s}, 5.14 \times 10^{9} \mathrm{~V} / \mathrm{cm}$, and $2.35 \times 10^{5}$ Tesla.
    ${ }^{3}$ Following the usual convention, $\xi$ and $\eta$ are, respectively, the "uphill" and "downhill" coordinates. However, our $z$ axis is in the downhill direction.
    ${ }^{4}(\check{x}, \check{y}, \check{X}, \check{Y})=v^{-1 / 2}\left(u_{3}, u_{4}, u_{1}, u_{2}\right)$ of Ref. [18].
    ${ }^{5} \lambda$ and $\mu$ are twice $\alpha_{1}$ and $\alpha_{2}$ of Ref. [2] or $\beta_{1}$ and $\beta_{2}$ of Ref. [3].

[^2]:    ${ }^{6}$ In the quantum approach $\langle\mathcal{O}\rangle$ or $\overline{\mathcal{O}}$ is the expectation value of an observable $\mathcal{O}$. In the classical approach it is its average during one orbital revolution.
    ${ }^{7}$ Vectors with a hat are unitary; $\hat{\mathbf{X}} \equiv \mathbf{X} /|\mathbf{X}|$ for any vector $\mathbf{X}$.

[^3]:    ${ }^{8} \Psi(t)$ is a shorthand notation for $\Psi(t, x, y, z)$ or $\Psi(t, \mathbf{r})$. When the argument $t$ is omitted, $\Psi$ designates the wave function at $t=0$ : $\Psi(\mathbf{r}) \equiv \Psi(0, \mathbf{r})$.

[^4]:    ${ }^{9}$ This is the spacing between states of adjacent $n$ and close values of $i_{1}$ and $i_{2}$. Transitions between states of very different $i_{1}$ and $i_{2}$ are suppressed, as can be checked with Eqs. (42) and (43) of [32].

[^5]:    ${ }^{10}$ It looks as if the group velocity is infinite in the tunnel.

