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Precision measurement of the ionization energy of Cs I
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We present absolute-frequency measurements for the transitions from the 6s1/2 ground state of 133Cs to
np1/2 and np3/2 Rydberg states. The transition frequencies are determined by one-photon UV spectroscopy in
ultracold samples of Cs atoms using a narrow-band laser system referenced to a frequency comb. From a global
fit of the ionization energy EI and the quantum defects of the two series we determine an improved value of
EI/hc = 31 406.467 732 5(14) cm−1 for the ionization energy of Cs with a relative uncertainty of 5 × 10−11.
We also report improved values for the quantum defects of the np1/2, np3/2, ns1/2, and nd5/2 series.
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Ionization energies represent important thermochemical
quantities and serve as reference data to test ab initio quantum
chemical calculations of atomic and molecular structures.
Numerous methods can be employed to measure ionization
energies, including photoelectron spectroscopy in various
variants [1,2], photoionization spectroscopy [3–5], photode-
tachment microscopy [6], and Rydberg-state spectroscopy in
combination with Rydberg-series extrapolation [7].

Over the years, the accuracy with which ionization energies
can be determined experimentally has continuously improved,
by more than an order of magnitude every 10 years (see
Fig. 28 in Ref. [2]), approaching the accuracy of 100 MHz
in the case of neutral polyatomic molecules [8] and singly
negatively charged atoms and small molecules [6,9], and even
surpassing this accuracy in special cases such as atoms [10,11]
or molecular hydrogen [12]. With the rapid development of
methods to generate cold samples of molecules [13–16] and the
extension of frequency combs to shorter wavelengths [17,18],
measurements of molecular ionization energies with sub-
MHz precision are becoming possible by Rydberg-state
spectroscopy.

The current limit of these new tools and methods are best
explored with alkali-metal atoms, because these atoms offer
distinct advantages for precision measurements of ionization
energies: their Rydberg states and first ionization energies can
be reached by single-photon UV excitation from the ground
state, i.e., in a range where modern frequency-metrology
tools can be fully exploited. Alkali-metal atoms can be easily
laser cooled to sub-mK temperatures so that Doppler and
transit-time broadenings become almost negligible. Finally,
the closed-shell nature of the ion core implies that Rydberg
series of alkali-metal atoms can be accurately treated as single
ionization channels with Rydberg’s formula [19] or Ritz’s
formula [20].

Some of these advantages have been exploited in previous
works: In 1979, Stoicheff and Weinberger [10] determined the
ionization energy of 85Rb with an uncertainty of 50 MHz by
two-photon spectroscopy. In 2011, Mack et al. [21] determined
the ionization energy of 87Rb to an accuracy of 300 kHz
by referencing the excitation laser to an optical frequency
comb [22]. In the case of the first ionization energy of 133Cs,
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the progress of the experimental accuracy is summarized in
Fig. 1. The most accurate determination so far by Weber and
Sansonetti [11] reached an accuracy of 5 MHz in 1987.

In this article we present a measurement of the first
ionization energy of 133Cs at an accuracy of 40 kHz based on
single-photon measurements of the Rydberg spectrum from
the 6s1/2 ground state using an ultracold Cs sample and a
frequency-comb-based calibration procedure.

I. EXPERIMENT

The experiments are performed using a sample of ultracold
133Cs atoms, released from a far-off-resonant optical dipole
trap (ODT) inside an ultrahigh-vacuum chamber. The small
size of typically ∼150 μm FWHM of the sample in the
ODT reduces the influence of electric-field gradients on the
measured transition frequencies. Typical samples contain 4 ×
105 atoms and have a translational temperature of 70 μK and
a peak density of 6 × 1010 cm−3. Details of the experimental
setup can be found in Refs. [27–29]. We describe here only the
aspects relevant for the measurements presented in this article.
The electric field is controlled by a set of eight electrodes in the
vacuum chamber, which allows the independent adjustment of
the field in all three spatial directions. Stray electric fields
are canceled by using a procedure based on the measurement
of the quadratic Stark effect of np3/2 Rydberg states [27].
The procedure is repeated regularly (at least daily) to ensure
that residual electric fields never exceed 1 mV/cm. Similarly,
stray magnetic fields are measured by radio-frequency (rf)
recordings of the F = 4 ← F = 3 transition in the 6s1/2

ground state of Cs and are reduced to below 2 mG by three
external pairs of coils [27].

The atoms in the ODT are first prepared in the upper
hyperfine component of the 6s1/2 ground state (F = 4) by
spatially selective optical pumping. They are then excited in a
single-photon transition to npJ (J = 1/2,3/2) Rydberg states.
A Cooper minimum in the photoexcitation cross section from
the 6s1/2 ground state of Cs to the np1/2 Rydberg states just
above the ionization threshold leads to a strong reduction of
the absorption cross section for these states at high values of
n [30]. We increase the power and the pulse length of the
excitation laser to compensate for this effect.

For n � 42, the Rydberg atoms are detected by switching
the electric potential at an additional electrode to a high value,
which field ionizes the Rydberg atoms and accelerates the
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FIG. 1. Previous measurements of the first ionization energy of
133Cs. Shown is the deviation of values reported in Refs. [23–26]
from the value determined in this work (last point on the right). Error
bars indicate the 1σ uncertainties given in the respective references.
Open symbols indicate that no uncertainty was given. For clarity
the regions marked with different shades of gray have been scaled
differently as indicated at the top of each region.

resulting ions toward a micro-channel-plate detector [27]. The
detector signal is recorded with a digital-storage oscilloscope.
The digitized trace is transferred to a computer and is analyzed
by a peak-finding algorithm to determine the number of
detected ions. At values of n lower than 42, field ionization
is not efficient in the same configuration of applied electric
potentials. We therefore introduce a delay of 100 μs between
excitation and the application of the pulsed potential. During
this delay, Rydberg atoms can spontaneously ionize and the re-
sulting ions are then extracted and detected as described above.
Possible ionization mechanisms include direct ionization by
black-body radiation or black-body-radiation-enhanced field
ionization [31], interaction-induced Penning ionization of
pairs of Rydberg atoms [29], and collisions between Rydberg
atoms and hot atoms from the background gas in the chamber.

A ring dye laser system (Coherent 899-21), pumped by a
frequency-doubled continuous-wave Nd:YVO4 laser (Quan-
tum finesse 532), and a frequency-doubling unit (Coherent
MBD 200) are used to produce frequency-tunable light for
the excitation into Rydberg states at wavelengths around 319
nm. The frequency of the ring dye laser is stabilized using
a two-step locking scheme. First, the frequency is stabilized
to an external reference cavity (Thorlabs SA200-5B). One of
the cavity mirrors is mounted onto a piezoelectric actuator
which allows tuning of the resonance frequency of the cavity.
The error signal for the stabilization is derived using the
Pound-Drever-Hall technique [32] by modulating only a small
part of the fundamental output of the ring laser with an
electro-optical modulator. An analog proportional-integral (PI)
controller feeds the error signal back to the electronic control
box of the ring laser, which was modified according to
Ref. [33]. The closed-loop bandwidth of this lock is ∼8 kHz.
Second, slow drifts of the length of the reference cavity are
observed by measuring the laser frequency with a wave meter
(HighFinesse WS-7). The measured frequency is stabilized

to a chosen set point by applying a variable voltage to the
piezoelectric actuator of the reference cavity. The closed-loop
bandwidth of this lock is ∼10 Hz. The frequency of the laser
is scanned in steps of typically 150 kHz by varying the lock
set point. While the absolute accuracy of the wave meter is
specified as 60 MHz (3σ ), the intrinsic Allan deviation of the
wave-meter measurements is typically around 300 kHz over
periods shorter than 1 min [34], which was confirmed by our
own measurements.

The absolute frequency of the excitation laser radiation is
determined by overlapping a small part of the fundamental
beam at ∼640 nm with light from a frequency comb (Menlo
Systems FC1500-250-WG) on a fast photodiode and counting
the frequency of the resulting beat note. The absolute accuracy
of the wave meter is sufficient to unambiguously determine
the mode number of the beating comb tooth. All frequencies
reported in this article were obtained by direct comparison
with the frequency of a Rb oscillator (Stanford Research
Systems FS725) having a stability of 1 × 10−11 over a
typical measurement time of 10 s and being disciplined
by a GPS receiver (Spectrum Instruments TM-4) with a
specified long-term stability of 1 × 10−12. The accuracy of
this clock yields directly the accuracy of the optical frequency
measurements [35]. The continuous UV light is chopped
into short pulses of 3–20 μs lengths using the negative first
diffraction order of an acousto-optic modulator (AOM) in
single-pass configuration. The rf signal driving the AOM is
derived from a stable quartz oscillator at 110.000(1) MHz.
Its frequency was repeatedly controlled by recording and
analyzing rf-leakage signals with an antenna and a fast-Fourier
transformation on a digital oscilloscope (LeCroy WaveRunner
604Zi, specified clock accuracy at time of measurement:
4 ppm).

II. LINE-SHAPE MODEL AND TRANSITION
FREQUENCIES

The experimentally observed linewidths are on the order
of 1.2 MHz (FWHM). Possible contributions to the widths
are the spontaneous decay of the Rydberg states, the Doppler
broadening of the transitions, inhomogeneous broadening
caused by residual electric fields, broadenings induced by
Rydberg-Rydberg interactions, the hyperfine splitting of the
Rydberg states, and the bandwidth of the excitation radiation.
The natural linewidths of transitions to np Rydberg states scale
with the principal quantum number n approximately as n−3 and
are less than 10 kHz for n � 27 [36]. Their contributions to
the experimental linewidths are thus negligible. The motion of
the atoms resulting from the finite temperature of the sample
causes a homogeneous Doppler broadening of the transitions
in the ultraviolet with an estimated FWHM of 600 kHz.

Because the polarizability of Rydberg states with nonzero
quantum defect scales as n7 [37], the inhomogeneous line
broadening resulting from electric-field gradients is most
severe at high n values. The same holds for inhomogeneous
broadenings by Van der Waals interactions between Rydberg
atoms, which scale as n11 [37] and with the Rydberg-atom
density ρ as ρ2. After reducing the number of excited Rydberg
atoms per shot to below 10 atoms, we observe an almost
constant linewidth in the range 27 � n � 74. A significant
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contribution from these two mechanisms to the observed
linewidth can thus be excluded.

The hyperfine interaction is a Fermi-contact-type interac-
tion and the coupling strength scales as n−3. In the case of Cs,
the nuclear spin (I = 7/2) and the magnetic-dipole hyperfine
coupling constants are large (e.g., A6s1/2 = 2.298 157 942 5
GHz) [38], leading, at our resolution, to significant hyperfine
splittings even for high Rydberg states [27]. Using experi-
mentally determined hyperfine splittings for selected np1/2

states from Ref. [26] and for np3/2 states from Ref. [27], the
hyperfine coupling constants Ahfs of the investigated Rydberg
states are predicted. For 27p1/2 the F = 3 to F = 4 interval
is 1.2 ± 0.1 MHz and for 27p3/2 the F = 3 to F = 5 interval
is 0.6 ± 0.1 MHz. The hyperfine structure must thus be taken
into account explicitly at least for lower values of n. Weighting
the different hyperfine transitions by their statistical factor of
(2F + 1) results in the following line-shape model:

g(ν) ∝
∑
F

(2F + 1) exp

(
− (ν − νF − ν0)2

2σ 2

)

(1)
νF = Ahfs

2
F (F + 1) − Ahfs

4
[F 2

< + F>(F> + 2)],

which includes all hyperfine components of a given transition.
In Eq. (1), Ahfs is the magnetic-dipole coupling constant, F<

(F>) is the smallest (largest) allowed value of the quantum
number F , ν0 is the center of gravity of the hyperfine structure,
and the residual width σ accounts for the finite bandwidth of
the excitation laser and the Doppler width of the transition.
The central frequency ν0 and the residual width σ are the only
free parameters of this model. The partially resolved hyperfine
structure of the 27p1/2 ← 6s1/2(F = 4) transition allows us to
confirm the validity of the line-shape model, see Fig. 2(a).
We therefore also employ this model to resonances with
unresolved hyperfine structures, see Fig. 2(b). For transitions
from the 6s1/2(F = 4) state to np3/2 states, we only consider
the optically accessible hyperfine components F = 3–5 in
the line-shape model. The hyperfine shift ν6s1/2(F=4) of the
F = 4 hyperfine component of the 6s1/2 ground state is taken
into account by adding ν6s1/2(F=4) = 4.021 776 4 GHz to the
observed transition frequencies.

To determine the precise transition frequency of an npj ←
6s1/2 resonance, we scan the laser frequency stepwise over the
resonance and perform typically 150 consecutive excitation-
detection cycles at each position. Without prior averaging, the
model of Eq. (1) is fitted to the raw data using a nonlinear
least-squares fitting algorithm. For several transitions, the
transition frequencies are determined up to five times in sep-
arate measurements. This procedure yields the most reliable
estimate of typically 60 kHz for the statistical uncertainty of the
determination of transition frequencies ν0. This corresponds
to approximately 1/20 of the typical experimental linewidth.
The wave numbers of all observed transitions are listed in
Table I. These values are in agreement with the respective
transition frequencies reported by Weber and Sansonetti [11]
within their stated uncertainties, but are more precise by about
two orders of magnitude. Because Weber and Sansonetti [11]
have already reviewed the agreement between their results and
other previous measurements, we refer the reader to their work

FIG. 2. (a) Spectrum of the 27p1/2 ← 6s1/2(F = 4) transition
with partially resolved hyperfine structure: (red lines) positions and
relative weights of hyperfine components, (dashed line) fit of the line
model of Eq. (1) to the raw data, (black points) binned raw data for
visualization (error bars show the standard error of the mean). (b)
Spectrum of the 42p1/2 ← 6s1/2(F = 4) transition with unresolved
hyperfine structure. Legend as in (a).

for a complete overview of measurements carried out before
1987.

III. SYSTEMATIC FREQUENCY SHIFTS

All measurements are performed with samples released
from an ODT. As indicated above, this approach reduces the
line shifts and inhomogeneous broadenings resulting from
electric-field gradients by confining the atoms to a small
volume. However, for technical reasons, the power of the laser
forming the ODT cannot be turned off completely but can only
be reduced to a minimum value of 0.30 W. The residual optical
potential leads to an ac Stark shift of the transition frequencies
to higher values. We characterize and measure this shift by
performing measurements at different ODT-laser powers and
extrapolating the shifts to zero ODT-laser power. The intensity
gradient in the ODT does not only shift the resonances but
also causes red-degraded line shapes which we model by an
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TABLE I. Wave numbers ν̃ (in cm−1) and fit residuals δfit (in kHz,
see Sec. IV) of all observed transitions to np1/2 and np3/2 Rydberg
states with respect to the center of gravity of the 6s1/2 ground state.
When a transition was measured several times we quote the mean
of all determined wave numbers and fit residuals weighted by the
statistical uncertainties of the fit of Eq. (1). The estimated standard
deviation of all line positions is 2 × 10−6 cm−1.

n ν̃p1/2 (cm−1) δfit (kHz) ν̃p3/2 (cm−1) δfit (kHz)

27 31 206.189 769 8 14 31 206.744 750 5 − 3
30 31 249.111 102 0 − 27 31 249.497 750 0 35
33 31 279.579 380 2 − 35 31 279.859 432 4 − 49
36 31 301.984 579 8 12 31 302.193 882 3 43
39 31 318.939 791 8 32 31 319.100 300 8 15
42 31 332.079 304 8 − 10 31 332.205 082 9 11
45 31 342.467 758 4 42 31 342.568 141 1 − 24
47 31 348.229 448 9 43 31 348.316 589 8 − 83
50 31 355.586 932 3 − 20
54 31 363.336 799 2 22
56 31 366.514 426 8 − 14 31 366.563 956 6 − 18
59 31 370.723 748 8 44 31 370.765 664 1 49
62 31 374.301 268 8 − 17 31 374.337 055 9 59
64 31 376.395 953 5 − 6 31 376.428 301 8 9
66 31 378.292 494 8 − 56 31 378.321 835 7 51
70 31 381.584 461 0 − 110 31 381.608 817 4 70
74 31 384.331 466 9 − 36 31 384.351 900 1 − 17

exponentially modified Gaussian line-shape function [39]

gs(ν) ∝ 1

τ
exp

(
σ 2

2τ 2
+ ν − ν0

τ

)
erfc

(
σ√
2τ

+ ν − ν0√
2σ

)
. (2)

In Eq. (2), ν0 and σ are the central frequency and width,
respectively, of the unperturbed Gaussian line profile and the
parameter τ describes the line asymmetry. An exemplary set of
measurements at 70p3/2 is presented in Fig. 3. The line-shape
parameters are fitted in a nonlinear least-squares fit to the
experimental spectral intensities and the intensity maxima are
extracted from the model. For an ODT-laser power of less
than ∼0.5 W, the extracted position of the intensity maximum
coincides with the central transition frequency obtained by the
fit of Eq. (1) to the spectral line shape within the statistical
uncertainty, justifying the use of Eq. (1) in the determination
of the transition frequencies (Sec. II). By linear extrapolation
of this peak position to zero ODT-laser power we determine
the shift �ODT of the transition frequency at the residual
ODT-laser power of 0.30 W. We repeated this characterization
measurement seven times during the data-taking period at
values of n in the range from 27 to 74 and did not observe
any systematic variation with n. For the residual ODT-laser
power, the ponderomotive shift of the Rydberg states and the
ac Stark shift of the ground state are estimated to be on the
order of 160 [40] and 320 [41] kHz, respectively. Both shifts are
independent of the principal quantum number n, in agreement
with our observations. The experimentally determined shift
of a transition at the residual ODT power of 0.30 W is
�ODT(0.30W) = 0.485(16) MHz, where the given uncertainty
is the statistical standard deviation of the seven independent
measurements. We subtract �ODT from all measured transition
frequencies.

FIG. 3. The ac Stark shift of the 70p3/2 ← 6s1/2 transition of Cs
measured in the ODT at different power levels of the ODT laser during
excitation. Experimentally determined peak positions are displayed
as full circles. The horizontal and vertical error bars indicate the
estimated standard deviation of the peak position and a 3% uncertainty
in the determination of the laser power, respectively. The full line
represents the fitted linear model. The upper and lower insets show
experimental spectra (black points) and a fit of Eq. (2) to the spectrum
(solid lines) for ODT-laser powers of 1.1 and 10.0 W, respectively.
All frequencies are given relative to the extrapolated zero-power peak
position.

The ac Stark shift induced by the excitation laser was found
to be negligible by varying the power of this laser while
maintaining the same number of excited Rydberg atoms by
either adapting the length of the excitation laser pulse or the
number of ground-state atoms. The positions of the Rydberg
levels are also shifted by the ac Stark effect induced by the
thermal radiation from the room-temperature environment.
However, the magnitude of this effect, measured to be about
2.4 kHz at T = 300 K [42], is negligible compared to the
uncertainties of our measurements.

Rydberg states of atoms in dense gases experience a pres-
sure shift resulting from collisions of the Rydberg electron with
ground-state atoms located within the electron orbit [43,44].
For a maximal ground-state-atom density of 1011 cm−3 and a
triplet s-wave scattering length of aT = −21.7a0 [29,45], we
estimate an upper limit for the pressure shift of −13 kHz at
high values of n. Reducing the ground-state-atom density by
a factor of 2 did not lead to observable shifts of the transition
frequencies at n = 74 and we thus neglect a possible pressure
shift.

Electric-field gradients and long-range Van der Waals
interactions lead not only to a line broadening, as discussed
above, but also to a shift of the observed line centers. Electric-
field gradients always lead to a shift of npj ← 6s1/2 transition
frequencies to lower values, whereas the interaction-induced
shift of np states is positive for n < 42 and negative for
n � 42 [46]. Although we did not observe systematic shifts
when varying the experimental parameters (e.g., the number
of Rydberg atoms), we cannot exclude line shifts up to
σryd = 20 kHz at the highest values of n.
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IV. IONIZATION ENERGY AND QUANTUM DEFECTS

The term values of the Rydberg levels of Cs are accurately
described by the extended Ritz formula [20]

ν̃n�j = 1

hc
EI − RCs

n∗2 = 1

hc
EI − RCs

[(n − δ�j (n)]2
, (3)

with

δ�j (n) = δ0,�j + δ2,�j

[n − δ�j (n)]2
+ δ4,�j

[n − δ�j (n)]4
+ · · · , (4)

where EI is the lowest ionization energy of Cs, RCs is
the reduced Rydberg constant of Cs, and δ�j (n) are the
energy-dependent quantum defects of the respective series.
Using the currently recommended values of fundamental
constants [47] and the Cs mass [48] we calculate RCs =
109 736.862 733 9(6) cm−1. We performed a global fit of
Eq. (3) to all observed transitions (weighted by their statistical
uncertainties) by truncating the expansion of the energy-
dependent quantum defects after the linear term:

δ�j (n) = δ0,�j + δ2,�j

(n − δ0,�j )2
. (5)

Note the replacement of δ�j (n) by δ0,�j in the denominator of
the δ2 term. As Drake and Swainson [49] discuss, this modified
expression allows a simultaneous fit of the quantum defects and
the ionization energy at the cost of a loss of physical meaning
for the expansion coefficients δk,�j . However, we verified that
an iterative fit of the quantum defects using Eq. (4) (restricted
in the expansion to δ0 and δ2) to the data leads to results
identical to the ones obtained by the global fit using Eq. (5)
within the experimental uncertainty. We also verified that the
inclusion of higher-order terms in Eq. (4) (i.e., δ4,�j , δ6,�j , ...)
does not reduce the residuals of the global fit.

The first ionization energy of Cs resulting from the fit is
EI/hc = 31 406.467 732 5(14) cm−1, where the quoted uncer-
tainty is found by adding σryd and the statistical uncertainties
of EI and �ODT in quadrature. This result is in agreement with
the ionization energy reported by Weber and Sansonetti [11]
[31 406.467 66(15) cm−1]; however, its uncertainty is reduced
by two orders of magnitude. The parameters of the expansion
of the quantum defect [Eq. (5)] are given in Table II. A direct
comparison with previously reported values is difficult because
of the different orders in the series expansion of the quantum
defects. However, we observe that the transition frequencies
predicted by combining our values for the ionization energy
with the quantum defects reported in Ref. [11] for the np1/2

series deviate from our experimental observations by up to
200 kHz for the lowest n (∼30), which is significantly more

TABLE II. Quantum-defect expansion coefficients for the np

series of Cs determined from a global fit to the observed transitions.
The uncertainties are the statistical standard deviations extracted from
the global fit.

np1/2 np3/2

δ0 3.591 587 1(3) 3.559 067 6(3)
δ2 0.362 73(16) 0.374 69(14)

FIG. 4. Fit residuals of the global fit based on Eqs. (3) and (5)
to the observed frequencies of the np3/2 ← 6s1/2 (black triangles)
and np1/2 ← 6s1/2 (red squares) transitions. The error bars give the
estimated standard deviations of the center frequencies resulting from
the fit of Eq. (1) to the raw data (see Sec. II).

than the residuals obtained with the quantum defects of Table II
(see Fig. 4).

All residuals δfit of the global fit (see Fig. 4) are below
10% of the experimental linewidth. The standard deviations of
the transition frequencies, extracted from the fits of Eq. (1) to
the raw data, seem to underestimate the true uncertainties by
roughly a factor of 2. They are nevertheless a good measure of
the quality of the fit, justifying their use as weights in the global
fit. The standardized fit residuals are almost symmetrically
distributed around zero, which indicates that the systematic
shifts discussed in Sec. III are small. The estimated statistical
uncertainties of the parameters obtained from the global fit
are dominated by correlations between the values of the
parameters. If we use the quantum defects obtained from
the global fit to calculate the ionization energy separately
from every observed transition using Eq. (3), we obtain an
estimate for the error of the average value which is about
2.5 × 10−7 cm−1, i.e., four times smaller than the uncertainty
of EI resulting from the global fit.

In a previous article [27] we reported frequency mea-
surements of interseries transitions (i.e., p3/2 → s1/2 and
p3/2 → d3/2,5/2) using millimeter-wave radiation. In Table III
we summarize the values of selected intervals for which
the transition frequency relative to the center of gravity of
the hyperfine-split resonances could be determined with an
absolute accuracy of 10 kHz. By combining these intervals,

TABLE III. Interseries intervals from Ref. [27] determined by
high-resolution millimeter-wave spectroscopy, and binding energies
of the final Rydberg state obtained as described in the text.

Transition f ← i Interval (MHz) tb
nf ,�f jf

(cm−1)

49s1/2 ← 45p3/2 287 476.992(10) −54.310 390 4
68s1/2 ← 59p3/2 265 898.688(10) −26.832 644 6
81s1/2 ← 67p3/2 261 818.142(10) −18.532 264 3
90s1/2 ← 72p3/2 257 008.756(10) −14.854 382 7
66d5/2 ← 59p3/2 255 306.920(10) −27.185 947 9
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TABLE IV. Quantum defects of the ns1/2 and nd5/2 series obtained
by combining data from Ref. [11] (for 11 � n � 31 and 9 � n � 36,
respectively) and our measurements (see text for details). The quoted
uncertainties are the estimated standard deviations from the fit.

ns1/2 nd5/2

δ0 4.049 353 2(4) 2.466 314 4(6)
δ2 0.239 1(5) 0.013 81(15)
δ4 0.06(10) −0.392(12)
δ6 11(7) −1.9(3)
δ8 −209(150)

the observed transition frequencies to the np3/2 states from
Table I, and the ionization energy determined above, we
obtain the binding energies tbn,�j = ν̃n�j − EI

hc
of several ns1/2

and nd5/2 Rydberg states listed in Table III. Binding energies
are less sensitive to absolute calibration errors than transition
frequencies and are best suited to combine measurements
from different sources. We extract the binding energies for the
transitions to the ns1/2 and nd5/2 series reported in Ref. [11] by
subtracting the ionization energy of the respective series from
the reported transition energies. Using these binding energies
and the binding energies of Table III with their respective
uncertainties (σ = 2 × 10−4 cm−1 for data from Ref. [11] and
σ = 2 × 10−6 cm−1 for our data), we determine the energy
dependence of the quantum defects [Eq. (4)] in a nonlinear
least-squares fit. To reach convergence of the fit residuals,
it was necessary to include higher-order terms up to δ8 in
the expansion. The values of the fitted parameters are listed
in Table IV. These parameters simultaneously reproduce our
data (Table III) within the experimental uncertainty and the
transition frequencies of Ref. [11] with a similar sum of
squared errors as the parameters reported in Ref. [11].

V. CONCLUSIONS AND OUTLOOK

We have presented an experiment in which the lowest
ionization energy of 133Cs was determined to be EI/hc =
31 406.467 732 5(14) cm−1 with a relative uncertainty of
5 × 10−11. The uncertainty is two orders of magnitude smaller
than the best previous result [11] and is limited by experimental
sources of error and to a lesser extent by correlations of the
parameters in the quantum-defect model of the Rydberg-atom
term values and the ionization energy. The experimental un-
certainties, especially those resulting from the laser bandwidth
and from the determination of the residual ac Stark shifts
of the atoms in the ODT, might be reduced by a factor of
at least 3 by using a UV laser with a narrower bandwidth
than the laser available for the present investigation, and by
performing the experiment with a small sample of atoms in
a completely field-free environment. The correlations of the
parameters in the global fit might be reduced by increasing

the number of fitted Rydberg series to include, e.g., ns1/2

and nd3/2,5/2, for which unfortunately no data of comparable
precision are available. Our analysis also resulted in improved
energy-dependent quantum defects for the ns1/2, np1/2, np3/2,
and nd5/2 series of Cs.

With the present results, we demonstrate that ionization en-
ergies can be determined with a precision of 1.4 × 10−6 cm−1

(42 kHz) by combining (ultra)cold atoms, frequency-comb-
based calibration and Rydberg-series extrapolation. Given the
improvement margins of the experiment, a precision on the
order of 10 kHz seems possible in the near future.

Cesium presents distinct advantages for a precise measure-
ment of ionization energies. It can be easily laser cooled to
sub-mK temperatures; its first ionization threshold is reachable
from the ground state with a single UV photon; its large mass
reduces the Doppler broadening; and the closed-shell nature of
the Cs+ ion core facilitates the Rydberg-series extrapolation.
It was therefore an ideal system for testing the precision
limits of the experiment. Unfortunately, Cs possesses too many
electrons to be an attractive system for accurate ab initio
quantum-chemical calculations in the near future.

On the basis of the results presented in this article we
anticipate that new methods of generating cold samples of few-
electron molecules [50,51] and advances toward extending
frequency combs to the far-UV range of the electromagnetic
spectrum [17,18] will soon permit measurements of few-
electron molecules with a similar accuracy. The most accurate
determination of the ionization energy in a molecular system,
H2, has an uncertainty of 12 MHz [52] and has stimulated
advances in the ab initio calculations of molecular energies
including adiabatic, nonadiabatic, relativistic, and quantum-
electrodynamics corrections [53–55]. Such calculations can
now reach an accuracy comparable to that of the experiments.
The uncertainty in the electron-proton mass ratio [currently
5.446 170 213 52(52) × 10−4, i.e., a fractional uncertainty of
9.5 × 10−11 [47]] imposes a fundamental limit of a few kHz
to the accuracy of theoretical determinations of the ionization
energy of H2 [12]. Precision spectroscopy of Rydberg states of
H2 in combination with Rydberg-series extrapolation has the
potential to be even more accurate.
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Cano, and J. Fortágh, Phys. Rev. A 83, 052515 (2011).
[22] T. Udem, J. Reichert, R. Holzwarth, and T. W. Hänsch, Phys.
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