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Positronium decay from n = 2 states in electric and magnetic fields
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We report measurements and the results of calculations demonstrating that the annihilation dynamics of
positronium (Ps) atoms can be controlled by Stark and Zeeman mixing of optically excited states. In the
experiments a trap-based pulsed positron beam was employed to generate a dilute Ps gas with a density of
∼107 cm−3 using a porous silica target. These atoms were excited via 1 3S1 → 2 3PJ transitions in parallel electric
and magnetic fields using a nanosecond pulsed dye laser, and Ps annihilation was measured using single-shot
lifetime spectroscopy. The composition of the excited n = 2 sublevels was controlled by varying the polarization
of the excitation laser radiation and the strength of the electric and magnetic fields in the excitation region. The
overall decay rates of the excited states can vary by a large amount, owing to the enormous differences between
the annihilation and florescence lifetimes of the accessible field-free states. The energy-level structure, spectral
intensities, and florescence and annihilation lifetimes in the presence of the fields were determined from the
eigenvalues and eigenvectors of the complete n = 2 Hamiltonian matrix in an |nS�JMJ 〉 basis. Using these data
as the input to a Monte Carlo model yielded calculated values which could be compared with experimentally
measured quantities; qualitative agreement with the measurements was found. Varying the electric field in the
presence of a weak parallel magnetic field provides control over the amount of level mixing that occurs, making
it possible to increase or decrease the Ps lifetime. Field-controlled Ps decay can be used as an ionization-free
detection method. Conversely, increasing the excited-state lifetime can potentially be exploited to optimize
multistep excitation processes using mixed intermediate states. This will be useful either in minimizing losses
through intermediate-state decay during excitation or by making it possible to separate excitation laser pulses
in time. In addition, the adiabatic extraction of appropriate eigenstates from the electric field in which they are
excited can, in principle, be used to prepare pure 2 3S1 atoms. The availability of atoms in these states produced
via single-photon excitation will facilitate high-resolution microwave spectroscopy of the Ps n = 2 fine structure.
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I. INTRODUCTION

Positronium (Ps) is a hydrogenic metastable electron-
positron bound state [1]. Ps has been studied experimentally
for decades [2] in a diverse range of areas [3,4], from probing
solid-state materials [5] to fundamental QED tests [6] and
searches for physics beyond the standard model [7]. Being
composed of a particle-antiparticle pair, Ps is intrinsically
metastable due to self-annihilation, but the decay rates are
low enough to ensure that Ps has a well defined atomic
structure. Although the coarse energy levels of Ps are those
of atomic hydrogen scaled by a factor of 1/2, strong spin-spin
interactions and virtual annihilation contributions give rise
to a Ps substructure that differs significantly from that of
hydrogen [8,9]. For example, the energy difference between
the singlet and triplet levels of the ground state in Ps is 203 GHz
[10], whereas the corresponding splitting in hydrogen is only
1.4 GHz [11].

While virtual annihilation processes affect the fine structure
of Ps energy levels, real annihilation events are an important
feature in many Ps experiments [12]. This process converts the
electron and positron into γ -ray photons [3], which can be used
to detect Ps atoms. Time-resolved annihilation measurements
can be implemented to perform spectroscopy of Ps (e.g.,
[13]) because the different energy levels can have significantly
different annihilation rates. For instance, the mean lifetimes of
the triplet, 1 3S1 (142 ns), and singlet, 1 1S0 (125 ps), ground
states differ by over three orders of magnitude. Consequently,
any mechanism that converts 1 3S1 atoms into 1 1S0 atoms will
be readily observable in annihilation lifetime spectra [14,15].

Ps annihilation requires overlap of the positron and electron
wave functions [16]. Since Ps is described by hydrogenic wave
functions, this overlap depends on the square of the radial
wave function at the origin and is zero for states with � > 0
[9]. Therefore, only higher order channels contribute to the
annihilation rate of all but S states. These channels are highly
suppressed [17], and in practice only the 1 1S0, 1 3S1, 2 1S0,
and 2 3S1 levels can self-annihilate; all other levels decay by
fluorescence to one of these before annihilating. The 2 1S0 and
2 3S1 levels are metastable (since their primary decay mode
is two-photon emission) with fluoresce occurring in �0.24 s
[18], much longer than their annihilation lifetimes (1 ns and
1.14 μs, respectively). Conversely, the 2 PJ levels fluoresce in
3.19 ns, but have annihilation lifetimes in excess of 100 μs
[17,19]. The annihilation and fluorescence lifetimes of n = 1
and n = 2 states in Ps are summarized in Table I. The inhibition
of annihilation for states with � > 0 and the diverse range
of fluorescence and annihilation rates is the basis for several
proposed methods to manipulate Ps lifetimes using various
laser fields [23–30].

Here we describe in detail recent experiments in which
the annihilation dynamics of excited Ps atoms are controlled
via combined Stark and Zeeman interactions [31]. Parallel
electric and magnetic fields and different photoexcitation laser
polarizations were used to control the admixture of states with
different orbital angular momentum and spin multiplicity in
the n = 2 manifold. When the fields were tuned to maximize
the amount of 2 1P1 character of the excited eigenstates, while
still maintaining efficient excitation from the 1 3S1 level, decay
to the 1 1S0 level could occur, leading to rapid annihilation.
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TABLE I. Annihilation (τann.) and fluorescence (τfl.) lifetimes for
the n = 1 and n = 2 states of Ps.

Level τann. (ns) Ref. τfl. (ns) Ref.

1 1S0 0.125 [20] N/A N/A
1 3S1 142 [21] �1016 [22]
2 1S0 1 [20] �243 100 000 [18]
2 3P0 100 000 [17] 3.19 [9]
2 3P1 �∞ [17] 3.19 [9]
2 1P1 3 330 000 [19] 3.19 [9]
2 3P2 384 000 [17] 3.19 [9]
2 3S1 1 136 [21] �243 100 000 [18]

Similarly, optical excitation to mixed states with 2 1S0

character may result in direct annihilation from the excited
state. Both of these mechanisms can be utilized for Ps
detection. On the other hand, increasing the proportion of
2 3S1 character in excited mixed states can extend their lifetime,
which can help optimize subsequent excitation to higher
energy levels, either by reducing losses via intermediate-state
decay or by facilitating excitation using time-separated
excitation laser pulses. In addition, if certain mixed states
with a significant 2 3S1 component are adiabatically extracted
from the electric field in which they are produced, ensembles
of pure 2 3S1 atoms may be produced in zero field following
single-photon excitation.

II. EXPERIMENTAL METHODS

A. Positron beam and positronium production

The experiments reported here involve the optical excitation
of Ps atoms generated following positron accumulation in a
Surko-type trap [32]. A detailed description of the apparatus
and methods used to achieve this have been given elsewhere
[33], and similar experimental arrangements have been
reported previously [34,35]. Pulses containing ∼105 positrons
are emitted from the trap every second and are time bunched
[36] to 4 ns duration [full width at half maximum (FWHM)].
The positrons are accelerated to 2.2 keV and implanted
into a porous silica film [37–39], from which Ps atoms are
subsequently emitted into vacuum with near-thermal energies
[35,40]. We use these Ps formation targets because they are
efficient, robust, and stable, requiring no special preparation
or maintenance after installation in the vacuum system. Once
created in the bulk material, Ps is emitted from the target in
a few nanoseconds [41], resulting in the creation of a dilute
Ps gas near the silica surface with an initial number density of
the order of 107 cm−3.

The porous silica target was mounted between two parallel
electrodes, as shown in Fig. 1(a). The positron beam passed
through a tungsten grid, in one of the electrodes, with a
geometrical transmission of approximately 70%. By applying
appropriate potentials to the grid and target electrodes [see
Fig. 1(b)], the electric field in the Ps excitation region could be
controlled without affecting the positron implantation energy.
For the experiments reported here this was fixed at 2.2 keV,
chosen to simultaneously optimize the Ps yield and energy
[41]. As a result the incident positron beam interacts with the
grid at different energies, depending on the desired electric

FIG. 1. (a) Schematic diagram of the Ps formation and laser
interaction region. The green cone emanating from the porous silica
represents Ps formed by implanting positrons into the film. (b) Calcul-
ated electric potentials in the target region, the legend indicates the
magnitude and direction of the electric field in the area between the
target and the grid indicated by the (blue) shaded region. The flight
time for Ps with a velocity of vz = 105 ms−1 is shown on the top axis.

field. When the potential applied to the grid is high, positron-
grid collisions result in positrons that become trapped in the
(untreated) bulk material, where they annihilate. However, at
lower impact energies positrons will be more likely to return
to the surface region, where Ps formation is possible [42].

Measurements of Ps formation in the porous silica target for
different electric fields exhibit an asymmetric dependence on
the direction of the field, owing to the grid-potential-dependent
Ps formation mechanism, shown in Fig. 2. These data indicate
the amount of Ps formed (quantified by f , defined in Sec. II B)
for different electric fields and for the corresponding grid
potential. Ps formation on the grid is suppressed at high
implantation energies since the diffusion length of positrons
in materials with many defects is low [43,44]. The Ps formed
on the grid does not interact with the laser and therefore does
not affect our Ps excitation measurements, as is demonstrated
in Sec. IV. We note that this effect can be minimized by
using finer grid material, through which > 90% transmission
is achievable.
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FIG. 2. (a) Measurements of f as a function of the electric field
in the interaction region. The measurements were performed for five
different target voltages (which define the positron pulse implantation
energy) and the field was modified by changing the voltage applied
to the grid [see Fig. 1(a)]). Panel (b) is as panel (a) but displayed as
a function of the applied grid voltage, showing that the increase in f

for high positive electric fields is due to grid-formed Ps alone. The
error bars are smaller than the symbols in both plots.

B. γ -ray detection

The number of γ -ray photons (N ) emitted by the self-
annihilation of a Ps atom is dictated by charge conjugation
invariance through the selection rule [45–47]

(−1)�+S = (−1)N . (1)

Here � and S are the orbital angular momentum and spin of
the Ps atom, respectively. According to Eq. (1), 1 1S0 (1 3S1)
atoms must decay into an even (odd) number of γ rays. For
free atoms, radiationless [48] and single-photon [49] decay are
suppressed by energy and momentum conservation require-
ments. Thus, two- and three-photon emission are the dominant
Ps decay modes. Self-annihilation of singlet ground-state Ps
will result in the emission two anticollinear 511-keV γ rays,
whereas triplet Ps atoms decay predominantly via the emission
of three photons of lower energy [21,50]. This distinction
is the principle reason for the large difference between the
decay rates of singlet and triplet Ps atoms [4]. Consequently,
either energy or time-resolved γ -ray spectroscopy can be
used to identify the production of triplet Ps atoms [2]. In
this work we use time-resolved measurements; in principle,
one could perform energy-resolved γ -ray spectroscopy with
intense positron pulses [51], but the efficacy of doing so has
not yet been demonstrated.
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FIG. 3. (a) Example of SSPALS lifetime spectra recorded with
the UV laser off resonance (continuous gray line) and on resonance
(continuous blue line). (b) Subtraction of background data from
signal. These spectra were recorded at a magnetic field of B = 130 G
and an electric field of F = 585 V/cm. Each set of data is the average
of 180 pulses. Shown as vertical red dashed lines are the positions of
the time windows A (−3 ns), B (35 ns), and C (600 ns).

Positron annihilation lifetime spectroscopy (PALS) is a
well-known technique in positron physics in which single
annihilation events are detected using fast γ -ray detectors
[52,53] to avoid detector pileup (e.g., [54]). In the experiments
we describe here, and more generally in the Ps optical
excitation work [6], many Ps atoms are created simultaneously,
which precludes using conventional PALS detection methods
unless the detector acceptances are severely restricted [55].

In order to utilize as many annihilation photons per pulse as
possible, we instead employ single-shot positron annihilation
lifetime spectroscopy (SSPALS) [56]. Here a fast detector
is coupled to an oscilloscope and V (t), the time-dependent
detector anode voltage, is measured directly. This signal is
proportional to the annihilation radiation flux, and the resulting
waveform constitutes a lifetime spectrum. Examples of such
spectra are shown in Fig. 3. In the present work on the order
of 106 γ rays result from each positron pulse, approximately
5% of which are subsequently detected in a time window
that is typically less than 10 ns wide. The detector used was
a lead tungstate (PbWO4) scintillator, optically coupled to
a photomultiplier tube [57]. The SSPALS time resolution is
determined primarily by the ∼12-ns scintillator decay time,
which is sufficient to study processes that occur on the ∼100 ns
time scale associated with the decay of 1 3S1 Ps atoms.

The SSPALS signal is parametrized by f , the fraction of
the lifetime spectrum in a selected time region where

f =
∫ C

B

V (t)dt

/∫ C

A

V (t)dt. (2)
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The time regions are selected depending on the experimental
parameters; here we wish to study laser-induced changes in Ps
lifetimes that occur on a short time scale relative to the typical
decay rate of the 1 3S1 ground state (1/142 ns = 7 MHz).
Accordingly, the time windows used were A = −3 ns,
B = 35 ns, and C = 600 ns (see Fig. 3). Note that while the
actual value of f depends on the choice of the time windows,
and is therefore arbitrary, for certain configurations it depends
almost linearly on the positronium formation fraction, as
discussed in Ref. [58].

We characterize laser-induced effects on Ps decay rates
using the parameter

Sγ = (fbk − fsig)/fbk, (3)

where fbk refers to background measurements with no lasers
present, and fsig refers to the signal when the laser is
on, as shown in Fig. 3. With the experimental parameters
described above, if Ps atoms are excited to 2 3PJ levels in
zero field, and subsequently return to the 1 3S1 level (either
via spontaneous or stimulated emission), we would measure
Sγ � 0, because the lifetime spectra are not significantly
altered by the small decrease in the total Ps decay rate.
However, if annihilation occurs as a result of excitation, either
following photoionization or, as we discuss in Sec. IV, through
magnetic quenching, then we would measure positive values
for Sγ . If atoms are excited to long-lived states, we would
observe negative Sγ values.

C. Laser excitation

Ps atoms are excited from the ground state to n = 2
levels via 1 3S1 → 2 3PJ transitions using ultraviolet (UV)
radiation from a pulsed laser system [33]. Radiation of wave-
length 243.01 nm was generated by frequency doubling the
486.02-nm output of a dye laser (operated with Coumarin 102
dye), which was pumped by the third harmonic (355 nm) of
a Q-switched Nd:YAG laser. Energies of up to 4 mJ/pulse
of UV radiation could be generated, with a duration of 6 ns
(FWHM) and a bandwidth of 85 GHz. Typical pulse energies
for the experiments we report were ∼0.5 mJ in a beam with
spatial dimensions of approximately 10 by 5 mm, resulting
in fluences sufficient to saturate the 1 3S1 → 2 3PJ transition.
For experiments in which photoionization was performed, a
second independent Nd:YAG laser (second harmonic, 532 nm)
and an infrared (IR) pulsed dye laser (729 nm) were used.

The natural 1 3S1 → 2 3PJ linewidth is ∼50 MHz, due
to the 3.19-ns 2 3PJ fluorescence lifetime. However, the Ps
atoms have mean speeds of the order of 105 m/s. As a result,
the observed transitions are Doppler broadened to widths of
∼500 GHz [35]. Therefore, the ∼20% spectral overlap of the
UV laser and the Doppler-broadened 1 3S1 → 2 3PJ transition
represents the limiting factor in the efficiency of excited-state
production.

In principle, it is possible for the UV laser to excite 1 3S1

atoms to n = 2 states with mixed singlet and triplet character
and then to drive transitions back to the 1 1S0 level. Such
transitions would result in a quenching signal that has not been
included in our analysis. However, due to the large separation
between the 1 3S1 and 1 1S0 levels (203 GHz [10]) and the
85-GHz laser bandwidth, the excitation of such a crossover

resonance (e.g., [59]) can happen only if the laser is tuned off
resonance and retroreflected into the excitation region, such
that UV radiation interacts with Ps atoms that have the correct
Doppler shifts [60]. For the experiments described here the
laser wavelength was set to the resonance frequency (or was
completely off resonance at 243.4 nm), and therefore such
processes can be neglected. This means that any quenching
events in which atoms were transferred to the 1 1S0 level from
the 1 3S1 level via the n = 2 manifold must have occurred via
spontaneous decay.

III. CALCULATIONS

To quantify the contributions of the electric and magnetic
fields in the experiments to the rates of Ps annihilation, the
combined Stark and Zeeman effects for states with n = 2
have been calculated. These calculations treated all singlet
and triplet terms, and their associated fine structure, and were
performed by determining the eigenvalues and eigenvectors
of the complete Hamiltonian matrix in an |nS�JMJ 〉 basis,
following the convention of Bethe and Salpeter [9]. Here n

is the principal quantum number, S is the total spin quantum
number of the electron-positron pair, � is the single particle or-
bital angular momentum quantum number, J = | �J | = |�� + �S|
is the total angular momentum quantum number, and MJ is
the projection of �J onto the z axis with which the applied
electric and magnetic fields are aligned. The approach used in
these calculations is similar to that implemented previously by
Curry [61] and Dermer and Weisheit [62].

In the n = 1 ground state of Ps, the energy interval between
the singlet and triplet terms is Ehfs(n = 1)/h = 203.3942 GHz
[63] (see Fig. 4). Because the magnitude of the spin-spin
interactions, which give rise to this energy splitting, depends
on the overlap of the electron and positron wave functions, for
values of n > 1 the energy splittings reduce, scaling with n−3

[64]. For n = 2, the energy intervals between the singlet and
triplet terms are indicated in Fig. 4. The fine-structure splittings
between each of the 2 3PJ levels are also indicated in this figure.

A. Calculation methods

In the presence of parallel electric and magnetic fields, the
Hamiltonian, Ĥ , for Ps atoms can be expressed in the form

Ĥ = Ĥ0 + ĤZ + ĤS, (4)

where Ĥ0 represents the unperturbed Hamiltonian including
the fine-structure contributions; ĤZ = −�μmag · �B is the Zee-
man Hamiltonian arising from the presence of a magnetic
field �B, where �μmag = �μe− + �μe+ is the combined magnetic
moment of the electron-positron pair; and ĤS = −e �F · �r is
the Stark Hamiltonian resulting from the interaction with an
external electric field �F , where e is the electron charge and �r
is the position vector.

To express Ĥ in matrix form for levels with n = 2, we
consider a 16 × 16 matrix in an |nS�JMJ 〉 basis. Because
of the comparatively weak fields used in the experiments
described here, only n = 2 levels need be considered in this
basis. The 16 basis states therefore represent the individual
MJ sublevels associated with each level in the upper part of
Fig. 4. In this basis, Ĥ0 is a diagonal matrix and the energies
of the diagonal elements are those in Fig. 4.
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FIG. 4. Ps energy-level diagram indicating the fine structure of
states with n = 1 and n = 2. The intervals between each level are
denoted by their relative frequency with respect to the energies given
by the Rydberg formula E(n) = −6.8 eV/n2.

For a magnetic field �B = (0,0,B) acting in the z direction,
the Zeeman Hamiltonian takes the form

ĤZ = geμBŝze− B − geμBŝze+ B, (5)

where ŝze− (ŝze+ ) is the projection operator of the electron
(positron) spin onto the z axis, ge is the electron (≡ positron)
spin g factor, and μB is the Bohr magneton. Because of the
equal masses of the electron and the positron, the magnetic
moment associated with the net orbital angular momentum in
Ps is zero. Therefore, the Zeeman interaction is independent
of �� [61]. The matrix corresponding to Eq. (5) contains
off-diagonal elements coupling sublevels with equal values
of � and MJ , and values of S that differ by ±1, i.e., the
magnetic-field couples singlet and triplet terms. The matrix
elements between sublevels |nS�JMJ 〉 and |nS ′�′J ′M ′

J 〉 can
be expressed as [62]

〈nS ′�′J ′M ′
J |ĤZ|nS�JMJ 〉

= μBB δ�′,�(−1)�+MJ [(−1)S+S ′ − 1]
√

3(2J ′ + 1)(2J + 1)

×
(

J ′ 1 J

−M ′
J 0 MJ

){
S ′ �′ J ′
J 1 S

}
, (6)

where δx,x ′ is the Dirac δ function, and the term in curved
(curly) brackets is a Wigner 3J (6J ) symbol.

In an electric field �F = (0,0,F ) aligned parallel to the
magnetic field, the Stark Hamiltonian contains off-diagonal
elements coupling sublevels with equal values of S and MJ

and values of � that differ by ±1. The matrix elements between
pairs of sublevels take the form [62]

〈nS ′�′J ′M ′
J |ĤS|nS�JMJ 〉

= eF δS ′,S(−1)S+1+M ′
J

√
�max(2J ′ + 1)(2J + 1)

×
(

J ′ 1 J

−M ′
J 0 MJ

){
S ′ �′ J ′
1 J �

}
〈n′�′|r|n�〉, (7)

where �max = max(�′,�) and 〈n′�′|r|n�〉 is a radial integral. For
n = 2 and |�′ − �| = 1, |〈n′�′|r|n�〉| = 3

√
3aPs, where aPs =

2a0 is the Ps Bohr radius.
Combining the Zeeman and Stark matrices with the diag-

onal zero-field matrix allows the n = 2 energy-level structure
to be determined in parallel fields of all magnitudes relevant to
the experiments described here. This is achieved by calculating
the set of eigenvalues, Ei , labeled with the index i, of the
complete Hamiltonian matrix for each field strength of interest.
Spectral intensities and decay rates can then be obtained
from the coefficients, Ci,j , of the corresponding eigenvec-
tors, where j is an index denoting each |nS�JMJ 〉 basis
state.

Under the electric dipole selection rules, optical transitions
from the 1 3S1 and 1 1S0 levels of the ground state to excited
n = 2 states occur only if �S = 0, �� = ±1 and �J = 0,±1
(0 � 0) [9]. In photoexcitation the values of MJ of the excited
sublevels can be controlled by adjusting the polarization of
the laser radiation with respect to the electric and magnetic
fields. For laser radiation propagating perpendicular to
both fields, as in the experiments, if it is linearly polarized
parallel to the axis defined by the fields (z axis), �MJ = 0
transitions will result [see, e.g., Fig. 5(a)], whereas if it is
linearly polarized perpendicular to this axis, �MJ = ±1
transitions will result [see, e.g., Fig. 5(b)]. The resulting
transitions between states |nS�JMJ 〉 and |n′S ′�′J ′M ′

J 〉
have transition dipole moments, Mn′S ′�′J ′M ′

J , nS�JMJ
,

-1 0 +1

-2 +2

-1 0 +1

0

-1 0 +1

0

-1 0 +1

1+01- 2+2-

MJ  = -1 0 +1
13S1

23P0

23P1

23P2

(a) (b)Δ MJ = 0 |Δ MJ | = 1

FIG. 5. Allowed electric dipole transitions from each 1 3S1 sub-
level of Ps to all 2 3PJ sublevels, for laser radiation linearly polarized
(a) parallel (�MJ = 0) and (b) perpendicular (|�MJ | = 1) to the
laboratory-fixed quantization axis.
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FIG. 6. Dependence of the relative energies of all n = 2 eigen-
states in Ps on electric-field strength (a) in the absence of a magnetic
field and (b) in a parallel magnetic field of B = 130 G. (c) An
expanded view of the regions enclosed by the dashed circles in (a)
and (b). The results of calculations performed for B = 0 G (dashed
red curves) and B = 130 G (continuous blue curves) are presented.

such that

Mn′S ′�′J ′M ′
J , nS�JMJ

= (−1)J−MJ

√
(2J + 1)(2J ′ + 1)

×
(

J 1 J ′
−MJ �MJ M ′

J

)

×
{

� J S ′
J ′ �′ 1

}
〈2�′|er|1s〉. (8)

B. Calculated n = 2 energy-level structure

A Stark energy-level diagram, calculated for the n = 2
states of Ps in electric fields up to 3 kV/cm when B = 0 G,
is displayed in Fig. 6(a). In fields below 1 kV/cm in this
figure, the S and P terms of each spin multiplicity exhibit
quadratic Stark energy shifts as they gradually mix with each

other. In higher fields, linear Stark shifts dominate when the
interaction with the electric field becomes greater than the
spin-spin and spin-orbit interactions. In all of the experiments
reported here a magnetic field, B = 130 G, was present at the
position of Ps photoexcitation (unless stated otherwise). The
effect of this magnetic field, which was oriented parallel to the
electric field, on the n = 2 Stark energy-level structure can be
seen in Fig. 6(b).

Comparing Figs. 6(a) and 6(b) shows that the weak
magnetic field of 130 G does not significantly affect the
overall Stark structure. However, there is one particular point
in the Stark map, indicated by the dashed circles in Figs. 6(a)
and 6(b), where the singlet-triplet mixing induced by the
magnetic field has a noticeable effect. In this electric field of
585 V/cm, the energy-level crossing between the outermost
2 1P1 sublevel with a positive Stark energy shift (i.e., that
for which MJ = 0) and the outermost 2 3P2 sublevel with a
negative Stark energy shift (also with MJ = 0) changes from
an exact crossing to an avoided crossing as a result of the
coupling between the sublevels induced by the magnetic field.
An expanded view of this region of the Stark map can be
seen in Fig. 6(c). When B = 130 G, at the avoided crossing
the wave functions of the two interacting sublevels contain
approximately equal amounts of 2 3P2 (MJ = 0) character
and 2 1P1 (MJ = 0) character [31]. These mixed states can
therefore be efficiently photoexcited from the 1 3S1 level, but
once populated have a high probability, ∼0.5, of decaying to
the 1 1S0 level, which can subsequently rapidly self-annihilate.
Consequently, strong singlet-triplet mixing of this kind in
combined electric and magnetic fields can be exploited to
transform a sample of triplet Ps atoms into short-lived singlet
atoms via photoexcitation to states with n = 2.

C. Excited-state decay rates

To obtain more detailed information on the rates of decay
of the excited n = 2 eigenstates in the presence of the
combined electric and magnetic fields, the fluorescence and
annihilation rates of Ps atoms initially prepared in the 1 3S1

level and subsequently photoexcited via electric dipole allowed
1 3S1 → 2 3PJ single-photon transitions have been calculated.
This was done by first determining the rates for fluorescence,
�fl, and direct annihilation, �ann, of each n = 2 sublevel in the
presence of the fields, using the data in Table I, together with
the coefficients of the eigenvectors, Ci,j , of the Hamiltonian
matrix, such that

�fl, i =
∑

j

C2
i,j �fl, j (9)

and

�ann, i =
∑

j

C2
i,j �ann, j . (10)

Following this procedure, the total lifetime, τtot,i , of each
eigenstate could be determined,

τtot,i = (�fl,i + �ann,i)
−1. (11)

These calculated excited-state lifetimes are displayed in
Figs. 7(a) and 7(b) for cases in which B = 0 G and B = 130 G,
respectively. From these data it can be seen in both cases that,
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FIG. 7. Dependence of the combined fluorescence and annihila-
tion lifetimes of the n = 2 eigenstates in Ps on electric-field strength
for (a) B = 0 G and (b) B = 130 G. The term symbols associated
with the field-free eigenstates are indicated on the left side of each
panel.

as the strength of the electric field increases, mixing of the S

and P terms leads to a reduction in the total lifetimes of the
Stark states that adiabatically evolve, from high to low electric
field, to the 2 3S1 level. The lifetimes of these states reduce
from 1 μs when F = 0 V/cm to <10 ns when F � 1 kV/cm.
On the other hand, the lifetime of the short-lived 2 1S0 level,
which decays predominantly by direct annihilation, increases
slightly with increasing electric field.

In the presence of an electric field, the lifetimes of the 2 P

states evolve in three ways: (1) The total lifetimes of the 2 3PJ

levels that mix with the 2 3S1 level increase; (2) levels which
remain unmixed in the field, i.e., those for which |MJ | = 2,
maintain their field-free 3.19-ns lifetime; and (3) the lifetimes
of the levels that mix with the 2 1S0 level [e.g., the 2 1P1 (MJ =
0)], are reduced, in this case from 3.19 ns when F = 0 V/cm
to ∼2 ns when F = 3 kV/cm.

The effect of singlet-triplet mixing, induced by the presence
of the magnetic field of B = 130 G, on the lifetimes of each
of the Stark eigenstates can be seen in Fig. 7(b). The principal

PPJ
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FIG. 8. The electric-field dependence of the total lifetimes (in
the range from 2.5 to 25 ns) of the n = 2 eigenstates accessible by
single-photon excitation from the 1 3S1 level when B = 130 G [as
in Fig. 7(b)]. The color scale represents the relative strength of the
electric dipole transitions for laser radiation linearly polarized (a)
parallel (�MJ = 0) and (b) perpendicular (|�MJ | = 1) to the z axis,
with which the electric and magnetic fields are aligned.

difference between this case and that in Fig. 7(a) is seen close
to F = 585 V/cm, the field at which the avoided crossing in
Fig. 6(c) occurs. In this field, the slightly reduced lifetime of the
2 1P1(MJ = 0) sublevel that arises when it mixes with the 2 1S0

level in the electric field, causes a subsequent reduction in the
lifetime of the 2 3P2(MJ = 0) sublevel with which it interacts
when the magnetic field is present. This indicates that, although
the primary effect of the magnetic field in this region of the
Stark map is to permit decay by fluorescence of states with
2 3PJ character to the short-lived 1 1S0 ground-state followed
by rapid self-annihilation, there is also a small contribution
from direct annihilation at n = 2.

In the experiments described here ensembles of Ps atoms,
initially in the 1 3S1 level, were excited via single-photon
transitions to n = 2 eigenstates with 3PJ character. As a result,
the excited-state lifetimes of importance are those of the states
which are accessible via this photoexcitation scheme. The
lifetimes of these states can be identified in Fig. 8. The electric-
field dependence of the lifetimes of the n = 2 eigenstates
included in this figure are identical to those in Fig. 7(b), while
the color scale represents the relative 1 3S1 → 2 3PJ transition
dipole moment to each state, calculated using Eq. (8). From
these data it can be seen that for �MJ = 0 transitions, driven
with laser radiation polarized parallel to the axis defined by the
electric and magnetic fields [Fig. 8(a)], a slight reduction in the
total lifetime of some of the accessible n = 2 eigenstates from
their field-free values of 3.19 ns occurs in an electric field
of 585 V/cm, as a result of mixing with states possessing
2 1S0 components. However, in higher fields, transitions to
longer-lived states with partial 2 3S1 character also play an
important role. For |�MJ | = 1 transitions, driven with laser
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FIG. 9. Spectral-intensity-weighted average n = 2 decay rates
when B = 130 G for photoexcitation via (a),(c) �MJ = 0 and (b),(d)
|�MJ | = 1 transitions from the 1 3S1 level. (a),(b) Total n = 2 decay
rates, �tot, (continuous black curve), and triplet fluorescence rate,
�fl(1 3S1), (dashed blue curve). (c),(d), fluorescence rate to the 1 1S0

level, �fl(1 1S0) (continuous red curve), and direct 2 1S0, �ann( 1S0)
(dashed green curve), and 2 3S1, �ann( 3S1) (dash-dotted magenta
curve) annihilation rates. The horizontal dashed lines in (c) and (d)
correspond to the 7 MHz annihilation rate of the 1 3S1 level.

radiation polarized perpendicular to the fields, only a very
slight change in the direct n = 2 decay rates occurs in weak
electric fields, while in strong fields the accessible sublevels to
which the strongest transitions occur do not exhibit lifetimes
significantly longer than those of the field-free levels.

The dependence of the total lifetimes of the n = 2 eigen-
states on the electric and magnetic fields displayed in Figs. 7
and 8 does not, however, provide a complete picture of Ps
annihilation in the experiments. The dominant contribution to
this results from spontaneous emission from excited states with
2 1P1 character to the 1 1S0 level, which rapidly self-annihilates.
To identify the role of this process and its significance when
compared to the other possible Ps decay pathways, spectral-
intensity-weighted average decay rates were determined for
each electric–field strength considered in the experiments.
These average decay rates, presented in Fig. 9, were calculated
by assuming an equal laser intensity across the frequency
range encompassed by the manifold of n = 2 levels in the
presence of the fields. Displayed in Figs. 9(a) and 9(b) are
weighted-average total decay rates calculated for each laser
polarization from the values of �fl, i and �ann, i [see Eqs. (9)
and (10)] and the squares of the corresponding transition dipole
moments, Mi,nS�JMJ

, where

Mi,nS�JMJ
=

∑
j

C2
i,j Mj, nS�JMJ

, (12)

and |nS�JMJ 〉 are the sublevels of the 1 3S1 ground state. By
comparison with the weighted-average values of the fluores-
cence rate to the 1 3S1 level, �fl(1 3S1), also included in these
figures, these data indicate that for both laser polarizations
the decay of the accessible excited states is dominated,
in all electric fields considered, by the contribution from

fluorescence via this decay pathway. However, as can be seen in
Figs. 9(c) and 9(d), for particular combinations of electric–field
strength and laser polarization, decay by fluorescence to the
1 1S0 is also of importance. This is particularly apparent in
a field of 585 V/cm [see Fig. 9(c)] and in fields exceeding
1 kV/cm when the laser polarization is selected to drive
�MJ = ±1 transitions.

D. Monte Carlo model of Ps annihilation

Although the results of the calculations presented in Fig. 9
account for the relative population of each n = 2 eigenstate
by considering the spectral intensities of the single-photon
transitions from the 1 3S1 level, they do not represent directly
the observable quantities in the experiments. The measured
values of Sγ [see Eq. (3)] are obtained by integrating the
γ -ray signal recorded following Ps annihilation in selected
time intervals. To calculate the expected values of Sγ arising
from the decay of Ps atoms after photoexcitation to n = 2
eigenstates in the combined electric and magnetic fields, a
Monte Carlo model was implemented in which each decay
pathway was included.

In this calculation initial ensembles of 2 × 105 Ps atoms in
the 1 3S1 level were generated at time t = 0. The characteristic
7-MHz annihilation rate, corresponding to the 142-ns self-
annihilation lifetime of the 1 3S1 level, was assigned to these
atoms. The probability of the self-annihilation of each atom in
the simulation was then assessed using Monte Carlo methods
in time intervals of 1 ns. Upon annihilation the corresponding
atoms were removed from the simulation. After a delay of
20 ns, to account for the emission of the Ps atoms from the
porous silica target and their flight to the position of laser
photoexcitation, half of the remaining atoms were defined
as being excited via the allowed electric dipole transitions
to the eigenstates possessing 2 3PJ character. This assumed
saturation of the photoexcitation process.

The decay pathways of the complete ensemble of atoms
were then tracked. Four decay pathways from the excited
states were considered: (1) decay by fluorescence to the 1 3S1

level, (2) decay by fluorescence to the 1 1S0 level, (3) slow
annihilation at n = 2 arising from mixing with the 2 3S1 level,
and (4) the more rapid annihilation arising from mixing with
the 2 1S0 level. In each time interval the possibility for each of
these processes occurring was assessed for the excited atoms.
If a particular atom was considered to annihilate directly, or
decay to the 1 1S0 level, where it would rapidly annihilate, it
was counted and removed from the simulation. On the other
hand, if an atom was considered to decay by fluorescence to
the 1 3S1 level it remained in the simulation but its annihilation
rate was reset to 7 MHz. For each annihilation event one γ

ray was considered to be registered by the detector so that
after calculating the evolution of the ensemble of atoms for
∼1 μs a simulated Ps decay curve (similar to those displayed
in Fig. 3) was obtained. In each electric field for which the
calculation was performed this simulated decay curve was then
integrated within the appropriate time windows and a value of
Sγ determined. Because the intense γ -ray signal, resulting
from Ps annihilation within the silica target at times close to
t = 0 in the experiments (see Fig. 3), was not accounted for
directly in the simulation, it was included as a constant, added

012506-8



POSITRONIUM DECAY FROM n = 2 STATES IN . . . PHYSICAL REVIEW A 93, 012506 (2016)

to the integrals associated with the early annihilation-time
windows when calculating Sγ . This constant was determined
by equating the calculated value of fbk with that determined
experimentally. In addition, the detector time response was
accounted for by convolution with a response function with
a time constant of 12 ns. This approach to calculating Sγ

permitted the link to be made between the experimentally
recorded data and the Ps annihilation rates.

IV. RESULTS AND DISCUSSION

A. Stark enhancement of magnetic quenching

The principal result of the present study is the controlled
mixing of short-lived and long-lived n = 2 levels of Ps using
magnetic and electric fields. Single-shot lifetime spectra, and
also f values, were recorded with the 1 3S1 → 2 3PJ excitation
laser on (λUV = 243.01 nm) and off (λUV = 243.40 nm)
resonance for different electric fields and laser polarizations.
The value of Sγ [see Eq. (3)] was determined for each electric
field, as shown in Fig. 10. All data were recorded in a constant
magnetic field of B = 130 G, unless otherwise specified.
Because Sγ is sensitive only to laser-induced changes in the
Ps lifetime spectra, it is not affected by the asymmetry in f

due to Ps formation on the grid (discussed in Sec. II A).
The structures observed in these data are in qualitative

agreement with the calculated effects of the Stark and Zeeman
interactions discussed in Sec. III. The general dependence of
the measured and calculated Sγ values on the electric field and
laser polarizations are similar, indicating that the underlying
physical processes are correctly interpreted. In particular, the
peaks at 585 V/cm are clearly due to the mixing between
singlet and triplet levels at the avoided crossing [see Fig. 4(c)].
Conversely, the negative Sγ values correspond to the increased

lifetime due to the 2 3S1 level mixing with the 2 3PJ levels. We
note that the positions of the Stark-tuned intensity maxima at
585 V/cm in the experimental data are not exactly symmetric,
with the negative-field peak shifted slightly. This may be due to
the presence of secondary electrons generated by the positron
pulse [65] or the production of photoelectrons by the UV
laser [66], which could distort the field in the interaction
region.

Since the calculated f values are scaled to match the mea-
sured values, the calculated Sγ amplitudes should also match;
the fact that they do not suggests that there are additional
mechanisms that have not been completely accounted for in
our simple Monte Carlo model. These may be related to optical
pumping processes that allow more efficient transfer of Ps
atoms into states that can annihilate.

As explained in Sec. II B, positive values of Sγ indicate an
increased annihilation rate induced by the laser. This occurs
when an excited mixed state can directly annihilate due to
an admixture of the 2 1S0 level, or the possibility to fluoresce
back to the singlet ground state. As these mechanisms are
fundamentally mediated by the Zeeman effect, we refer to them
generally as magnetic quenching. Magnetic quenching rates
may be substantially increased by additional Stark mixing.
In low magnetic fields (B � 100 G) this is achieved most
effectively when the 2 1P1(MJ = 0) sublevel mixes with the
2 3P2(MJ = 0) sublevel (see Fig. 7). The resulting atoms will
have some singlet character and can therefore decay to the
short-lived 1 1S0 level, effectively reducing the annihilation
lifetime. However, to optimize this process, it is not enough
to maximize the amount of 2 1P1(MJ = 0) character of the
excited state, as this would greatly decrease the probability of
optically exciting these states in the first place (since �S must
be 0 in an allowed electric dipole transition). Therefore, the

FIG. 10. Measurements of the delayed fraction (f ) of the annihilation signal with (red circles) and without (gray squares) the laser radiation
present as a function of the applied electric field, for laser radiation polarized linearly (a) parallel and (b) perpendicular to the z axis. The
corresponding values of Sγ are shown in (c) and (d), superposed with results of the Monte Carlo simulations (continuous blue lines).
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best way to enhance magnetic quenching using Stark mixing
is to employ fields that mix 2 1P1(MJ = 0) and 2 3P2(MJ = 0)
levels approximately evenly. In this way, the transition remains
strong and there is enough 2 1P1(MJ = 0) character to ensure
a high probability of fluorescence to the singlet ground
state.

In some cases longer-lived 2 3S1 components may be mixed
with the 2 3PJ states, leading to an increase in their lifetime.
By selecting the polarization of the laser radiation to be
parallel to the electric field (see Fig. 8), excitation to states
with a significant 2 3S1 component can be optimized. The
experimental data together with the results of the calculations
shown in Fig. 8 indicate that when the laser radiation is
polarized parallel to the magnetic field, the probability of
exciting states possessing 2 3S1 character is increased in high
electric fields, leading to negative values of Sγ .

B. Magnetic-field dependence

The reduction of Ps lifetimes due to singlet-triplet mixing
in magnetic fields has been observed many times in the ground
state [10,15,67] and also in excited states [14,35,68], but the
effects of electric fields on Ps level mixing have not been
observed before. In the ground state relatively large magnetic
fields must be applied (∼1 kG) to obtain significant mixing
between the singlet and the triplet levels. As the energy spacing
scales approximately with 1/n3 [8], the fields required at
n = 2 in Ps are considerably lower (∼100 G). Nevertheless,
the optimal fields for (n = 2) magnetic quenching with zero
applied electric field are somewhat higher than is sometimes
experimentally desirable.

In general, it is much more convenient to use a low magnetic
field and increase the quenching rate using electric fields than
it is to produce a 1-kG magnetic field. Moreover, electric fields
can more easily be pulsed on or off, which may be useful in
field-free spectroscopic studies (e.g., [31]). The application
of a 130-G magnetic field does not generate a large shift in
the energies of the n = 2 sublevels (see Fig. 6). However,
it does provide sufficient coupling between singlet and triplet
levels to facilitate increased magnetic quenching when electric
fields are applied. Figure 11 shows results from calculations of
the expected fluorescence rate to the short-lived ground state
when F = 0 V/cm, 585 V/cm, and 1.5 kV/cm for different
magnetic fields and laser polarizations. These decay rates are
indicative of the measured Sγ values. The calculations show
that, for |�MJ | = 1 transitions in magnetic fields below 1 kG,
the quenching efficiency is always higher in the presence of
an applied electric field.

Figure 12(a) shows measurements of electric-field-induced
annihilation performed in two different magnetic fields. An
interesting feature of these data is that when the magnetic
field is increased to 150 G, the magnitude of the signal is not
only scaled, but shifted towards positive values, eliminating
any negative signal in the high-electric-field regions. It can
also be seen from Fig. 12(b) that a similar effect is seen if
the laser power is increased. This supports the suggestion
that there may be optical pumping effects contributing to the
signal.

FIG. 11. Spectral-intensity-weighted average n = 2 fluorescence
rates to the short-lived 1 1S0 level as a function of magnetic field when
the excitation laser radiation is linearly polarized parallel (continuous
lines) and perpendicular (dashed lines) to the magnetic field and
F = 0 V/cm (red thick line), 585 V/cm (blue medium-thickness
line), and 1.5 kV/cm (green thin line). In the shaded region spanning
from 1 to 10 kG, the accuracy of the calculation is limited by Zeeman
energy shifts in the ground state.

FIG. 12. The electric-field dependence of Sγ for photoexcitation
via �MJ = 0 transitions for (a) B = 100 G and B = 150 G and the
laser pulse energy 800 μJ and (b) the laser pulse energy of 300 and
450 μJ when B = 130 G. In each case the cross-sectional area of the
laser beam was approximately 0.5 cm2.
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V. CONCLUSIONS

The use of electric and magnetic fields to control atomic
and molecular photoexcitation and decay pathways is well
established and has many useful applications (e.g., [69–71]).
We have shown that similar techniques may also be used
to control the annihilation dynamics in Ps atoms. There are
several areas where this is important: (1) in the optimization of
multiphoton excitation of highly excited states, (2) to increase
quenching rates for Ps detection, and (3) for the production of
long-lived 2 3S1 levels via single-photon excitation.

From the results presented here it is clear that in experiments
designed to prepare Rydberg-Stark states of Ps via a two-color
two-step optical excitation in combined electric and magnetic
fields, the evolution of the intermediate states should be taken
into account [72]. Moreover, insofar as there may be loss
mechanisms in the intermediate state (e.g., [73]), the increased
Ps lifetimes of some mixed states could be utilized to enhance
Rydberg Ps production.

If high Rydberg states [64] can be produced more effi-
ciently using these approaches, then many other experimental
areas may benefit, for example, electric-field control of the
translational motion of Ps [72] or Ps scattering measurements,
which are currently conducted using only ground-state atoms
(e.g., [74,75]). Controlled and slowed Ps beams may also
find application in the production of antihydrogen atoms
[76–79], in Ps Bose-Einstein condensates [80–83], Ps gravity
measurements [84,85], and in Ps spectroscopy and QED tests
[86–89].

In a weak magnetic field one could rapidly switch an
electric field to induce quenching. By switching the field
from F = 585 V/cm to F = 3 kV/cm the quenching signal
can be essentially turned on or off. Figure 13(a) shows
spectra encompassing the 1 3S1 → 2 3PJ transitions that were
measured in three different electric fields (F = 0, 585, and
3000 V/cm) with the UV laser radiation polarized linearly
parallel to the z axis. In the highest of these fields we expect no
quenching. Excitation of Ps atoms to 2 3PJ levels in fields that
do not facilitate any quenching does not typically lead to any
observable signal; 2 3PJ atoms generally do not annihilate (see
Table I), but as they will decay back to the 1 3S1 level in 3.19 ns
the net effect of excitation is a very small (∼1%) increase in
the total Ps lifetime. Under these conditions photoionization
of the 2 3PJ atoms can be used to generate a γ -ray signal
[as shown in Fig. 13(a), where controlled Stark mixing is
directly compared to photoionization]. The cross section for
this process is approximately 106 times lower than that of
the 1 3S1 → 2 3PJ excitation [9], and for typical experimental
conditions pulse energies of ∼10 mJ per pulse are required
[90]. These high energies may not always be acceptable, for
example in a cryogenic system, or if delicate Ps formation
targets are used (e.g., [91]).

Photoionization can always be made more efficient than
magnetic quenching (with or without Stark mixing) since
one can saturate the process. However, from a practical
point of view, it can be very convenient to optimize an
excitation process via magnetic quenching, independently of
any subsequent ionization process.

Efficient utilization of a photoionization signal requires
that the liberated positron rapidly annihilates, or is otherwise

FIG. 13. (a) Spectra encompassing the 1 3S1 → 2 3PJ transitions
in a range of electric fields. The data were recorded using laser
radiation polarized parallel to the electric field (�MJ = 0). For one
scan (UV + green) a 532-nm photoionization laser was also present
to directly compare magnetic quenching and ionization signals. The
noticeable Lamb dip [59] in both the ionization and the quenching
line shapes is attributed to UV radiation reflected from uncoated
vacuum windows. (b) The dependence of Sγ on the delay between
photoexcitation and photoionization. For each measurement the
photoionization laser was tuned to the ionizing threshold (729 nm).
The data analysis was performed using two sets of time windows,
Tearly and Tlate (see text for details).

detected. For some experiments long-lived Ps atoms might
be transported to a region in which this is not possible, for
example, if the electric field is zero, or if the positron is
physically distant from any solid object or detector when it
annihilates.

Figure 13(b) shows Ps photoionization data recorded in
low (F � 0 V/cm) and high (F = 2875 V/cm) electric fields.
The slightly negative values for the zero-field case occur
because the positrons are detected much later than f is
sensitive to, when defined by the usual early time windows
(Aearly = −4 ns,Bearly = 35 ns,Cearly = 600 ns). When time
windows appropriate for delayed events are used (Alate =
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−4 ns,Blate = 120 ns,Clate = 600 ns) the signal is restored
(see Sec. II B).

Relatively slow positrons are produced in this process,
corresponding to the initial Ps kinetic energy of ∼50 meV
(equivalent to speeds of approximately 107 cm/s), which is
divided equally between the electron and the positron. For
near-threshold ionization (using 729-nm radiation) the excess
energy given to the electron-positron pair from the photon is
negligible, whereas for 532-nm radiation this will amount to
300 meV per particle, along the direction of polarization of
the laser radiation. Similar techniques are, in fact, used for the
production of cold electron beams [92]. Since the UV laser
bandwidth (85 GHz) corresponds to less than 1 meV, similar
methods could be applied to the production of pulsed cold
positron beams, although such velocity selection would likely
be inefficient compared to existing trap-based methods [93].
Magnetic quenching would not act as a loss mechanism for any
such scheme provided an ionization laser of sufficient power
is employed.

Photoexcitation in the presence of electric fields F �
1 kV/cm permits single-photon access to the outer Stark
state that can be removed adiabatically from the field to
produce atoms in 2 3S1 levels. Previously, 2 3S1 atoms have
been produced by positron bombardment of untreated metal
surfaces [94–97], or by two-photon (1 3S1 → 2 3S1) excitation
[6,98]. The former method is very inefficient (typically less
than 0.1%), while the latter requires significant laser power.
It would therefore be considerably more convenient to use
a single-photon excitation scheme and then an appropriate
field configuration to extract pure 2 3S1 atoms. From the data
in Fig. 8(a) we estimate that ∼10% of atoms excited with
the UV laser radiation polarized parallel to an electric field of
∼3 kV/cm are in the Stark eigenstate that adiabatically evolves
to the 2 3S1 level in zero field. The availability of such atoms
will facilitate microwave spectroscopy of the Ps n = 2 fine
structure. Several such measurements have been conducted

previously [99–101], all of them using the small fraction of
collisionally produced 2 3S1 levels; the ability to optically
produce n = 2 states with high efficiency will make it possible
to revisit these measurements with greatly improved statistical
limits. Combining velocity selection following single-photon
excitation with trajectory mapping Doppler correction meth-
ods [102] could also provide enhanced precision.

Photoexcitation of Ps to n = 2 levels and manipulation of
Stark and Zeeman mixing to either enhance magnetic quench-
ing or increase the lifetime is, in both cases, incompatible
with Ps laser cooling [103]. Magnetic quenching represents a
severe loss mechanism, whereas increasing the fluorescence
lifetime reduces the cooling rate. Ps laser cooling could, in
principle, be accomplished in very low (�20 G) or very
high (�20 kG) magnetic fields since in these cases magnetic
quenching is suppressed [14,15]. However, these fields are not
particularly compatible with trap-based positron beams [32].
It is more common to use magnetic fields of ∼400–1000 G for
beam transport and confinement, in which magnetic quenching
effects are all but unavoidable if the electric fields are not
properly chosen. However, as is evident from Fig. 5, exciting
Ps atoms to sublevels with either MJ = +2 or MJ = −2
would not result in any singlet-triplet mixing, regardless of
the magnetic field. Therefore, using these transitions, laser
cooling would be possible for approximately 1/3 of the initial
ensemble using circularly polarized light.
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