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We derive a nonequilibrium finite-temperature kinetic theory for a binary mixture of two interacting atomic
Bose-Einstein condensates and use it to explore the degree of hydrodynamicity attainable in realistic experimental
geometries. Based on the standard separation-of-time-scales argument of kinetic theory, the dynamics of the
condensates of the multicomponent system are shown to be described by dissipative Gross-Pitaevskii equations
self-consistently coupled to corresponding quantum Boltzmann equations for the noncondensate atoms: On
top of the usual mean-field contributions, our scheme identifies a total of eight distinct collisional processes,
whose dynamical interplay is expected to be responsible for the system’s equilibration. In order to provide their
first characterization, we perform a detailed numerical analysis of the role of trap frequency and geometry on
collisional rates for experimentally accessible mixtures of Rb-*'K and ¥Rb-®Rb, discussing the extent to
which the system may approach the hydrodynamic regime with regard to some of those processes as a guide for
future experimental investigations of ultracold Bose gas mixtures.
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I. INTRODUCTION

The possibility of unprecedented control over experimental
parameters in ultracold atom experiments, such as the statis-
tics, interactions, and dimensionality of trapped gases [1-4],
offers an opportunity to elucidate novel many-body quantum
effects. At the level of a single-component Bose gas, the study
of the Bose-Einstein condensate (BEC) has already bifurcated
into a plethora of directions. Opportunities now exist to inves-
tigate a broad spectrum of problems, including mimicking the
behavior of atoms in solids using sophisticated optical manip-
ulations [5-7], as well as applications to quantum information
and computation [§—10]. Experimental advances have also
led to the controlled generation of multicomponent [11-23]
and spinor [24-30] condensates, with the dynamical interplay
between different components leading to even richer physics,
including, for example, phase separation [31-33] and spin-
domain formation [25,29]. Recently, condensates have also
been used to simulate gauge theories, which has attracted
intense experimental and theoretical focus due to the strong
analogies with condensed-matter systems [34,35]. The behav-
ior of Bose gas mixtures is also related to the study of doubly
superfluid Bose-Fermi mixtures in the BEC regime [36], where
the Fermi gas forms a molecular condensate.

For the single-component condensates, an understanding of
the dynamics of Bose-condensed systems often relies on the
Gross-Pitaevskii equation, which naturally encompasses the
wavelike behavior of the weakly interacting gas, valid deep
within the ultracold regime. However, to gain insight into the
dynamics of the gas over a broader range of temperatures,
one must explicitly consider the behavior of the normal
component of the system, which leads to a rich nonequilibrium
behavior. Numerous approaches have been devised to describe
the condensate dynamics in the presence of a thermal cloud
(see, e.g., the reviews [37-42]), each with its own merits
and drawbacks. Classical-field methods [41-46] cumulatively
describe the highly occupied low-lying “classical” modes of
the gas, relying on the ergodic relaxation of a nonequilibrium
initial state (to a Rayleigh-Jeans distribution); appropriately
sampled quantum noise could also be added in the initial

1050-2947/2015/92(6)/063607(26)

063607-1

PACS number(s): 03.75.Mn, 67.85.—d

states to mimic quantum fluctuations (an approach referred to
as “truncated Wigner”) [47,48]. Explicitly adding a stochastic
coupling to a heat bath, representing the set of high-lying
modes largely unaffected by the condensate, one can also
introduce fluctuating dynamics into the system [49-53]; this
is expected to be mostly relevant for studying equilibrium
fluctuations [54-59] and quenched dynamics [52,60-63].
While such approaches are suited for describing the critical
region, they only describe dynamics up to a (fixed energy or
momentum) cutoff [41] and cannot therefore account for any
perturbations of the high-lying, thermal, modes.

Contrary to such approaches, the dynamics of thermal
modes can be accurately handled by an alternative pertur-
bative method, following the usual route of kinetic theory,
which describes the coupled condensate and thermal cloud
dynamics, based on a separation-of-time-scales argument [64—
73]; while this method relies on symmetry breaking [74],
and thus fails to account for the critical fluctuation region,
it is particularly suited to studying damping of collective
modes and macroscopic excitations, which it has done
very successfully [75-81]. Despite its inherent limitation
in requiring the assumption of a nonzero condensate mean
field (which can, however, be negligibly small), this method
(referred to by many as the “Zaremba-Nikuni-Griffin,” or
ZNG method [67]) has nonetheless been found to perform
very well even on the issue of condensate number growth
following a sudden truncation in the thermal distribution [82]
or on surface evaporative cooling [83], complementing studies
based on other approaches which do not, themselves, require
a symmetry-broken condensate mean-field potential when
initiating the numerical simulations [49,61,84-87].

A somewhat similar kinetic approach, which is explicitly
number conserving and does not invoke symmetry break-
ing [88], has also been successfully implemented for describ-
ing system dynamics [89,90].

In the context of multicomponent condensates, which
have been extensively studied with coupled Gross-Pitaevskii
equations (GPEs) [31-33,91-99] or their dissipative general-
izations [100-102], their finite-temperature dynamics remains
a partly open problem. Approaches considered to date include
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classical field [103], truncated Wigner [104-106], coupled
stochastic projected GPEs [107-110], or number conserv-
ing [111]. However, the detailed dynamics far from the critical
region are expected to be better described by a model that fully
accounts for all condensate and thermal cloud dynamics. This
is particularly important since, parallel to the internal relax-
ation within each system, the two dynamical thermal clouds
will also need to equilibrate together, thus creating a rather
involved competition of collisional processes, with distinct
time scales. While the promising number-conserving method
of Ref. [111] has not yet been advanced to the self-consistent
dynamical level, all other methods (classical field, truncated
Wigner, and stochastic GPEs) feature a cutoff and thus ignore
the coupling of the high-lying thermal modes within and
across the two systems. Although such an approximation
may be adequate for certain nonequilibrium features (e.g.,
defect formation following a quench [60], persistent current
decay [112]), it is nonetheless known to fail, at least formally,
in some cases. A typical example of this is the Kohn mode of
oscillation set up by a harmonic trap displacement which is
not reproduced by such models [113]. Variants of the kinetic
model described here, whose single-component limit does
not suffer from such a problem [40], have been put forward
in [114-116]. As explained in more detail within the present
paper, the latter work [116] undertaken by the present authors
was specifically designed in order to introduce the collisional
terms not explicitly dealt with in previous kinetic approaches
in a way which facilitates its numerical implementation.

The aim of this work is twofold. (i) First, we provide a
detailed derivation (Secs. II-IV) of our previously proposed
multicomponent kinetic scheme [116], which includes both
condensate and thermal cloud dynamics and all their cross-
collisional terms. (ii) Moreover, we show how numerical ap-
plication of our scheme to near-equilibrium situations (Sec. V)
can be used to map out regimes of near-hydrodynamic behavior
in accessible experimental mixtures, clearly highlighting the
extent to which the relevant degree of “hydrodynamicity” with
respect to different collisional processes can be controlled. For
completeness, we also briefly describe hydrodynamic multi-
component equations (Sec. VI) and summarize the relevance of
our work in the context of existing multicomponent treatments
(Sec. VII). The derivations presented in the main text are also
supplemented by five more-technical appendixes.

II. COUPLED DYNAMICAL EQUATIONS

The starting point for our derivation will be the general
Hamiltonian describing an interacting bosonic binary system,
with the two components labeled a and b, respectively. The
Hamiltonian describing the binary system is written in second-
quantized form as

/dr Z\y[

and the two-body interactions are given by
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where ¥ = 7 j(r) is the bosonic annihilation operator for
an atom of species j, which obey the usual commutation
relationships for bosons,

[0,/ ()] = 88 — 1), 3)

[F;(0), ()] = [F]m), ¥ @) = o0. &)

The s-wave collisions between atoms in different components
are encompassed by gi; = 2mwh*ay;/my;, where a;; defines
the scattering length between atoms in components j and
k and mk_j1 = m;l + m,:l defines the reduced mass. The
underlying single-particle Hamiltonian appearing in Eq. (1)
can, in general, contain external potentials, coherent couplings,
and the effective trapping and kinetic energies of the atoms.
Here V;(r) denotes the trapping potential for atoms of species
J and can be of any form.

In the language of symmetry breaking the condensed and
noncondensed degrees of freedom are separated by means of
the Beliaev decomposition,

P;(r) = ¢;(r) + §;(x). (5)

The condensate of component j is described by the classical
field ¢;(r) = (V¥ (r)), while the noncondensate for component
j is encapsulated by the fluctuation operator § ;(r), whose

symmetry-breaking average is taken as zero [117],1.e., (3?)) =
0. Using the equations of motion for the Bose field operators
obtained from the Heisenberg picture and taking averages with
respect to a broken-symmetry nonequilibrium ensemble, one
obtains the equation of motion for component j (for j € {a,b})
of the condensate field ¢; = ¢;(r,?) in the form [38,71,74]

a0

a . V2+U]i|¢j+gjj( >¢ +<‘§SA)]

J

+ g (818, n + (5897 + (518,801 (6)

Here we have defined an effective potential for the component
J condensate to encompass, in addition to the trap potential,
the mean fields of both condensate and thermal clouds of both
components, via

Ul(r,t) = Vi(r) + g;j(ne.; +2i;) + gij(nex +ix), (7
where n. ; = |¢ j|2 is the condensate density for component
J,and ii; =7iij; = (S}L.Sj) is the (diagonal) noncondensate
density; we also introduce the off-diagonal noncondensate
density 7iy; = (3;8;() valid for j # k. The total density of

component j is defined by
1612 + (815)). ®)

Equation (6) can then be written in the simpler form

nj=ncj+n;=

09, L J Ji ki 4 Rk
ih—=|—-z—V"+ U/ —i(R7 + RY +RY) |¢;, (9)
ot 2m;

where the important source terms R/, R and R¥ account
for atomic transport between the condensate and nonconden-
sate for the two components of the gas and are defined in
terms of triplet and pair anomalous averages of the fluctuation

operators SET) as follows.
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(i) Rii=—igj; (S;Sjgj)/(f)j describes the intracomponent
scattering of condensate and noncondensate atoms, as in the
usual single-component kinetic equations [38,67,71,82];

(i) R =_l.gkj<(§z(§k(§j> /®; describes scattering between
different components;

(iii) RM=—igi;(5]8,)¢x/¢; differs qualitatively from the
first two (see later) and accounts for an important “conden-
sate collisional exchange” process not explicitly included in
previous treatments.

Within the so-called “Popov approximation” (see
Ref. [74]), pair anomalous terms appearing as (3 j $ ;) (diagonal)
and (8,8 ;) (off-diagonal) in Eq. (6) are dropped (this is justified
on energy-conservation considerations; see Appendix B for a
discussion of their physical meaning).

The corresponding dynamics of the noncondensate atoms
are encapsulated by coupled quantum Boltzmann equations
for each component of the gas. Adopting the notational
shorthand f#/(r,p,t) = f/ for the distribution function, the
kinetic equation for component j is written as

a .. 1 , ) .
&f]'Fm—jP'Vrfj—fo]'VrU,f

= (Cl3 + ) + €y + (33 + C3h).- (10)
Equation (10) defines the quantum Boltzmann equation for
component j of the binary system, where each of the collision
integrals on the right-hand side describe qualitatively distinct
scattering processes occurring within the multicomponent
partially condensed bosonic mixture. The noncondensate

density associated with component j is given by

ﬁj(l’,[) = /

A schematic representation of all arising collisional processes
for the binary mixture is shown in Fig. 1. Equations (9) and (10)
represent a closed system of equations, with the three source

dp
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terms of Eq. (9) related to the collision integrals in Eq. (10)
via the relationships

L h dp .

R/ (r,t) = c, 12
1) 2nc,jf Qrhy 12 (122)
i dp kj

RN (r,t) = /| 12b
0 =5, ] Ganpr (125)
i dp kj

RN (r,t) = — Y. 12
(r,1) ch’j (27_[5)3 12 (12¢)

In this work we first detail the derivation of the above
equations, which is similar in spirit to the established method-
ology [38,40,67] and subsequently use them to analyze the
relative importance of the emerging collisional processes
and the degree of hydrodynamicity of typical experimental
configurations.

III. KINETIC FORMALISM

In order to correctly account for all of the relevant scattering
channels among atoms in the binary mixture, a careful
microscopic analysis is required. Pioneering work [64-66]
demonstrated how quantum kinetic theory could be used to
understand the dynamics of the noncondensate.

A. Separation of time scales: Identification of slowly varying
“master” variables

Trapped atoms within the gas are treated as undergoing
motion within the trapping potential, which is occasionally
interrupted by the s-wave collisions between particles. As
such, two important collision time scales emerge: the duration
of a single collision event between a pair of particles,
which is defined as 79 = a;j/v, where v is the average
velocity of the particles during the collision event; and the
time between collisions 7. = 1/ (na,fiv), where n denotes the
particle density [68]. As the kinetic and interaction energies
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FIG. 1. (Color online) Schematic representation of the various scattering processes for the binary system. (Left) The binary system
along with all possible transport pathways. Each component is composed of a condensate (below the dashed line) and a collection of
noncondensate modes (above the dashed line), cumulatively comprising the thermal cloud. Both collisional processes (denoted by C and C)
and condensate-condensate scattering events that contribute to the mean-field potential, U., seen by each condensate are clearly highlighted.
(Right) Schematic representation of the coupled equations for the condensates [Eq. (9)] (bottom) and the thermal clouds [Eq. (10)] (top) are
shown for component a; each diagram represents a momentum and energy-conserving collision between condensate a (b) atoms, shown as
solid blue (open red) squares, while thermal a (b) atoms are depicted as solid blue (open red) circles.
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of the particles are typically small, the dynamics of the gas
are encapsulated by a separation of time scales that satisfies
79 K T, implying that for weak interactions, we can apply
an effective perturbative treatment, which is fully equivalent
to the adiabatic elimination of anomalous averages used in
Refs. [71-73,118].

Such an action requires the explicit identification of a few
slowly varying “master” variables. This task should not be
taken lightly, as it is the key step determining the final form of
the equations. By identifying the slowly varying variables,
one effectively characterizes the mean-field potentials of
relevance in the system (or vice versa), thus also fixing the
form of the unperturbed Hamiltonian. The latter essentially
fixes the “basis” in which the equations are formulated, i.e.,
whether one deals with bare harmonic oscillator states (as, e.g.,
in [68,69,73]), dressed Hartree-Fock states (as most commonly
the case [67]), or even in quasiparticle basis (more challenging,
but see also [119,120]). Clearly, all above are interrelated,
and the importance is to be consistent within a particular
treatment. In any finite-temperature system, we expect to have
non-negligible components of both the condensate and the
thermal cloud of the system: This already defines the two
slowly varying quantities as |¢ j|2 and 7i;.

The important question is whether other quantities should
also be considered as slowly varying; in this context we
should consider the following quantities appearing explicitly
in Eq. (6):

(i) off-diagonal normal pair averages (Sﬁgk) (j #k)

(i) anomalous pair averages of the form (3 jSk) (for both
J=kand j # k)

(iii) anomalous triplet averages of the form (SZS 8.

Reflecting on our knowledge of the single-component
case [67], we note that, as pointed out in [71], the main
condensate kinetics, i.e., its particle exchange with the thermal
cloud should come through the latter term. Pair anomalous
averages could also be included into the treatment through
additional self-consistently coupled equations of motion, as
done, for example, within the context of a bare particle
basis formulation in [68,69,73]. Their role is discussed in
Appendix B, which shows why such terms can, to lowest
order, be neglected due to violating energy conservation.

HQZ/dl'
ﬁl =/dr
J k#j
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More generally, their inclusion would describe many-body
effects [72,121], which are, however, not expected to be
significant in weakly interacting atomic condensates. Based
on this, we are thus justified in only including such terms
in the perturbing Hamiltonian, or even dropping such terms
altogether from our formalism (the so-called Popov approxi-
mation [74]).

This leaves us with the off-diagonal normal pair averages
of the form (Sj.gk). In general, these could be thought of
as describing coherences between the two physical systems
and could be treated on equal footing to condensate and
excited-state populations [111,115]. However, in the absence
of any external coupling, one would expect such terms to
evolve on the more rapid collisional time scale and thus be
suitable candidates for adiabatic elimination. The fact that they
give rise to the highly intuitive, but never yet numerically char-
acterized, “condensate exchange collisional process” confirms
a posteriori that such treatment was indeed justified.

Having made such an explicit identification, we can
now proceed with the perturbative treatment, or adiabatic
elimination, of all rapidly varying off-diagonal normal and
anomalous averages.

B. Identification of a perturbing Hamiltonian

To continue, we should now explicitly partition the system
Hamiltonian given by Eq. (1) as

H = Ayr + (H — Avr) = Avr + H', (13)

where A’ defines the perturbation and FIMF is the quadratic
mean-field (unperturbed) Hamiltonian containing only the
identified slowly varying quantities (condensate mean-field
and diagonal noncondensate densities). To proceed, we
consider the usual separation of the full quartic system
Hamiltonian into terms identified by a label indicating the
number of noncondensate operators appearing in each, i.e.,
from H, to FI4 (see, e.g., Refs. [38,122]). This takes the form

H=H0+1:11+1:12+ﬁ3+1:14, (14)

where upon defining ﬁo = —(FLZ/ZmJ-)V2 + V;(r) as the
single-particle contribution from Eq. (1), one obtains

(15a)

(15b)

) + > i [10128[8k + 07 ep b + ¢Tndl8; +He] t. (150)
k#j

(15d)

(15¢)
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We wish to work with a reduced unperturbed Hamiltonian which is (at most) quadratic, and so we perform conventional (but
not exact) mean-field approximations [73,122] to only include the leading part from the beyond-quadratic Hamiltonian into the
unperturbed Hamiltonian. Our perturbative treatment of the multicomponent gas is motivated by Wick’s theorem [123]. We apply
mean-field approximations to Hs and Hy above in order to reduce these terms to quadratic form. These are defined as

valid forboth j = kand j # k. The reason we like to work with
an approximate quadratic Hamiltonian is because this is, at
least in principle, diagonalizable by a Bogoliubov transforma-
tion to quasiparticle basis. In what follows, we do not, however,
consider the dressing of particles to quasiparticles, but choose
to work instead with dressed single-particle modes in the
Hartree-Fock limit [67]. Hence, our unperturbed mean-field
Hamiltonian defining the energy basis of the system ultimately
takes the form [38,73]

Awvie ~ (Ho+ 8Ho) + () + 8 ) + (A + 8 Hy %) (17)

Here the shifts (o8 H;) that appear in each bracket are found
by applying the mean-field approximations of Egs. (16a)
and (16b) to Hs and Hj. The first term in each of the brackets
in Eq. (17) describes a contribution from Eq. (2) above with
the subscript indicating the number of fluctuation operators
appearing within the operator H; [see Eq. (15a)—(15¢)], while
the second term § H; arises from mean-field approximations,
reducing products of three or more fluctuation operators to
quadratic form. The “diag” superscript appearing in the final
terms refer to diagonal contributions with equal component
indices.

The definition of the mean-field Hamiltonian [Eq. (17)]
along with Egs. (15a)—(15e) and (16a) and (16b) then allow
us to write down the form of the perturbing Hamiltonian, a
detailed account of which is given in Appendix A.

C. Perturbative description of condensate and thermal clouds

The chosen perturbing Hamiltonian I:Ii/ (t) [see Appendix A,
Eqgs. (A4a)-(A4d)] will allow us to construct our multicom-
ponent kinetic theory. It is straightforward to check that the
definitions of ﬁi’(t) along with our choice of mean-field
Hamiltonian of Eq. (17) recovers the Schrodinger equation
given by Eq. (6),

90 ; N PN
ih% = ([¥;, Aurl) + (1Y, H' )]). (18)

Indeed, it can be seen that the first term on the right-hand
side of Eq. (18) generates the condensate potential, mean-
field potentials and anomalous pair averages which go into the
definition of U/, while the second yields the two triplet terms,
in agreement with Eq. (6).

To describe the dynamical evolution of the noncondensed
degrees of freedom, we define the multicomponent single-

8181)8 + (88,8 (16a)
81611818, + (8! 8 V818, + (516,)816: + (861185,
8,)(818c) + (8184)(818)) + (81611 (18,1, (16b)

particle Wigner operator as [114,115]
= / dr/e"l"r’/ﬁéj(r +1/2,08:(r =1 /2,1),  (19)

where the corresponding phase-space distribution function is
defined as f% (r,p,t) = Tr j(t,10) f¥ (r,p.to) and p(z,t0) de-
fines the general density matrix of the system, which is related
to the initial density matrix p(#) by the unitary transformation
B(t,10) = U(t,10)p(t0)U(2,1). The unitary evolution operator
satisfies the equation of motion,

8 N N A
iho-U(t.00) = HOU(1.10), 20)

while the density matrix p(z,#p) evolves according to

b} o
iho—p(t.t0) = [H (D), 5(t.10)]. 2D

In general, the coherences of the noncondensate are nonzero
only when an optical or magnetic coupling exists be-
tween states |a) and |b). This particular case was explored
in [114,115] for spinor Bose gases. In those works it was
assumed that the (matrix valued) noncondensate potential
Uy(r,t) along with the optical coupling strength €,(r,?)
vary slowly in space, which leads to a qualitatively different
expression for the kinetic equation. Within this approximation
the off-diagonal terms in the Wigner operator f*/ are explicitly
computed within the perturbing Hamiltonian, leading to
matrix valued kinetic equations describing the noncondensate
dynamics. For the two cases of optically coupled condensates
with either spin-% or spin-1 internal degrees of freedom, the
relevant kinetic equations are given by Egs. (52) and (41)
in Refs. [114] and [115], respectively. We are, however,
interested in understanding an incoherent binary mixture;
hence, for j # k we set in the final calculations f% (r,p,t) = 0
i.e., no explicit long-lived coherences between off-diagonal
normal pair averages. The Wigner operator directly allows
us to calculate relevant nonequilibrium expectation values
for the multicomponent system. The corresponding equation
of motion for the diagonal elements of the phase-space
distribution function f/(r,p,t) is written

a . 1 i N
a_.fj(rap’t) =5 Trﬁ(tvto)[fj(rﬂp’t())’HMF(t)]
t ih

1 ai N
+3 Tr p(t,t) £/ (r,p.10), H' (D], (22)

where the first term on the right-hand side gives the free
streaming terms and the second term generates the individual
collisional integrals.
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IV. DERIVATION OF COLLISIONAL INTEGRALS
A. Mathematical formalism

In order to calculate a closed set of equations describing
the finite-temperature dynamics of the bosonic mixture, the
collision integrals appearing in the dissipative Schrodinger
equation (9) and the quantum Boltzmann equation (10) are
derived using the perturbation Hamiltonian, H ', defined by
Egs. (Ad4a)—(A4d) in Appendix A. This is, in turn, accom-
plished by expanding the fluctuation operators in terms of
their Fourier components and calculating the nonequilibrium
expectation values of the various products of such operators.
The nonequilibrium average of an arbitrary time-dependent
operator O(t) can be computed using the general density
matrix p(z,ty) defined previously, as well as the mean-field
evolution operator S’(t,to) that satisfies the equation of motion,

ih%ﬁ(t,to) = Hyr(t)S(t,1). (23)
It can then be shown that the expectation value of the operator
O(t) can be written as [67]

(Ot) =Tr /510 {S;r,to élo St,tg

: t
_ % /, '8} 18], 0,800, H/1S0 4, } (24)
where An n= A(t1,1,) has been used here and in what follows
to abbreviate the time dependence of time evolution operators.
We use Eq. (24) to compute closed expressions for the source
terms appearing in Eq. (9), along with the collision integrals
appearing in Eq. (10) above. The first term on the right-hand
side of Eq. (24) can be dropped, as it is assumed that for long
times any initial correlations present in the system vanish (the
Markov approximation). Thus, Eq. (24) becomes

A i [! o PN
(00 =~ [ (8], 18],0,8 B30 29
4]
where (---) =Tr p,(---) for the right-hand side. Since we

have identified the condensate and noncondensate fields as
slowly varying, we write n. ;(¥',t') = n. ;(r,t), i;(¥',t') =
iij(r,t), and Uj(x',t') >~ Uy (r,t). It is useful to write the
condensate wave function for component j in the density-
phase representation using the Madelung transformation ¢; =
J7e.j exp(if;), in which case 6;(r’,¢") can be expressed as
Q,‘(I’,,l,) ad 9‘]‘(1‘,1‘) + aaﬁ(l‘/

—1)+ Vo, - (' —1), (26)

81( 1) p!

04 —z)+— @ —r). Q27

>~ 0;(r,1)—

In writing Eq. (27) we have used the Euler equation for
component j [see Eq. (80) in Sec. VI] in order to introduce
the local condensate energy,

el (e,0) = pd(e,0) + Smuvl”. (28)
Finally, the Fourier transform of A’ (t) allows us to derive

nonequilibrium expectation values for arbitrary products of
operators in the following sections. In order to calculate
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closed expressions for the collisional integrals appearing in
Egs. (9) and (10), we must express the higher-order correlation
functions (those formed from nonequilibrium expectation
values of products of fluctuation operators) in terms of
the distribution functions f/(r,p,t). As such, the perturbing
Hamiltonian H '(t) is used to extract collision integrals to
second order in the scattering length a;;, while maintaining
the effect of interactions in the collective mode energies and
chemical potentials to first order in ay;, in the spirit of the
single-component ZNG approach [124].

The evaluation of nonequilibrium quantities requires the
Fourier expansion of the noncondensate field operators, which
for component j is given by

o 1 .
8,(r,10) = NG > aj e (29)
p

The expansion defined by Eq. (29) allows us to write the
Fourier transform of the Wigner operator defined by Eq. (19)
above. This is best handled by switching to the center of mass
and relative momenta for the two-component system. Hence,
the general Wigner operator in momentum space for a binary
mixture is written as

P p.ag) =2 T/

At A irq/h
X Z“j,2<m,-/M)p—q/zaka(mk/M>p+q/z€’ or,
q
(30)

and the total mass is M = m; + my. Since we are only
interested in the (incoherent) processes involving the diagonal
elements of the Wigner operator (see Refs. [114,115] for
generalizations that include the off-diagonal contributions to
the Wigner operator), we work in what follows with Eq. (30)
in the limit j = k. Hence,

Fiaptg) =) al, nljprgpe™". (3D
q

Equation (31) will be used to calculate the collision integrals
in the following sections.

B. Source terms from anomalous averages

1. Condensate growth terms RJ and R* (from triplet anomalous
correlations)

We begin by considering the triplet contributions to Eq. (9),
R’/ and RY. We explicitly compute R¥/, using Eq. (24). The
triplet contributions can be decomposed as
(8188, 1) + (818k8)) - (32)
The two terms in Eq. (32) above require the computation
of averages from the perturbation Hamiltonian involving
one [Eqs. (A6a) and (A6b) for j = k] and those for three
[Egs. (A6e) and (A6f) for j;é k] fluctuation operators,
respectively. We first compute (8 5 Sk)(g), i.e., those contri-

butions arising exclusively from commutat1ons involving the
perturbing Hamiltonian H3’ 1 (1)- As such, we first calculate

(818:8;) =

I:I_g/,k.,']gz’,zof

(33)

(8188 3)= 7/ dr'(8) 18] .8/88,8..0.

fo
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After using the definition of the Fourier transform of 1313,kj(t) defined as

2% —i@—el ('~ /h—plr/R) AT & A
H3,k.i(t) - Z Z gk’ e, / p[ +pa.pat+ps € ! Qe p, Hep3 4,y + H~C'}’ (34)
k#/ P2.P3.P4

Eq. (33) becomes

ate @ i . . ; j
Gibidpa=—vzeues D (el +ep — e = el )y [ A (E DA +D-(F+ DAL 69
P2.P3.P4
where the shorthand f¥ = f*(r,p,,t) has been used in the above and what follows and el = p,c + m j v ;and & p = p*/ 2mj +

U, define the nonequilibrium condensate and thermal energy for atoms in component j, respectlvely. By wrmng Eq. (35) we let
fo — oo in order to evaluate the integral over ¢’ in Eq. (33) [see Eq. (C19) and discussion in Appendix C for an explanation of
this important step]. Calculation of (SZ&S i) allows us to write the first term in Eq. (33). Then by taking the continuum limit,
we obtain the source terms

2(ng;5h6 /dpz/dp3/dp48 (P! +p2—ps —pa)B (el e, — e, —e) LA (A + 1) (A +1) = (B + 1) A A]
(36)

(2n)5h6/dpz/dpz/dp43 (0 42— s —pa)3(ed e, — e — el (A + D)+ 1) — (F + 1) A A
(7)

Here Eq. (37) has been obtained by repeating the steps following Eq. (32) for R//.

2. Condensate exchange terms R¥ (from off-diagonal normal pair averages)

The final dissipative source term R¥ appearing in Eq. (9) is composed of a normal average of an off-diagonal pair of fluctuation
operators, (3,13 ;). Hence, we calculate

(818,)=— - / dr'(85 . (8],818;8,0. 05,180 1) (38)
fo
Computation of Eq. (38) requires the Fourier transform of ﬁz/ 1 (1), the relevant contribution being

—i[(0;—0)— (el —eX)(t'—1)/ h—(p& — R A
H2 kj(t) — Z Z 8 /e, Jnc P 8p]+p{ p2+p( i[(0;—6k)—(ec —e)(t'—1)/ h—(p§ po)r/ ] Jf aj ” +Hec. } (39)
k#j P1.p2

Using Eqgs. (38) and (39) yields the expression

ata i . . . .
(6:8;) = _ngquj(p;j Z 3(ek + el —&l — €£2)8P§+p1,pf+p2[(flj F 1) =+ (40)
P1.p2
By taking the continuum limit of Eq. (40), the off-diagonal pair average becomes

2

RY = %”c,k/dm/dpz 3(pk+p1 —pl —p2)3(el +8] —&l _8 )[(f] )fzk_flj(fszrl)]' 4D

The three expressions derived in this section—Eqs. (36), (37), and (41)—are the important source terms that appear in the
dissipative Schrodinger equation. Equation (41) arises due to our explicit separation of slowly and rapidly varying quantities in
the system Hamiltonian and can be understood as a collisional energy exchange process between the two condensates, whereby
a condensate and thermal atom in differing components scatter into corresponding thermal and condensed states, respectively.

C. Quantum Boltzmann contributions
1. Collisional C}} and Cg terms

To complete the derivation, we require the collision integrals appearing on the right-hand side of Eq. (10). These are computed
using the definition of the multicomponent single-particle Wigner operator [Eq. (19)], along with the Fourier transform of
Hj 1j (1), as defined by Eq. (34). The multicomponent nature of the problem leads us to partition the “Cy,” collision integral into

two parts, the first C {é defines the intracomponent scattering of atoms, while the second C g gives the intercomponent collision
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rate. We wish to calculate both

.. 1 . R
Cly = — Trp(t, 1)L (r,p10), Hy ()] (42)
and
1 Ny .
C1 = — Teplt. 1)L (r.p.10). Hy 1)) (43)

As before, let us illustrate the derivation of these two terms by computing the off-diagonal contribution, Eq. (43). This is
accomplished by using Egs. (34) and (43), giving

kj _ gk/ iqr/h * AT AT A ~
Cp= hf Z Z pﬁ+pz,p3+p4¢k( p2.p+a/2(d j.p— q/zaj psdk,ps) — Opyp—q/2 <aj,pzaj,p+q/2ak,p4>)
! P2,P3,P4
, * PSP
- 8p£+p2,p3+p4¢j 894,P—‘I/2<ak,p2ak~P3a1qP+‘I/2> - HC} (44)

Then, by using the definition of the multicomponent three-field correlation function, the continuum limit can be obtained as
before by replacing the summations with integrations, giving

Cih = (2g§;h4”c k/dm/dps/dpﬁ Pe + P2 — P — pa)d(e + ), — ), — ¢,
<[(F + DA = B+ 1)+ D] - ) = 50— po)l
g '
(2711;]2714 e /dPZ/dp3/dP45 P, +p2— 3 — pa)d(e] +£p7 - ];73 — &)
s [+ )£ = P+ )+ )15 - pa). @

. 2g2
Ciy = on )jzjh4ncj /dpz/dp3/dp48 (P. +p2—ps —pa)d(e] + 8’ — 81173 — 81/,4)

< [(F + DA = HH + 1)+ D][8(p - p2) — 80 — p3) — 80 — po)], (46)
with Eq. (46) obtained by repeating the same steps for the collisional integral defined by Eq. (42). It can be seen that Eq. (46) is

equivalent to the Cj; collision integral from the single-component kinetic theory [40,67].

2. Exchange collisional term C;‘é

To complete our discussion of collisions involving condensate and noncondensate particles, we compute the exchange
collisional integral, which is defined by

~ 1 A R
Oy = = Tep(t o)L (ep.to). s 4 0)) )

Following the methodology discussed above, the Fourier-transformed Wigner operator along with Eq. (39) allows us to compute
an expression for (D12 given by

~ 2g w 1ot A
CZ = kJ Z 5p’+p] Pi4p2 (¢J¢k( Js pzak P1> ¢j¢k(ai,p1aj,lﬁz>)’ (48)

Pi,P2

upon inserting the pair correlation function into Eq. (48) and taking the continuum limit yields the exchange integral leé, given

by

L nes [ o [ amas bt ppel e, e~ ) )~ (7 1) Do)

3 Neg e, j P1 P20o(P; ~ P1 — P, — P2)olé; » € 1 U2 1 2 [0(P — P2)-
(49)

ki _
Ch=

3. Collisional Cg and C{zj terms

The final collisional processes described by Eq. (10) are the terms that account for interactions exclusively between
noncondensate atoms, Cg and Cj;. The quantities we wish to evaluate are given by

. 1 . R
C33 = = Te (1)L f (v.p10), Hy (1)) (50)
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and

1 ai N
%Tfﬁ(l,lo)[f’(l’yp,to),Hikj(t)]- (5D

As with the Cl’z’ and Cg collision integrals, the commutation of the Wigner operator f/(p,r,t) with Hi j(»)and I-AIA{! 1j (1) generates

kj
Cp=

the intra- (C ) and inter- (c§2') collision integrals, respectively. We illustrate the derivation by considering the collisional integral
C22 This requires the Fourier transform of A ki (1) which is given by

N 1

, _ At At oA A _ AT A - At A

H4,kj(t) _VE :gkj 2 : 3P1+PZYP3+P4aj,p1ak,pzakqma.ivm — N jk 2 :Splypzaj,plak,pz — Ngj E SquPZak,p]aijZ . (52)
k#j P1,P2,P3,P4 P1.p2 P1,p2

By inserting Eq. (52) into Eq. (51) and taking the continuum limit, the collisional integral Cg is found to be

2
j 8ij .
CH= (Zn)ém/dm/ dm/ dpad(p+p2— s — paS(e) + ey, — &b —¢l)

) [(FF+ DA+ V) A= A+ (A + ) (53)

. 2g j
n= Qn )jsjh7/dpz/dp3/dp48(p+pz—ps—p4)5(8£+81 — &5 = h,)

< [(FF+0)(H+0)HH =5 H+)(H + 1) (54)

Equation (54) is obtained by repeating the above steps for the collisional integral defined by Eq. (50). This formally
completes the derivation of all collisional integrals appearing on the right-hand side of Eq. (10). The expressions given by
Eqgs. (45), (46),(49), (53), and (54) will be used in the subsequent sections to study the equilibrium properties of binary condensates.

V. NUMERICAL SIMULATIONS

At finite temperatures, the various collisional processes
have a heavy influence on the coupled dynamics between the
condensates and the noncondensed atoms, such as the damping
of collective modes [76,125,126], the decay of solitons [79]
and vortices [81], as well as the growth of the conden-
sate [82,83], as seen in the corresponding single-component
kinetic theory. In this section, after obtaining our equilibrium
distribution (Sec. V A), we compare the roles of different
collisional processes under the variation of isotropic trap
frequencies (Sec. VD) and trap geometries (Sec. V E). This
is achieved by calculating the collisional rates (Sec. V B) and
hydrodynamic parameters (Sec. V C) for various equilibrium
binary systems. We show and explain the scaling relations
between the hydrodynamic parameters and isotropic trap
frequency in Sec. V D. In Sec. V E, we demonstrate the generic
dominance of the exchange collisional process Cj, across
the different trap geometries, even though all collision rates
strongly depend on the relevant scattering lengths. Importantly,
our results in Secs. VD and VE illustrate different ways
to control the hydrodynamicity of the collisional processes,
which can be of high interest to experiments. These include

(i) bringing the hydrodynamic parameters of the various
processes closer in magnitude by increasing the trap frequency
and the temperature;

(ii) increasing the hydrodynamicity of all processes to-
wards the hydrodynamic regime by changing trap geometry;

(iii) controlling the hydrodynamicity of the intraspecies
and interspecies collisional processes by tuning the relevant
scattering lengths through inter- or intraspecies Feshbach
resonances.

In the final section VF, we briefly explore the validity of
the usual high-temperature approximation [B(e — u) < 1] in

(

the context of collisional rates, specifically for the exchange
collision Cj,.

Our numerical analysis focuses on experimentally relevant
equilibrium 8Rb-*K and *Rb-®Rb mixtures with a total
atom number N; = 10° in each component trapped in har-
monic potentials,

Vi(r) = [ng + %) + wiz?]. (55)

These mixtures were chosen as their tunable scat-
tering lengths (asgpy = 99ap, asgx = 60ay, asgp_s1x = 20ag
or 163610 [14—,]27]; A8TRp—85Rb =213a0,asst =900610 or
S5lay [16]) enable the probing of both miscible (A =
812/+/811822 < 1) and immiscible (A > 1) regimes. In a
previous work [116], we have presented our numerical results
for such systems in an isotropic harmonic trap (frequency
w=w; =w; =2x x 20 Hz). In particular, we have high-
lighted the dominance of the exchange collisions Ci, over
the other collisional processes within the temperature range
0.3 < T/T, < 0.9. Here we perform a more detailed analysis
that compares rates for different isotropic trap frequencies
and different trap geometries, using our results for o =
2m x 20 Hz as a reference.

A. Equilibrium solutions and condensate fractions

The equilibrium density distributions at temperature
T are numerically obtained by setting the source terms
(R¥,RY TRY) and the collision integrals (Cj3,Cj2,Ca) to
zero and self-consistently solving Egs. (9) and (10). In order
to speed up the computation, we adopt the semiclassical
approximation [128] for the local noncondensate density,

N dp . 1
ij(r,r) = f i) flp.rt) = )L_;g3/2(zj)» (56)
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FIG. 2. (Color online) Condensate fractions of Rb-*K (top) and 5’Rb - *Rb (bottom) mixtures at different temperatures in an isotropic
harmonic trap (trap frequency w = 2w x 20 Hz) with scattering lengths asigy,_s7g, = 99ag, asig_s1x = 60ag, asgy_41x = 20ay (miscible) or
163a, (immiscible) [14,127]; asig,_ssg, = 213ap and assg;,_ssg, = 900a, (miscible) or 51a, (immiscible) [16] (each species has a total of N =
10° atoms). Dashed lines give the prediction for noninteracting single-component trapped gas, with condensate fraction N./N = 1 — (T /T?)%,
with critical temperature 7 = 42 nK. The solid lines represent our numerical fit using the condensate fraction N./N = 1 — (T /T,)*, where
the extracted 7, (indicated in the legend) are lower than the mean-field single-component 7, [129] by, at most, 5%.

where A; = /2wh?/(mjkgT) is the thermal de Broglie
wavelength, z;(r) = exp{[ul — U (t)]/(ksT)} is the local
fugacity, and the chemical potential ,ug is obtained from the
imaginary-time evolution of the condensate equation (9),

L 2 J J
[—%V +Uci|¢j = ule;. (57)

We start our analysis by first considering the condensate
fractions of the binary mixture at different temperatures 7, as
shown in Fig. 2. While our method is strictly not valid for T
close to the critical temperature 7, due to critical fluctuations,
we can nevertheless extract 7, by fitting the fractions with
N./N =1—(T/T,)* [130] and compare the extracted 7, to
the expected shift in 7, due to finite-size corrections [131] and
mean-field corrections [132].

For a single-component Bose gas and using our simulation
parameters, T, decreases by approximately O.73Nj_1/ ’=2%
due to the finite number of atoms. The mean-field shift,
calculated by —l.3(a/aho)N;/ 6, where a is the relevant
scattering length and ay, is the relevant harmonic length,
further decreases our 7, by 1%—-2%. However, for the T, of
8Rb in the miscible mixture, the mean-field shift amounts
to approximately 17% due to the large scattering length
assgp_sspp, = 900ay. Note that we did not take into account
many-body effects beyond mean-field theory [133], which
can instead increase the critical temperature. Overall, our
extracted 7, are close to the mean-field predictions for a
single-component gas [129].

Typical density profiles of binary systems are shown in
the top panels of Figs. 3 (¥Rb-*K) and 4 (¥Rb-%Rb),

where the two condensates (dashed lines) mix (left columns)
or phase-separate (right columns), but always sit on top
of more diffused noncondensate clouds (solid lines). These
noncondensate clouds have long tails that extend much further
than the condensate clouds, a feature that is also seen in the
single-component Bose gas [126,130]. However, in contrast
to the single-peak structure in a single-component gas, mean-
field repulsion from both condensates in a binary mixture leads
to a double-peaked thermal structure at the condensate edges,
where the effective mean-field potentials of the noncondensed
atoms are local minima. The middle and bottom panels
give the spatial collisional rates involving collisions between
thermal-condensate atoms (I"j, and I'¢) and thermal-thermal
atoms (I",), respectively. These spatial rates depend strongly
on the condensate and thermal cloud density profiles. In the
next section, we give more details on the calculation and
analysis of these collisional rates.

B. Collisional rates
With the equilibrium density profiles, we can proceed to
evaluate the local collision integrals (45), (46), (49), (53),
and (54) (where the condensate energy &/ = pul and the
condensate momentum p. = 0 at equilibrium). Since these

integrals are identically zero at equilibrium, we reexpress them
in the form

ol =l ey )
(and analogously for C;; and Cy;) to explicitly identify the

“in” and “out” scattering rates. In this way, we can assess the
importance of the various collisional processes by comparing
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FIG. 3. (Color online) Miscible (left) and immiscible (right) 8Rb - 'K mixtures in an isotropic harmonic trap (frequency w = 27 x 20 Hz)
at temperature 21 nK. Other simulation parameters (scattering lengths and total numbers of atoms) are the same as Fig. 2. The reference harmonic
length is £y, = +/h/(msg,w). (Top) Condensate and thermal densities. (Middle) Spatially resolved collision rates between condensate and
thermal atoms. (Bottom) Spatially resolved collision rates between thermal atoms.

either their in rates or their out rates. By integrating over  to the center-of-mass frame. We therefore obtain
momentum space, we obtain the collisional rate

1—,k],out Pi J P2 k
kj,out P kj,out 2 (271 }i)S ! (27'[ h)S 2

12(22) = W 12(22) (59
</

g v — val (5 + (£l +1), (60
that measures the number of noncondensed atoms that have
collided through a particular out process per unit volume per where oy; = (1 + &; )47m,fj is the cross section, v; and v, are
unit time. The mathematical steps needed to compute Eq. (59) the initial velocities of atoms j and k, respectively, and €2
are given in Appendix D. In the following, we only give the specifies the solid angle of the final relative velocity v4 — v3.
final formulas used in our numerical computation. For collisions between condensate and noncondensate

To calculate the collision rates between noncondensed  atoms, we first look at the Cg process (for both k = j and
atoms (for both k = j and k # j), itis convenient to transform k # j) which is present even in a single-component Bose gas.
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FIG. 4. (Color online) Same as Fig. 3 but computed for ¥Rb - *Rb mixtures.
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We specifically evaluate the out collision rate that represents
the scattering of a noncondensed atom from a condensate to
produce two noncondensed atoms,

i dp a2 ;
kj,out 2
ry = szknc,j Ukjvfm/E(l + 1+ 1),
(61)
where v = \/|chj — V|2 = 2Ud — ,ug)/mkj is the relative

speed of the initial states corrected to take into account the
local conservation of energy. The reverse process, where two
noncondensed atoms collide such that one of them goes into a
condensate, is given by the in rate as

ne j okj(my/my;)?

pliin _ dpy
(1l + m_;/mk)]vir“

27 ] @rhy

I [ @t @
4 |

where vI" = v — v/ is the velocity of thermal atom j relative

to the local condensate velocity while the second integral is a

two-dimensional integral over the velocity vector ¥V which is

in a plane normal to vI". The velocity of the other incoming

thermal atom V’§ is then given by

A=mj/m) 5,

k _ yJ
V3 =V, + 63
3 c 2 r m; |V1rn | ( )
and the outgoing velocity of the thermal atom is given by
vh = (mj/m v + vE. (64)

Note that we follow [126] and drop the cubic term f> f3 f4 in
numerical simulations as it cancels exactly between the in and
the out rates. A

Finally, we consider the exchange collisions C’f’z (k#j
only) novel to our treatment of the binary Bose gas, which
describes a process whereby one condensate atom (say atom
k) collides with a noncondensed atom j and are then scattered
into a thermal (atom k) and condensed (atom j) state. The
collision rate is

Fout _ <Mk]
c = Okj
m

kj

2
a2
) nc,knc,jﬁr/Efzj(f{C_F 1)’ (65)

1 1

where Mk_jl =my —m; plays the role of an effective
reduced mass while the effective relative speed is

5=y IV —Veu P—2([Uf—ut] — (U1 —pl]) [ My, (66)

Equations (60), (61), and (65) are the key quantities computed
in our simulations once the equilibrium densities are obtained.
The first two are evaluated using Monte Carlo sampling of the
integrals, while an exact expression (see Sec. V F for detailed
discussions) can be obtained for Eq. (65) because v, ; = Vo =
0 at equilibrium.

Examples of these spatially resolved collision rates are
shown in the middle (I'j; and I'¢) and bottom (I'»;) panels
of Figs. 3 and 4. Note that I'j, are drawn on a larger scale
compared to I'y;. Typically, the rates between condensed and
noncondensed atoms (both I'; and I'¢) feature localized
peaks at the condensate edges where the thermal cloud and
condensate overlap the most, while the rates between noncon-
densed atoms (I",) follow closely the shape of the thermal
density profiles. This is because I'|; and I'¢ are approximately
proportional to the product of condensate densities and thermal
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cloud densities, while I'y; is approximately proportional to the
product of two thermal cloud densities. These observations are
important to understand the variation of these collision rates
with respect to the trap frequency; see Sec. VD.

On the other hand, comparison among the Cy, or Cjp
processes shows that the relative peak values of I can be
estimated by the relevant cross section o o a2. For example,
87Rb intraspecies collisions (red dashes) and the %Rb-*K
interspecies collisions (black dots and black dash-dots) have
comparable peak heights in the immiscible case (Fig. 3) be-
cause of similar cross sections, whereas the 3Rb intraspecies
collisions (blue thick dashes) dominate over both $Rb - ¥Rb
interspecies collisions (black dots and black dash-dots) and
8Rb intraspecies collisions (red dashes) in the miscible case
(Fig. 4) because of the large ®Rb scattering length assg, =
900ay.

Finally, for the case of a ’Rb - Rb mixture, the sharp peak
for the interspecies exchange collision I'¢ (green curves in the
right middle panels of Fig. 4) is a consequence of the small
mass difference between the two different atomic species. This
is most easily seen if we consider a small spatial region around
a critical radius r., at which @, = 0. In this case, we can
approximate ¥, = /C(r — r.)/Mj; for some constant C and
substitute this into Eq. (65) to show that the spatial width of
[ is proportional to /\/lk_jl. For small mass difference, while
[ is sharply peaked in space, it is nevertheless possible to
obtain the total number of interspecies exchange collisions, a
physically meaningful and experimentally relevant quantity,
by integrating I'¢ over the full cloud volume.

C. Hydrodynamic analysis

From the collision rates, we can further extract the mean
free time t as [40]

vl

- = drl(r), (67)
T N coll

where N, is the relevant number of available noncondensed

atoms taking part in collisions for each process. For example,
with T in Eq. (61),

dr dp N
Neont = / T fprt) = / driif(r,t).  (68)

In the case of thermal-thermal collisions (Cy processes)
that involve two different components, N, refers to the
number of noncondensed ®Rb atoms. This choice has no
significant impact as, for our simulation parameters, the
condensate fraction of Rb differs from the fraction of the
other component (*'K or 3Rb) by less than 10%, except for
the miscible ®’Rb - *Rb mixture due to the strong mean-field
corrections to the 3°Rb fraction; see Fig. 2.

We would like to mention that one could also use an
alternative time scale defined by 7 [124]

= Nion /dr (), (69)

Q| =

where N, is the relevant number of condensed atoms. The
key difference lies in N and N, Which simply reflects
our interest with respect to the change in the number of either
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noncondensed or condensed atoms. These two time scales
therefore differ by the order of condensate fraction.

When t is compared with the trap frequency, which governs
the oscillation frequency of a collisionless classical particle in
the harmonic trap, we obtain the dimensionless hydrodynamic
parameter

n=— (70)

ot
If » > 1, a noncondensed atom will experience, on average,
at least one collision before completing an oscillation in
the harmonic trap; hence, the system is in a hydrodynamic
regime. Otherwise, the system is in the collisionless regime.
These hydrodynamic parameters are highly relevant to cold-
atom experiments as they determine the thermalisation rates
[134-137]. In particular, the interspecies hydrodynamic pa-
rameters are crucial to the efficiency of sympathetic cool-
ing [135]. Understanding these parameters can therefore help
to optimize future studies of the various cooling stages.
In the following sections, we analyze the collisional pro-
cesses using the hydrodynamic parameter given by Eq. (67).

D. Trap frequency variation

Our previous work [116] has shown that the hydrodynamic
parameter n¢ = 1/(wt¢) of the exchange process can be one
to two orders of magnitude larger than the corresponding
parameters of the Ci, and C»; processes. In this section, we
show that by varying the isotropic trap frequency, it is possible
to bring n of the various processes closer in magnitude. We
provide a further explanation based on the scaling of length,
energy, and condensate densities.

In order to make meaningful comparisons, we scale the
trap frequency w and the temperature 7 simultaneously by the

87Rb_41K
Miscible (A = 0.3)

Immiscible (A = 2.3
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same factor « such that the condensate fractions of the binary
mixtures remain approximately the same as w and T are varied.
This can be easily understood for the noninteracting Bose gas,
where the single-particle energies appear as multiples of hw
and the thermal occupation (determined by the ratio hw/kgT)
thus remain unchanged.

We use wy = 27 x 20 Hz and Ty = 25 nK as references
for trap frequency and temperature and consider four different
sets of isotropic trap frequency and temperature, (w,T) =
k X (wo,Tp), k € {1,2,4,8}. The numerically obtained hydro-
dynamic parameters are shown in Fig. 5, which clearly shows
that

T e, 71)
7o
where
1 (C),
a~1/2 (Ch), (72)
0 (C12),

and n9 = 1/(wo7o) is the reference hydrodynamic parameter
(different numerical values for different processes), while
is the mean free time of the various processes at ¥ = 1. In
order to understand Eq. (72), we rewrite Egs. (60), (61),
and (65) in terms of dimensionless variables for position r =
r/¢, momentum p = p£¢/h, and velocity v = v/(£w), where
¢ = /h/(mgpw) is the harmonic length for 8Rb atoms and
we choose the mass of 8’Rb here simply as a reference. For
the C,, processes, we have
1 1 / dr dp, dp,
wl'zké €2 Neon (277)6

ds ; ‘
x / oA —wlf S+ +1). (73

8"Rb-%Rb
Miscible (A = 0.7) Immiscible (A = 3)
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FIG. 5. (Color online) Variation of hydrodynamic parameters n = 1/(wt) of ¥Rb-*K (left) and ¥Rb-3Rb (right) mixtures with respect
to the scaling of trap frequency and temperature, (w,T) = k(wy, Tp) for C,; (top), C1, (bottom), and Cy, (bottom, green inverted triangles)
processes. Scattering lengths and atom numbers are the same as Figs. 3 and 4. The reference frequency and temperature are wy = 27 x 20 Hz
and Ty = 25 nK, respectively. Each data set of n has been normalized by its value 1y at « = 1. The solid lines give our predictions (72) for
o =1 (top) and & = 1/2 (bottom). 1/(wt¢) departs from our prediction (o = 0) in the miscible *Rb-*K case (first column, bottom) because
our assumption of localized C, process is no longer valid; see Fig. 3 for an example.
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Since the phase-space distribution f as a function of ¢
and p remains approximately unchanged as we vary «, the
sole dependence on « in 1/(wt;) comes from the prefactor
1/(Z2 x w & k and thus « = 1, a result consistent with those
from [135].

We perform the same transformations on the C, collisional
process and arrive at

1 1

Ko
wty)  CNeon

dF dps
(2m)?

~ ~out
f2 N, j Okj Uy

749 ;
« / SO sif). (74)

It is now important to realize that Fg(r) is strongly peaked
around the condensate edges; hence, it is sufficient to consider
the scaling of the dimensionless condensate density 71, ; =
ne ¢ in this region. To obtain a quantitative estimate, we
approximate the condensate by a Thomas-Fermi profile and
use the density at a healing length from the Thomas-Fermi
radius as a reference to conclude that 71, ; o £ as k varies.

The net result is that 1/(wrlké) o 1/€ o /o o /K; hence,
a=1/2.

It is now straight forward to see that 1/(wt¢) does not
scale with £ because of the product n. ;n. in Eq. (65); hence,
o = 0. For the miscible Rb-K mixture in Fig. 5, this prediction
breaks down because the assumption that I'¢(r) is localized in
space is not longer valid; see the left middle panel of Fig. 3.

While the scaled hydrodynamic parameter n/no appears
to be small for the exchange collisional process C;; when
compared to other C, and Cy; processes, the actual numerical
values of 7 are, in fact, large; hence, C;, remains a dominant
process in the situation considered by Fig. 5.

PHYSICAL REVIEW A 92, 063607 (2015)

E. Trap geometry

Besides variation of the isotropic trap frequency, a highly
relevant possibility, both experimentally and theoretically, is
the variation of the trap aspect ratio Ayp = @, /w1, where
w, (w)) is the axial (radial) trap frequency, so as to probe
the physics of reduced dimensionality. If Ay, < 1, we have
a cigar-shaped condensate that can be used to study, e.g.,
solitons [138,139] and solitonic vortices [140]; if instead,
Awap > 1, the condensate cloud is pancake-shaped and it is
commonly used to study vortices [12,141,142].

In the following, we choose a reference frequency
w =21 x 20 Hz and fix w,(w;) = o for cigar (pancake)
clouds and consider miscible mixtures with two different
aspect ratios for each trap geometry: 1/Aqqp = V8,10 for
a cigar-shaped cloud (columns 1 and 2 in Figs. 6 and 7)
and Ay = V38,10 for a pancake-shaped cloud (columns
4 and 5 in Figs. 6 and 7). We have also checked that
our conclusions are applicable to immiscible mixtures (not
shown).

Figures 6 shows the variation of the hydrodynamic param-
eters of ¥Rb-*'K mixtures for various collisional processes
as a function of 7/T?, where T? is chosen to be the critical
temperature of the noninteracting single-component Bose gas
for the convenience of comparison. For each binary mixture,
in going from left to right, the trap geometry changes from
a quasi-1D geometry to an isotropic system, then to a quasi-
2D geometry. As the geometry changes, all hydrodynamic

parameters increase like k;;p for the cigar-shaped cloud and

like \/Awap for the pancake-shaped cloud, meaning that the
collisional time scale is mainly determined by the tighter
trap frequency. This can be understood as a consequence that
atoms are confined to a smaller region in space with a tighter
trap, hence, an increased probability of collisions. Despite the
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10 = I~ |E |~
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FIG. 6. (Color online) Variation of the hydrodynamic parameters 1/(wt) with increasing aspect ratio A,y = w./w, (left to right) for
miscible ¥Rb - *'K mixtures. The scattering lengths are the same as Fig. 3. The reference frequency is @ = 2 x 20 Hz and the axial (radial)
trap frequency w, (w, ) is equal to w for the quasi-1D (quasi-2D) system. For the ease of comparison, T.° is chosen to be the critical temperature

for the noninteracting single-component trapped gas.
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FIG. 7. (Color online) Same as Fig. 6 but computed for $Rb - 3Rb mixtures. The scattering lengths are the same as Fig. 4.

change in the collisional time scales, the relative magnitudes
of n when compared among the different processes remain
roughly unchanged. In other words, if the ®Rb intraspecies
scattering is the dominant Cy, process in an isotropic trap
(third column of top panels in Fig. 6), it remains so even if
we tighten either the radial or the axial trap frequency. It also
means that the Cj, collisional process (bottom green solid
lines) remains the dominant interspecies collisional process
(others are indicated by black dots and dash-dots) when the
aspect ratio is changed. Similar observations can be made on
$’Rb - 8Rb mixtures (Fig. 7). However, a comparison between
Figs. 6 and 7 reveals another important feature: The relative
magnitudes of 7, when compared between intraspecies and
interspecies collisional processes, are largely determined by
the scattering lengths, as we have already noted in our analysis
of the spatial collisional rates (see the end of Sec. V B). For
this reason, 3Rb intraspecies collisions (blue dashes in the
right panels of Fig. 7) dominate both the C;, and the Cy
processes.

We would like to caution the reader that our numerical
results are obtained by assuming that the noncondensed atoms
behave like classical particles in three-dimensional space. This
is certainly not true when the confining trap frequency is much
larger than the thermal energy, hw, > kgT (cigar-shaped
cloud) or hw, > kpT (pancaked-shaped cloud). Our results
here serve only as a general guide in changing trap geometry
and should not be extended to extremely large or small aspect
ratios.

F. Temperature-dependence of I'c

The final question that we would like to address with our
equilibrium simulations concerns the temperature dependence
of the exchange collisional process Cj,. At equilibrium,
the spatially resolved collision rate (65) can be simplified

to

2
> Nek nc]ﬁ;f/(f/ + 1): (75)

¢ = oy <Mkj
my;
where 7/ = \/2([U[{ —ull- [UF — uk])/ My is the effec-
tive relative speed and the phase-space distribution is
1

“exp (& + Ui —ud)/ksT)] - 1

with p chosen such that Eq. (76) holds for both j = a,b.

Since the C;, collisional process is localized around the
condensate edge, where UJ — u! tends to be small, it is
tempting to assume that the spatially resolved collision rate
T¢(r) lies within the high-temperature region (p?/2m; +
U] — ul < kgT). In this case, Taylor expansion of f’ in
orders of 1/(kpT) then leads to a temperature-dependent
rate

/

(j =a.b), (76)

Ce~ A(eiT + 2T, (77)

where A, c¢;, and ¢, are factors to be determined (see
Appendix E).

In Fig. 8, we show I'¢ (bottom solid) and the estimation
parameter (top)

¢ = (p*/2m; + U] — ul)/ksT)
as a function of distance r from the trap center. We have
$Rb - YK (left) and $Rb - 3Rb (right) mixtures in an isotropic
harmonic trap (frequency w = 27 x 20 Hz) at a temperature
T =21 nK =~ 0.57,. For better comparison and a somewhat
indirect link to approaches based on “classical” distribution
functions [107-110], we also expand the phase-space distribu-
tion to leading orderin 1/ 7, i.e., f' =~ kBT/(% + Ul — ud),
and plot the approximated I'¢ as dashed lines in the bottom
panels. For each mixture, the left and right columns show

(78)
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FIG. 8. (Color online) The estimation parameter ¢ = (p?/ 2m; + UJ — J)/(kpT) (top) and the exchange collision rate I'¢ (75) evaluated
with the exact phase-space distribution (76) (bottom black solid line) or a phase-space distribution expanded to leading order in 1/ 7 (bottom
red dashed line) as a function of distance r from the trap center. Shaded regions in the top panels give the regime where the high-temperature
expansion is inapplicable (¢ > 1). Simulation parameters of *Rb-*K (left) and *Rb-®Rb (right) mixtures are the same as Figs. 3 and 4 at a

temperature 7 = 21 nK ~ 0.5T..

data for the miscible and immiscible phases, respectively.
The bottom panels clearly indicate that the high-temperature
expansion is valid for the immiscible but not for the miscible
phase. In the latter case, this is mainly because I'¢ extends
over a broader region in space.

VI. TWO-FLUID HYDRODYNAMICS

In this section we derive the hydrodynamic equations for the
normal components of the multicomponent system. One of the
key theoretical successes of the single-component ZNG theory
is its agreement with the hydrodynamic (Landau-Khalatnikov)
equations representing the interaction of the condensed and
noncondensed components of the system [124,143]. This
coupling of the two fluids has recently been explored for a two-
component Bose system [144], as well as for spin-orbit coupled
thermal Bose gases [145]. The hydrodynamic equations for the
condensate are obtained using the Madelung transformation
along with Eq. (9), yielding

9 . ii i
Enw’ + V. (nc,jchj) = —(F{é + Flé + Fd),
where v, ; = (h/m;)V0; defines the superfluid velocity of
component j. Equation (79) above defines the continuity
equation. The Euler equation for component j takes the form

(79)

m,-(%vw- + %Vvij) =-Vul, (80)
where ul = (V2 /ic;)/(2m /ic;) + Ul is the nonequi-
librium chemical potential for component j. To obtain the
corresponding equations for the noncondensate, we take
moments with respect to the powers of the momentum p, i.e.,
[dp p" (where n = 0,1,2) of the kinetic equation, Eq. (10).
This leads to a set of three coupled nonlinear equations for
the noncondensate that can be used to describe the limit where

collisions dominate, i.e., the hydrodynamic regime. The first
of these describes the conservation of mass of component j,

9 . . .
—i+ V(v =T+ T 418,

o @81

where the velocity of component j is defined as v, ;(r,?),
while the noncondensate density is 7i;(r,t). The velocity of
component j of the normal fluid is

dp_p f/(rp.0)
(27Th)3 m; ﬁj(l‘,l‘) ’

Vo (X.1) = (82)

and 7 ;(r,t) has been defined previously by Eq. (11). The cor-
responding conservation law for the momentum of component
J (or Navier-Stokes equation) appears as

[0
m i j <5 + Vo) - V>Vnu,j

9 U,

i
j
0x,

dp
+ (27Th)3 (P - mjvnu,j)

v, j

ox,
x (Ch+C+ ), (83)
and (v, ) subscripts refer to spatial components here and in
what follows. Meanwhile, the conservation law for the energy
density of component j, €;(r,t) is written

BEJ'
?‘}‘V'(ijn,j)

(p_mjvnu,j)2
2mj

dp
(2 h)?

==V-Qj =Dy jPuj+

x (Cf +C + ). (84)
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The symmetric rate-of-strain tensor appearing in Eq. (84)

above is defined as
1/9d nu, j el nv,j
Dy j(r,t) = _(M + L)’ (85)

2\ ox, 0x,
andobeys Y, D,, ; = V - v, ;. The set of equations (81), (83),
and (84) introduce the three important local hydrodynamic
quantities—the stress tensor P, ;j(r,t), the heat current
Q) (r,?), and the energy density €, (r,t)—defined, respectively,
for component j as [40]

dp [ p Py ;
Puj=m; W[m—i—Vnu,j} [nTj—Vnu,j]f], (86)

2
Q =" dp[ﬁwmﬂ[ﬁ_mﬂﬂ,<m
m_]‘ m;

~ 2 ) @unp ;
dp 1 2 ;
= —|p—mva,;| . 88
=] @rny 2m, [p v ’f} ! (88)

Note that there is no dependence on the thermal-thermal
collisional rates F;‘é in these equations, a consequence of
the conservation of number, energy, and momentum of the
thermal atoms. To demonstrate this, we can calculate the
(time-dependent) number of condensate and thermal atoms
in component j as

N j(t) = / drn. j(r,1), (89)
Nj(t) = /dr/ dpf/(p.r.1), (90)

respectively. Using Egs. (79) and (81) one finds in turn that
[N )+ N3] =0, 1)

The conservation of energy and momentum is slightly differ-
ent, as these quantities are conserved over both components,
which is reflected in the fact that the § functions appearing
throughout the kinetic theory depend generally on both the j
and the k indices.

Equations (79) and (80) for the condensates and (81), (83),
and (84) for the noncondensates are a direct generalization
of the equivalent expressions (see Ref. [143]) for the single-
component case, albeit now for a dynamically coupled system
comprising two condensates and two thermal clouds. Due to
their inherent complexity, the study of these coupled equations
lies beyond the scope of the present work.

It is anticipated in future works that the hydrodynamic
equations will yield novel physics, particularly for the case
of the full Landau-Khalatnikov theory, where the entropy of
the normal component will cause additional effects not present
in single-component thermal Bose gases.

VII. COMPARISON OF SCHEMES

Here we present a brief overview of the different ap-
proaches used to describe the dynamical evolution of coupled
multicomponent condensates. In our scheme, we have, as
usual, separated the slowly evolving degrees of freedom
from those evolving on more rapid time scales. In particular,
having identified the condensate and (diagonal) noncondensate

PHYSICAL REVIEW A 92, 063607 (2015)

density as the slowly varying “mean-field” quantities, we
obtained a coupled kinetic theory for both condensate and
noncondensate that includes all relevant scattering channels.
An important point here, similar, to some extent, to Ref. [107]
is that we have treated diagonal elements of the normal pair
density (corresponds to thermal population) separately from
their off-diagonal elements (corresponds to ‘“‘coherences”).
Such a rationale is valid only in the absence of optical
couplings, where collisions are expected to be the dominant
process, which is certainly the case for mixtures of different
species, such as 8Rb-®Rb and ¥Rb-*K considered here,
where no interconversion is possible. Indeed, for the physically
distinct case of condensates with internal spin degrees of
freedom, such an adiabatic treatment has to be modified
in order to self-consistently account also for the (internal)
coherent coupling of spin degrees of freedom [114,115].

There are several other complementary approaches to tack-
ling the coupled dynamics of multicomponent condensates,
including the number-conserving approach [111], the stochas-
tic Gross-Pitaevskii formalism [107—110], as well as classical
field [103] and truncated Wigner [104-106] treatments.

The starting point of the number-conserving method is
the Penrose-Onsager criterion, in which the single-particle
density matrix is written in terms of quantum field operators.
One then expands the field operators with the Beliaev
decomposition explicitly, maintaining their operator form and
condensate-noncondensate orthogonality, in order to identify
the small parameter of the theory, namely the (number)
ratio of noncondensate to condensate population. This, in
turn, allows a set of dynamical equations to be extracted
which describe the condensate through a set of generalized
Gross-Pitaevskii equations (GGPs) and the noncondensate
with modified Bogoliubov-de Gennes equations. However,
the purely dynamical single-component case [89] has yet to
be extended to the multicomponent setting.

In contrast, stochastic treatments of condensate dynamics
are appropriate for describing the high-temperature regime,
where the number of atoms in the noncondensate fraction
is large compared to those in the condensate, such that
the energetic parameter ¢ defined by (78) is less than one.
Interestingly, the nature of multicomponent systems means
that novel transport processes, for example spin-changing
collisions will contribute to both damping processes as well
as noise for these systems. Both the stochastic (projected)
GPE and the closely related classical field [103] and truncated
Wigner [104-106] approaches have an explicit cutoff in
energy, with all higher-lying (pure thermal) atoms treated as
stationary. In contrast to these, the ZNG formalism explicitly
treats all modes dynamically and self-consistently, but it does
not include the effect of fluctuations of the phase of the
noncondensate atoms, which, in turn, limits its applicability
to temperatures not too close to the transition.

It is interesting to note that both the multicomponent
number-conserving work of [111] as well as the stochastic
treatment of [107] have independently identified a condensate-
to-noncondensate “exchange” collisional event, physically
analogous to that presented in this work by (D]fé In the
former case such terms appear as in the present work as
off-diagonal normal pair averages of fluctuation operators
in the corresponding generalized Gross-Pitaevskii equation,
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however, with such averages defined in terms of number-
conserving operators; for example, see Eq. (66a) in [111].
In the stochastic treatment, the exchange process enters as a
novel scattering amplitude representing an extension to the
“scattering term” of single-component stochastic GPE, which,
however, involves multimode classical-field populations, as
opposed to those of the single-mode condensates arising within
our current treatment; see Egs. (73) and (74) in [107]. Clearly,
each of these nonequilibrium theories is quite different in
origin, assumption, and applicability, yet all three nonetheless
demonstrate universal aspects of quantum transport theory in
low-temperature multicomponent Bose gases.

One should also explicitly comment on the link of our
present approach to the earlier works of Nikuni efal. [114,115].
Both works were aimed at discussing spinor condensates, for
which the Hamiltonian contains additional terms explicitly
maintaining the coupling between the two (spin—%) or three
(spin-1) different states of the system. Clearly, in the case
of explicit coupling between different states, which enables
interconversions (i.e., particles from one state transferred to
another state through external coupling), our fundamental
assumption of treating the off-diagonal normal pair averages
(8}8;() (j # k) differently from (5;8 j) could break down.
This, in turn, would imply that we should revisit our “slowly
varying master” variables and include (6;8;() at the same

footing as (8;8_,-) and |¢_,-|2. This is precisely what has been
shown in Refs. [114,115] and would presumably apply to
any single-species multicomponent condensates |F,mp), in
identical F and different my states, under the presence of
internal or external coupling between those states. Due to
the added complexity of dealing with an off-diagonal Wigner
distribution operators, such a model has, however, never been
numerically analysed, remaining nonetheless an impressive
analytical work for such immensely complicated systems.

In contrast, our present multicomponent treatment is in-
tended for mixtures of two systems of different species, such
as a the case of *Rb-%Rb and ¥Rb-*K we have analyzed
here, with the full dynamical treatment pending.

VIII. CONCLUSIONS

We have demonstrated how a finite-temperature theory
describing the out-of-equilibrium dynamics of binary Bose
gases can be derived using quantum kinetic theory. In
particular, it was demonstrated how dissipative GPEs for the
binary system feature three types of collision exchange terms
with the noncondensate atoms of the multicomponent system.
The noncondensates, on the other hand, are modeled with
quantum Boltzmann equations coupled to collision integrals
which describe atomic scattering between the condensate and
noncondensate atoms. It was shown in detail how all of
these transport processes are derived, including the important
“exchange” term as well as the triplet correlation functions,
which are explicitly computed for the multicomponent system.

We also presented results from numerical simulations of
various binary condensate systems in both miscible and im-
miscible regimes. In particular, the condensate fractions were
estimated for mixtures consisting of ¥Rb - *'K and 8'Rb - 3Rb,
which showed a slight deviation from the estimations based
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on the single-component Bose gas due to mean-field effects.
The role of time scales on collisions was elaborated on; in
particular, the collisionless and hydrodynamic regimes were
studied through the hydrodynamic parameters of the various
collisional processes.

Our numerical results demonstrate the interesting possibil-
ity to access different hydrodynamic regimes. For example,
thermal-thermal collisions and thermal-condensate collisions
can occur on comparable or vastly distinct time scales through
scaling the trap frequency and the temperature by the same
factor, because the various collisional integrals obey different
scaling laws. On the other hand, the intraspecies collisions
can dominate over the interspecies collisions because of the
large intraspecies scattering lengths, as demonstrated by the
miscible ¥Rb - #Rb mixture, such that Feshbach resonances
within and between components could prove useful in inves-
tigating different regimes. It is also possible to increase the
hydrodynamic parameters of all processes by changing the
trap geometry. However, it is important to note that this only
changes overall values, rather than the relative estimations of
different collisional processes, which remain unaffected with
the Cj, process remaining as the dominant one. We have also
investigated the extent to which a commonly implemented
phase-space expansion to leading order in 1/ T is appropriate,
finding it to be a rather poor estimation in the miscible case.

The possibility of controlling the hydrodynamicity allows
us to explore the interplay of the various collisional processes.
The hydrodynamic equations developed in Sec. VI show
the added complexity due to the extra scattering channels
present in the binary system. With the presence of eight
collisional processes (three C;, processes, four C, processes
and a Cy, process) in a binary system compared to two
collisional processes (a Cpy process and a Ci, process) in
a single-component Bose gas, it is not a priori clear how
an out-of-equilibrium binary mixture would relax to its final
state and at what time scales, especially if several collisional
processes were close to the hydrodynamic regime and were
competing with each other. A definitive answer requires careful
numerical simulations of the full nonequilibrium dynamics,
which is a subject under our active investigation.
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FIG. 9. (Color online) The two diagrams represent kinetic (i)
intracomponent (848,) and (ii) intercomponent (8.85) pair anomalous
scattering terms of Eq. (B2). Corresponding diagrams for the b
component are obtained by interchanging the (open) red and (solid)
blue colors appearing above.
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APPENDIX A: PERTURBING HAMILTONIAN

The purpose of this appendix is to detail the steps required to arrive at the perturbing Hamiltonian. After applying Wick’s
theorem to H5 and H4, it can be shown that the nonquadratic terms appearing in the full system Hamiltonian H can be recast in
the form H3 — 8H1 and H4 — 4 Hz + 8 Hp, respectively, where

8jirra - Lo S -
SHy = — / dr Z%[znﬁj+|m.fj|2]+ng_,-[n,~jnkk+n,~knkj+|m,~k|2] , (Ala)
Jj k#j

81:11=/dr ngf 2n”8 —l—mN(S]]—i—Hc +ngj nkkS +njk5k+mk18,i]

k#j

+ ;[0 + i +mdt] + Hel) t (Alb)

5, = / ard 32 8 (3818 + [ 818] + e )+ Y g (1538180 + 7818, + (70818, + g 8[5] +He]) | (ALo
J k#j

where 7iy; = (3}8}) and 7 = (Sjgk). Here Egs. (Ala)-(Alc) are generated by inserting Egs. (16a) and (16b) into Eqgs. (15d)
and (15e). The term given by Eq. (Ala) constitutes a mean-field shift to the chemical potential of the system. However, as
we follow the usual prescription of keeping interaction effects within the chemical potential to linear order in the scattering
length [124], these terms need not be considered any further. With the definitions of Eq. (Ala)—(Alc), one can show that the
resulting perturbing Hamiltonian,

H'(t) = H — Hyr, (A2)

can be broken into contributions comprising different numbers of fluctuation operators. Using Eq. (17), the perturbing Hamiltonian
can be expressed in the form [40,124]

H'(t) = H{(t) + Hy(t) + Hy(t) + Hy(1), (A3)

where

H{(t) = —8H, = —/dr > 8i(@3127;8; + 8+ He) + Y gy @b + i + ;b))

J k#j

+ &1 8k + S, + Iﬁ,‘kgj] +Hece), (Ada)

Hy(1) = H, — A" = / dr Z $I1 (26181 + He) + > e (@i0r8i8; + dindld; + Hee) ¢ (A4b)

J k#j
ﬁg(z)zmzfdr Zg,,(qs 818;8; + He) + ) g (@8[8:8; + ¢7818,60 + He t. (Adc)
k#j

[:]éi(t) = [:]4 _ Slflzdiag — /dl‘ %(Sjgjglgl (§ S )+ ngj(gjgzgkgj — ﬁjkgj-gk — ﬁkjgzgj) . (A44d)

J k#j

The full expression for the Fourier transformed perturbing Hamiltonian becomes
H'(t) = H{(0) + Hy(0) + Hy(0) + Hy(0), (AS)

which are used to derlve the collision integrals in the body of the text. Next, each term in Eq. (A5) is decomposed into an intra-

I:I,’l,j(t) and an inter- H, k, (t) component contribution so that for n = 1-4 one has the decomposition A (1) = H ’ O+ H, k] ).
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Then using the Fourier expansion of the fluctuation operator 8 ;(r,fp) one obtains

A 0= VI gy {Jeje s =nmplablas ga, 8, mjal ]+ He), (A6a)
j P
H (1) = —WZ Z 8kj {\/me_iwj_gg(t/_t)/h_p{:‘r/h] [8p.pifikkdtisp + 8y pijkdip + 8p,—pfﬁlkf&1:p]
k#j P
+ x/’Txke_i[ek_E‘k'(l,_l)/h_pﬁ'r/h] [‘Sp,pfﬁjjak,p + 8p,p§ﬁkj&.i,p + 8p,—p5"~1jka;p] + H'C'}’ (A6b)
B0 = 33 851 Y By agiie OO a ) (A6e)
J P1.p2
Ay (0) = Y D 8 Ae ek By g grgpe OO DR G g
k#j p1.p2
+ 5p1+pl,pz+pf.eii[(el79“7(6&{75&)([’7[)/#([)37Pf)'r/h]&11,p1&j,pz + H-C'}’ (A6d)
H; (1) = % Z Z 8iiv1e i 84 sprps +P4e*“9f*85“’*’)/"1*1’?'r/h'a}pza jpsdjp, +He}, (A6e)
J P2:P3.pa
Hi, () = % ; > gkjm{ap{#pz,pweﬁl@f*850’*”/"1**’&’3"/ﬁla,i,mak,p}al,-,m +Hel, (A6Y)
J P2:P3:P4
If]‘;,j(t) = % Z %{ Z (Spl+pz,p3+p4&j',p1&j,pzaj.,m&j,m - 4ﬁjj Z 8P|,Pz&j,p1&j,pz}’ (A6g)
J P1,P2,P3,P4 P1.p2

N 1 ,

’ _ ) AT AT A ~ ~ AT A ~ AT A

H, (1) = v § 8kj E Sp1+p2.ps+pslj p, Ak p, Ok psQjpy — Tl jk E 8p1.p2d p, Akp, — Tk E Sp1.p2 G p, Ajips (- (A6h)
k#j P1,P2,P3,P4 P1,P2 P1,P2

The expressions given above by Eqs. (A6a)-(A6h) allow us to derive the collisional integrals in the body of the text.

APPENDIX B: ANOMALOUS PAIR CORRELATION FUNCTIONS

In this appendix the anomalous pair correlation functions of the form (8 f Sj> and (Skg_i) appearing in Eq. (6) are calculated.
Following the steps detailed in the body of the paper, one can shown that the pair anomalous terms take the form

A A 1 . . . .
(8i;) = — img (484 3 8(el+ei—ei=e3)8y e p [+ DA +1) = A A] (B1)
P1.p2

By taking the continuum limit, one finds that Eq. (B1) becomes the collisional integral

igkj®jdk

560 —
(8¢0;) 427 )23

(1+8kj)/dp1 /dpzfs(pé' +pe =P =)ol +ec — el — &) [(f+1) (L +1)-A K] B
valid for both j = k and j # k This integral describes a collision process whereby a pair of condensate particles collide to give
two thermal particles and its inverse process. Such terms have not been included in our theory as they violate energy conservation.
For this reason, these terms are conventionally dropped due to the Popov approximation [74]. Figure 9 shows schematically the
different kinetic scattering processes represented by Eq. (B2). Squares represent condensate and circles represent noncondensate
(thermal) atoms, while the blue and red colors represent the a and b components, respectively.

APPENDIX C: EVALUATION OF NONEQUILIBRIUM AVERAGES

Here the form of various nonequilibrium averages used in the intermediate steps of deriving the full collisional theory are
listed. We begin by writing out in full the triplet anomalous averages which are used in the definitions of the condensate growth
terms R’/ and R as

: t
NEYN l o R ATS & & / ’y U
($[ded )y = 7 f dr' (S1(t' 1) 8T(1,0)8[8:8; 8(e,t'), H] 1, ()18(1 10)) (1)

4]
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and
PO i [ a ar A A A N o
(518k8j>(3) = —7—1/ dt/(Sj(t/,to)[S'(t,t/)5,15k8j5(t,t/),Hé,kj(t)]S(t/,to)), (C2)
to

with similar expressions for j = k. Meanwhile, the condensate exchange terms R¥ are calculated as (for j # k)

. t
ata i A A ata A N A
(818)) = -7 / dr' (87 10)[87(2.0)8[8;8(1.1). B, ,(018(t' 19)). (C3)
to

This expression, based on symmetry-breaking, did not appear in previous works for spinor gases [114,115], but does formally
appear in the related classical-field approach of Ref. [107]. - ‘

Next we give the form of the quantum Boltzmann contributions Cj5 and C g required to give the final form of the associated
collision integrals. These are

Cll = T )L ), A 0) (C4)
and
C = %Trﬁ(t,to)[f"(r,p,to),ﬁquj(t)]. (C5)
Using the Fourier transform of the Wigner operator
flpa) = Z&j,p—q/zdjqwqﬂeir'q/hv (Co)
q

along with 1:13’ kj(t) [Eq. (A6f)], it can be shown that the right-hand side of Eq. (C5) can be written as

kj __ 8kj iqr/h * AT N N
Cp=—"= Z € Z {5Pf+pz,p3+p4¢k (8P2qP+Q/2(aj,p—q/2aj7P3akqp4) — 8pip—q/2
iV q P2,P3.P4

4 R _ A
X (aj,pzaj»p+q/2ak,p4>) - ‘Spg+p2,p3+p4¢75p4-p—q/2<“k,pzak,pzaj.p+q/2) - HC} (C7)

The expression given above contains two distinct types of three-field correlation functions, both of which can be computed using
the definition of the nonequilibrium average along with the relevant contribution from the perturbing Hamiltonian, Eq. (A6f).
One can, in particular, show that

(] s .p0) = Ty 48,3 (ecte),—eh =€) amptn [ (f + ) (fa+1) = (F + 1) 1], (©8)
and the corresponding expression for (&Z";m&}’m djp,) can be obtained by taking the Hermitian conjugate of Eq. (C8). To simplify
the first summation over the center-of-mass momentum q appearing in Eq. (C7), we can expand the sum and note that terms with
q # 0 make zero overall contribution. After that, inserting Eq. (C8) into Eq. (C7) results in the final expression given by Eq. (45)
of Sec. IVC 1. .

Meanwhile, the exchange collisional term C],”z is computed as (for j # k)

. 1 N n
Ol = = Tr a0 (r.po). A (1), (C9)
which, after using the definition 1312’ x; (1) given by Eq. (A6d), gives
K 28k wiat A v AT A
€y = ihj Z Spl +p1.pk (¢j¢k(a},pzak,pl) - ¢j¢k<“k,p,aj,pz>)~ (C10)
P1.p2

Then two quadratic correlation functions are required in order to write a final expression for the collision integral, Eq. (C10).
As before, we can use the expression for the nonequilibrium average, Eq. (25), along with the relevant part of the perturbing
Hamiltonian, Eq. (A6d). This gives

(0l p,2:) = —imgn 0,878 (el + £, — el = )8y, g [(FF + DA = S (A + 1)) (1)

c

Inserting Eq. (C11) into (C10) above allows us to write the discrete form of the exchange collision integral, Eq. (49) of Sec. IV C2
of the text.
The final nonequilibrium average that is required consists of those terms describing scattering exclusively between thermal

Ji kj S .
atoms, Cy, and C,;, which is given by the expressions

- 1 . R
C33 = = Te (e, 10)Lf (v,p10), Hy (1)) (C12)
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and
S N .
Cy = o Tr p(t,t0) L/ (x,p,t0), Hy 1 ()]. (C13)

Proceeding, we can write an expression for Cg using H 4. « () [Eq. (A6h)], which takes the form

kj 8kj AtoA A A At AT A A
CZé = 2RV Z 8p1+p2.ps+ps ([81’1,13 - 894qp]<aj,p1ak,pzak,ma/‘,m) + [892»1) - 8P3,P]<ak,p1ajl',pzajvpsak»lu))' (C14)
P1P2P3P4

Again, to simplify Eq. (C14), we require the quartic correlation function composed of equal numbers of creation and annihilation
operators. This is computed using the definition given by Eq. (25) along with H ;(1), as defined by Eq. (A6h). This gives

(dj,plali,pzak,psdj,p4> = %(1 +5kj)5(‘9§1 +8f92 - 81;3_8;94)5p1+pz.p3+p4 [f1] fzk(f3k + 1)(f4] + 1) - (f1] + 1)(f2k + 1)f3kf4]]-
(C15)
Interchanging the dummy summation variables over momentum in Eq. (C14) and inserting the expression given by Eq. (C15)
leads to Eq. (53) of Sec. IV C 3 of the main text.
To obtain all of the collision integrals appearing in the body of the text, one also requires the approximations

§1(t.1)a0pS(t.1") = Gy p exp [—igl(t — t')/R], (C16)
as well as
@) yaw )y = SnwSpp f1(X.D1), (C17)
and taking the continuum limit requires replacing the summations with
1 dp
=) - and V8,9 — (27h)*8(p). C18
V; /mw b0 — QhY5(p) (1)
Finally, in evaluating the integrals over time appearing in all of the collisional integrals, an identity has been used,
1 ! / z(s +ek —&" Yt—t")/h i k 1 m . 1
ﬁ/_wdte e~ =% _”3(8{91""8192_8193_8174)"'17) el pek —gl _em )’ (C19)
P P2 P3 P4

where P(- - -) represents the Cauchy principle value in Eq. (C19) above and is conventionally dropped [114,115].

APPENDIX D: TRANSFORMATION BETWEEN LABORATORY FRAME AND CENTER-OF-MASS FRAME

In the numerical evaluation of the collisional rates (60), (61), and (62), it is useful to transform the momenta from the laboratory
frame to the center-of-mass frame. To this end, we define the center-of-mass and relative momenta, (P,p,) and (P’,p,), such that

1 1
0L L))
pr mj+my _m +Im p2
P 1 1
D-(L L6
pr mj+my _m,+ p3

The two Dirac § functions then enforce P = P, |p,| = |p/.| because of energy and momentum conservation.
The collision rates between noncondensed atoms (for both k = j and k # j) is

fout (146 )gk - i
My = on );hmff plfdPZ/dp3/dp45(Pl+P2_P3 p)s(el +eb —eb —el ) F (A +1)(F +1). D2)
which is conveniently evaluated with Eq. (D1) to obtain
; dp ; dp: a2 ;
kjout 1 Jj k Jj
ry™ = f L / Gahp f ok = vl (f+1)(fi +1), (D3)

where oy; = (1 4 )47m,fj is the cross section, v| and v, are the initial velocities of atoms j and k, respectively, and €2 specifies
the solid angle of the final relative velocity v4 — v3.

For collisions between condensate and noncondensate atoms, we first consider the Cg process (for both k = j and k # j),
the out collision rate that represents the scattering of a noncondensed atom from a condensate to produce two noncondensed
atoms is given by

~ (1+8kj)8z: - . . ;
ki, )8
o = (2T5h7]nc’j /dpz/dpsfdp48(p£ +p2—p3 —p4)3(8i+€§2—8];,3—8',’,4)f2k(f3k+ )(f] +1). (D4)
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We again use (D1) to obtain

) dp a2 j
P = [ e e [ (04 4 1)) ®

where v = \/ [Ve,j — Val? — 2(Unj — /LZ) /my; is the relative speed of the initial states corrected to take into account the local
conservation of energy.

The reverse process, where two noncondensed atoms collide such that one of them goes into a condensate, is given by the in
rate as

kin W’an, / dp> / dps / dpsd(p] +p2—ps —pa)d(el + b — &b —el V(14 £5) 15 fi. (D6)

In order to reduce Eq. (D6) into a useful form for Monte Carlo sampling as well as dynamical simulations, we follow the approach
of Jackson and Zaremba [126] and arrive at

i in d i M j Ok )}
N s el ROTES 7)
Qrh)*"* (1 + m;/my)|vin|

where vi" = vi — vl is the velocity of thermal atom j relative to the local condensate velocity, while the second integral is a
two-dimensional integral over the velocity vector ¥, which is in a plane normal to v}". The velocity of the other incoming thermal
atom V% is then given by

(U — ul)¥in

kK j+(1_mj/mk) in o, o~
mj|vp|

V3=V -5 " v+ ) (DY)

and the outgoing velocity of the thermal atom is given by
VA = (mj/m)v™ + VA, (D9)

Note that we follow [126] and drop the cubic term f; f3 f4 in numerical simulations because it cancels exactly between the in
and the out rates.
For the exchange collisions (65), instead of the usual center-of-mass transformation (D1), we use an alternative transformation:

P 1 -1

<?> :( m . )(I“), (D10a)
pr mji—mj _mj—mk p2

R S ()

)= . <). (D10b)
<pr mj—my - m;j —kmk Pc

The exchange collision rate is therefore

2

oul 8kj j j j j
2 = o neanes [ b [ dpap(pl b =)l e, ke (7 1)
M\ aQ
:""’(m:]) neancs [ AU +) (1)
J

where M;jl = m;l — m;l plays the role of an effective reduced mass while the effective relative speed is

ﬁrz\/|vc,j_vc,k|2_2([U1]1( - /’L]Z] - [Ur{ - ,U«é])/MkJ (Dlz)

APPENDIX E: EQUILIBRIUM EVALUATION OF I‘g

In general, the collision integrals cannot be evaluated analytically. However, the exchange rate, Eq. (D11), can be calculated
in the limit ,30(%_ + U! — ul) <« 1. Using the momentum transformations given by (D10a) and (D10b), the scattering rate rat
becomes

2-Mkj81%j

4n Myjgp;
Q) ht

l—-out —
¢ (27)2ht

e, e p™ f dQ(ff+1) 1, ~ e inexp™ (1T + 2T, (E1)
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where the constants ¢; are defined as

C) = —1n

8

kBl |:)/j +8+gjjncyj
yi =8+ gjjne,;

PHYSICAL REVIEW A 92, 063607 (2015)

} , (E2)

In [y! —0+gjime )y  +8+gurne.]
k%} [)//+8+gjjnr,j][)/A78+gkknr,k]

= —— . (E3)

8 yi—yk+gjine; — gunck

The constants y* and § are defined in terms of the momenta as
pout2 m p(Z)
« - + z A E4
Y = e e 2 EH
_ 1 out
§ = ———Ip""lIpol- (ES)
m; — nmj

Finally, the “relative” momentum is defined as p°" = \/ p?+ 2Myj(gjine,j — &kiner)- Equation (E1) shows the temperature
dependence of Fk’, while the constants c¢; and ¢, defined by Eqgs. (E2) and (E3) give, respectively, the general form of the

coefficients of 72 and 7.
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