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Quantum interference in the field ionization of Rydberg atoms
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We excite ultracold rubidium atoms in a magneto-optical trap to a coherent superposition of the three |mj |
sublevels of the 37d5/2 Rydberg state. After some delay, during which the relative phases of the superposition
components can evolve, we apply an electric field pulse to ionize the Rydberg electron and send it to a detector.
The electron traverses many avoided crossings in the Stark levels as it ionizes. The net effect of the transitions at
these crossings is to mix the amplitudes of the initial superposition into the same final states at ionization. Similar
to a Mach-Zehnder interferometer, the three initial superposition components have multiple paths by which they
can arrive at ionization and, since the phases of those paths differ, we observe quantum beats as a function of
the delay time between excitation and initiation of the ionization pulse. We present a fully quantum-mechanical
calculation of the electron’s path to ionization and the resulting interference pattern.
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I. INTRODUCTION

Because the valence electron in a Rydberg atom is only
weakly bound to the core, its energy levels are easily shifted
by the Stark effect with modest electric fields. The resulting
rich behavior of Rydberg atoms in electric fields has been
exploited for a wide range of experiments. Recently, Rydberg
atoms have been developed as sensors to measure microwave
electric fields with results superior to traditional methods [1,2].
The Rydberg electron wave function is easily perturbed by the
image charge produced in a nearby metal surface and hence
Rydberg atoms have been used as a sensitive probe of atom-
surface interactions [3] and to measure electric fields near the
surface of atom chips [4].

The ionization of Rydberg atoms has been studied in some
depth, providing insight into quantum dynamics in an atomic
system over vastly different time scales. In the terahertz regime
the impulsive energy transfer of a fast half cycle pulse has
been used to study wave-packet dynamics [5]. Ionization of
low-lying Rydberg states with single cycle terahertz pulses
has revealed an unexpected n−3 scaling of the field ionization
threshold [6]. Multiphoton ionization with microwave fields
has provided insight into the connection between a field and
photon picture of the electron’s pathway to freedom [7]. In
the case where the microwave frequency is close to that of the
classical Kepler frequency a variety of interesting behaviors
have been observed including resonances in the ionization
spectrum [8,9], population of extremely highly excited states
[10,11], and a phase-dependent threshold for ionization of
a wave packet [12,13]. On the microsecond time scale, the
widely used technique of state selective field ionization relies
on the relative ease with which the electron can be liberated
with a simple and reproducible electric field pulse [14]. It is
the ionization of Rydberg atoms with a slowly rising electric
field pulse that we study in this paper.

The Stark effect mixes energy levels of the same magnetic
quantum number and produces a complex set of many avoided
crossings [15]. An example of a Stark map can be seen in
Fig. 1 and an idealized two state avoided crossing is shown
in Fig. 2. As the electric field is changed, amplitude in one

state can transfer to the other state at an avoided crossing. The
Landau-Zener-Stückelberg-Majorana formula can be used to
calculate the probability of a diabatic transition for an ideal
two state avoided crossing [16–19].

The Landau-Zener (LZ) transitions that occur at avoided
crossings are useful for quantum control and interferometry.
In solid-state physics, LZ transitions have been used as a beam
splitter for manipulating a superconducting qubit with Mach-
Zehnder interferometry [20], for coherent control of a qubit
system [21], and again as a beam splitter for electronic spin
states [22]. They have been used to develop quantum memory
in diamond nitrogen-vacancy centers [23]. The interference
of geometric phase has been observed in a superconducting
qubit using LZ interferometry [24]. In atomic physics, chirped
microwave pulses have been used to drive LZ transitions
between Rydberg states [25–27]. LZ transitions have been
observed in a supersonic atomic beam between Rydberg atom
pair states [28] and have also been used to manipulate the field
ionization spectra of Rydberg atoms by using a shaped field
ramp to enhance state selectivity [29,30].

A Rydberg electron in some initial state can be ionized
by applying a time-dependent increasing electric field. The
electron’s path to ionization depends on the slew rate of the
electric field and the characteristics of the avoided crossings
[31]. In general, the electron’s amplitude will spread over
many states due to transitions at the avoided crossings
and thus begin to significantly couple to continuum states
at multiple different fields. The resulting field ionization
spectra have been calculated successfully using multichannel
Landau-Zener theory [32] and a fully quantum-mechanical
time evolution [33].

Leuchs and Walther observed quantum beats in the field
ionization spectra of sodium Rydberg atoms due to the
energy difference between the fine-structure levels [34]. They
attributed the quantum beat signal to the interference of
the multiple paths through the avoided crossings by which
the electron could arrive at the detector. Jeys et al. used
quantum beat measurements to explore the behavior of fine-
structure superposition states as they evolved from low field
to the ionization field [35]. We observe similar quantum
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FIG. 1. (Color online) Stark map showing the path to ionization for the 37d5/2, |mj | = 1/2 (red), the 37d5/2, |mj | = 3/2 (blue), and
37d5/2, |mj | = 5/2 (green) states. The opacity of the lines is determined by the population in the state for populations less than 0.1. Populations
greater than 0.1 are completely opaque. The classical ionization threshold is shown by the thick black line extending upward from about
220 V/cm. The gray background lines are the full |mj | = 1/2 Stark map; they have been terminated at the classical ionization threshold to
more clearly display the ionization behavior of the populated states. The green |mj | = 5/2 lines continue well beyond the red |mj | = 1/2 and
blue |mj | = 3/2 lines, which is evident in the field ionization spectra shown in Fig. 4.

beats between the magnetic sublevels of the fine structure
of rubidium Rydberg atoms. We performed a fully quantum-
mechanical calculation, similar to that of Førre and Hansen
[33], of the path to ionization which preserves all phase
information. The 37d5/2 state of rubidium-85 was selected
for the experiments and calculations presented here.

The observed quantum beats can be understood by analogy
to a Mach-Zehnder interferometer. A model of the experiment
is shown in Fig. 2 which represents a greatly simplified version
of a Stark map, showing the energy levels of the Rydberg atom
as a function of electric field. The many avoided crossings that
the electron will traverse on the way to ionization have been
condensed to one representative crossing. A simple example to
consider is a superposition of only the |mj | = 1/2 and |mj | =
3/2 states, denoted by |1/2〉 and |3/2〉.

The short laser pulse that excites the initial superposition
is analogous to the first beam splitter in a Mach-Zehnder
interferometer. The variable time delay before the firing of the

ionization pulse allows the phases of the two amplitudes in the
superposition to evolve due to the energy difference δ between
|1/2〉 and |3/2〉; this is analogous to the path length difference
in a Mach-Zehnder interferometer. The second beam splitter
is provided by the LZ transition at the avoided crossing.
Depending on the slew rate of the ionization ramp and the
characteristics of the avoided crossing, some of the amplitude
will traverse the crossing diabatically and transfer to |1/2′〉
(|3/2′〉) and some will traverse adiabatically and remain in
|1/2〉 (|3/2〉) [31]. Avoided crossings do not occur between
states of differing |mj | since the Stark effect does not mix them.

The two adiabatic components, |1/2〉 and |3/2〉, traverse
similar paths through the Stark map until ionization where
their amplitudes will combine. Because of the phase difference
δt accrued during the variable delay, the signal on the detector
in peak A will oscillate in time. Likewise, the |1/2′〉 and |3/2′〉
components will ionize together and produce peak B which
will oscillate out of phase with peak A.
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FIG. 2. (Color online) A simplified picture of the experiment.
Rydberg atoms are excited to coherent superpositions of ||mj | = 1/2〉
(blue) and ||mj | = 3/2〉 (red) which have an energy separation of δ.
The many avoided crossings that the electron traverses have been
condensed into just two avoided crossings with the ||mj | = 1/2〉′

(blue) and ||mj | = 3/2〉′ (red) states. The population in each line is
shown by the intensity of the color. The relative phase δt between
the superposition components is allowed to evolve before an electric
field pulse is applied to ionize the electron. As the electric field
ramps through the avoided crossing, each component of the initial
superposition splits into an adiabatic and a diabatic path. The adiabatic
paths ionize together and arrive at the detector at peak A. Similarly,
the diabatic paths ionize together and arrive at peak B. Since the
amplitudes from each adiabatic (diabatic) component have a phase
difference of δt , quantum beats are observed.

II. EXPERIMENT

To measure quantum beats we begin by exciting the atoms
in a magneto-optical trap (MOT) to Rydberg states in a three
step process. The phase of the coherent superposition is then
allowed to evolve for a variable amount of time. Finally
the atoms are field ionized and the time-resolved signal is
collected.

Our excitation takes place inside of a fairly standard vapor
cell magneto-optical trap. We cool and trap roughly a million
rubidium-85 atoms to a temperature of 200 μK. These atoms
are situated at the center of a set of electrodes with which we
can apply static and time varying electric fields. A static field
is used to split the 37d5/2, |mj | states as shown in Fig. 3(b),
which ultimately determines the time scale for phase evolution
of the coherently excited superposition state.

Excitation of the Rydberg states is done in three steps [36].
The 5p3/2 state is populated by the trapping lasers, which
are left on during the entire experimental cycle. The 5p3/2 →
5d5/2 transition is driven by a 776 nm laser that we pulse
on for 10 μs at a rate of 20 pulses/s. This is an external
cavity diode laser locked to the electromagnetically induced
transparency signal seen by overlapping a small portion of the
780 and 776 nm laser beams in a rubidium vapor cell. From
the 5d5/2 state some of the atoms radiatively decay to the
6p3/2 state. At the end of the 776 nm pulse, we apply a short
pulse of 1019 nm light to drive the 6p3/2 → 37d5/2 transition.
The 1019 nm laser is also a continuous-wave, external-cavity
diode laser, but in this case we lock its frequency to an actively
stabilized Fabry-Perot cavity. The 1019 nm beam is double
passed through a fast, tunable acoustic-optic modulator. This
allows us to tune the laser through a range of 150 MHz as well
as create short pulses. The excitation volume is defined by the
overlap of the perpendicular 776 and 1019 nm laser beams,
which is located at the zero of the MOT magnetic field.

FIG. 3. (Color online) (a) Dipole-dipole interaction spectrum for
37d5/2 + 37d5/2 → 39p + (n = 35 manifold), which was used both
as an electric field calibration and to pick fields for data collection
with no interaction. The fields at which we collected data are noted
by red vertical lines at 0.467, 0.633, 0.768, and 0.913 V/cm. (b) Stark
map for the 37d5/2 state. Frequency scans taken with a 1 μs, 1019 nm
laser pulse are overlaid with the calculated Stark lines. The frequency
scan highlighted in red at 1.5 V/cm, where the different |mj | levels
are well separated, was used to obtain the field ionization spectra for
individual excitation of each |mj | level shown in Fig. 4.

In Fig. 3(b) we show a Stark map of the 37d5/2 state. The
heavy solid lines are the calculated energies of the |mj | =
1/2, 3/2, and 5/2 states. Frequency scans taken with a 1 μs,
1019 nm laser pulse at a range of applied electric fields are
overlaid with the calculated spectra. The width of the measured
spectral lines is limited to 6 MHz by the radiative step in
our excitation process. Fitting our measured spectra to this
Stark map gives us a rough calibration of the field seen by
the Rydberg atoms for a given set of potentials applied to
the electrodes in our vacuum chamber. To more accurately
calibrate the field we also collected a dipole-dipole interaction
spectrum as shown in Fig. 3(a). A detailed discussion of the
dipole-dipole interaction among atoms can be found in Altiere

FIG. 4. (Color online) Time-resolved field ionization spectra for
individual excitation of the |mj | = 1/2, 3/2, and 5/2 states at the
electric field highlighted in red near 1.5 V/cm in Fig. 3. In (a) we
show the experimentally measured spectra and in (b) the calculated
spectra.
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et al. [37] along with the procedure used to fit to calculated
interaction spectra. We estimate an uncertainty in our field
calibration of 0.5%.

To excite a coherent superposition of all three |mj | states
we use a 50 ns pulse of 1019 nm light with a bandwidth of
10 MHz. This allows us to excite a coherent superposition of
the three states in fields of up to roughly 1 V/cm. After the
Rydberg excitation pulse we wait for a variable amount of
time before field ionizing the atoms. The field ionization pulse
rises at a rate of ∼0.4 V/cm ns. The time-resolved signal,
collected and amplified with a microchannel plate detector, is
shown in Fig. 4(a) for the case where each of the three |mj |
states is excited independently using a long laser pulse (1 μs).
The overlap between these three states in the field ionization
signal allows them to interfere when a coherent superposition
of states is excited.

III. MODEL

We calculate the Rydberg electron’s path to ionization
through the Stark map by iteratively time-evolving the initial
state from zero electric field until ionization. While the initial
states are written in the fine-structure basis, as we near
ionization we use hydrogenlike wave functions in the parabolic
basis. The Hamiltonian for the Rydberg electron in a static
electric field is

− 1
2∇2 + V (r) + Fz, (1)

where V (r) is the potential due to the interaction with the
atomic core and Fz is the potential due to the externally applied
electric field. When the Rydberg electron is in a high angular
momentum state it is unlikely to penetrate the core and V (r)
is essentially Coulombic [14]. For lower angular momentum
states this is not the case and it is necessary to model the
interaction using the quantum defects. We included measured
quantum defects for the s, p, d, f , and g states [38–41] and
we estimated the defects for higher angular momentum states
based on an �−5 scaling [42].

Following the method of Zimmerman et al. [15], we
constructed the Hamiltonian matrix for the Rydberg electron in
the fine-structure basis {j,mj }. Since the electron’s amplitude
will spread out among many states due to transitions at avoided
crossings, we must include a sufficient number of states in our
basis for accuracy. We tested our calculation and found that the
results converged if we included ∼15 − 20 manifolds centered
on our initial state. In the present calculation, we included
states from the n = 30 manifold up to the n = 47 manifold or
a basis of about 1400 states.

The electron’s state at time ti can be determined from the
state at time ti−1 from

ψ(ti) = Û (ti)ψ(ti−1), (2)

where Û (ti) is the time evolution operator at the ith time
step. We can calculate Û (ti) by finding the Hamiltonian at the
electric field Fi and using the shape of our field ionization
ramp to map from electric field to time.

The necessary resolution in time is set by the curvature of
the states at the many avoided crossings in the electron’s path
to ionization; a sufficient resolution in field is necessary to
faithfully represent each avoided crossing. We find that in the

neighborhood of the 37d state our results converge well for a
time step of about 10−11 s.

Since our ramp takes our initial state to ionization in ∼1 μs
we need about 105 time steps. The calculation is greatly aided
by the use of a supercomputer. While the time evolution must
proceed serially, all of the necessary time evolution operators
are calculated in parallel and stored until used.

An alternative approach would be to use Landau-Zener
theory at each avoided crossing as in [32]. Many of the avoided
crossings, however, involve more than two states and are not
well separated from adjacent avoided crossings. It is also much
easier to preserve the phase in the present numerical method as
Landau-Zener theory yields probabilities and not amplitudes.

Figure 1 shows the results of our calculation of the path
to ionization for the 37d5/2, |mj | = 1/2, 3/2, and 5/2 in
red, blue, and green, respectively. The amplitudes follow
multiple branching paths to ionization [43–45]. The opacity
scale is chosen to highlight the differences between states
with populations up to 0.1; states with greater population
are more opaque. States with population greater than 0.1 are
completely opaque. The classical ionization threshold is shown
as a rough guide to the eye for where the electron ionizes. The
paths to ionization for all three states clearly overlap in the
neighborhood of ionization.

Our model does not include any coupling to continuum
states so it will not naturally produce ionization of the electron.
To estimate the ionization rate � as a function of F , we follow
Førre and Hansen [33] and McMillian et al. [45] in using
a semiempirical formula for the ionization rate of hydrogen
derived by Damburg and Kolosov [46],

� = (4R)2n2+m+1

n3n2!(n2 + m)!

× e−(2/3)R−(1/4)n3F [34n2
2+34n2m+46n2+7m2+23m+( 53

3 )], (3)

where R = (−2E0)3/2/F and n, n2, and m are the usual
parabolic quantum numbers. The energy E0 is determined
by a fourth order perturbation calculation [47]. We begin to
calculate ionization rates once our calculation approaches the
classical ionization threshold.

The application of Eq. (3) is motivated by the fact that
the set {n,�,j,mj } cease to be good quantum numbers as
the electric field increases. While the states that are well
separated from the manifold (s,p,d) will retain much of
their initial character until they hit the manifold, as the field
increases further all Stark lines will be superpositions of many
{n,�,j,mj } states. Instead, at fields near ionization, it is more
natural to describe the states with parabolic quantum numbers
{n,n1,n2,m} [48]. A discussion of the transition from low
fields, through intermediate fields, to ionization can be found
in [49].

During the calculation, we have access to each Stark state
as a superposition in the fine-structure {j,mj } basis. In order
to use Eq. (3) we must transform to the parabolic basis. We do
this in two steps by first transforming to the spherical {�,m�}
basis with

|j,mj 〉 =
∑

m�=mj ±(1/2)

〈
�,

1

2
,m�,mj − m�

∣∣∣∣j,mj

〉
|�,m�〉 , (4)
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where the first factor on the right-hand side is a Clebsch-
Gordan coefficient. We then transform to the parabolic basis
with

|n,n1,n2,m〉 =
∑

�

〈n,�,m|n,n1,n2,m〉 |n,�,m〉 , (5)

where the transformation coefficient is [14]

〈n,�,m|n,n1,n2,m〉

= (−1)1−n+m+n1−n2
√

2� + 1

⎛
⎜⎜⎝

n−1

2

n−1
2 �

m+n1−n2

2

m−n1+n2
2 −m

⎞
⎟⎟⎠.

(6)

Once in the parabolic basis, we use Eq. (3) and the size of
our time step to determine an ionization probability. We use
the ionization probability to remove a fraction of the amplitude
from each state and we save the amplitude ionized from each
parabolic state at each time step. Finally, we transform back
to the fine-structure {j,mj } basis by inverting Eqs. (4) and
(5) and continue the time evolution. It is possible that the new
expansion obtained upon transforming back to the {j,mj } basis
could include states not in our original basis. In this case we
would artificially lose amplitude; however, we find that this is
not a significant issue given the size of our original basis.

To test our calculation, we generate field ionization spectra
for each 37d5/2, |mj | sublevel individually. In this simpler
case we can just calculate the probability of ionization at
each time from our saved amplitudes for each |mj | state
individually. Each probability is assigned a Gaussian with a
width based on the resolution of our detector and we sum
all of the probabilities to generate an ionization spectrum.
The calculated spectra shown in Fig. 4(b) are in good general
agreement with the experimental spectra shown in Fig. 4(a).
The time-resolved signals for |mj | = 1/2 and 3/2 are almost
completely overlapping, while the |mj | = 5/2 signal is more
spread out and peaks later in time.

One discrepancy in the calculated spectra compared to the
measured spectra is in the overall width of the field ionization
signals. While the calculated spectra take into account the
measured shape of our field ionization pulse, they do not
include the flight of the ionized electrons to the detector. In
the experiment the field ionized electrons leave the region of
electric field after a few centimeters of flight and then move
through a field free region before arriving at the microchannel
plate detector. Electrons that are ionized later in time (at higher
electric field) will therefore acquire more kinetic energy as they
travel in the field than the electrons ionized earlier in time (at
lower electric field). This will lead to an overall compression
of the electron signal at the detector. It is also worth noting that
the detailed shape of the calculated results are quite sensitive
to the slew rate used in the calculation, but the general features
of the time-resolved signals remain the same for a range of
slew rates.

To calculate the full ionization spectrum including all
three |mj | states, we sum the parabolic state amplitudes
that ionized at each time step. The |mj | = 1/2 state is a
superposition of parabolic states with both m = 0 and m = 1,
while the |mj | = 3/2 is a superposition of parabolic states

TABLE I. Comparison of measured to calculated oscillation
frequencies. The measured frequencies were determined by fitting
the peaks in a Fourier spectrum. The error in the measurement is
from both the width of those peaks and the uncertainty in the field
calibration.

1/2–3/2 3/2–5/2

Field (V/cm) Calc. (MHz) Fit (MHz) Calc. (MHz) Fit (MHz)

0.467 1.02 0.7 ± 0.4 2.05 2.0 ± 0.3
0.633 1.86 1.4 ± 0.3 3.77 3.7 ± 0.3
0.768 2.73 2.2 ± 0.4 5.56 5.4 ± 0.3
0.913 3.85 3.2 ± 0.4 7.87 7.7 ± 0.3

with m = 1 and m = 2. Therefore, amplitudes with a phase
difference given by (E1/2 − E3/2)t will combine in the m = 1
parabolic states, where Emj

is the energy of the 37d5/2,|mj |
sublevel at the excitation field. Similarly, the |mj | = 5/2 state
is a superposition of parabolic states with both m = 2 and
m = 3 and so amplitudes with a phase difference given by
(E3/2 − E5/2)t will combine in the m = 2 parabolic states.
The oscillations produced by this interference will sit on a
background of m = 0 and m = 3 parabolic states not involved
in any interference.

IV. RESULTS AND DISCUSSION

We collected quantum beat data at the four fields marked
in Fig. 3. At each field we scanned the time delay between
excitation and ionization over a range of 0–2 μs in 10 ns
steps. We then gated the time-resolved electron signal over
several different regions to reveal quantum beats that result
from interference among the different pathways that ionize
at a particular field. Figure 5 shows a representative set of
data taken at a field of 0.913 V/cm. In Fig. 5(a) we see
the time-resolved field ionization signal at one particular
time delay along with the three gates used in (b)–(d). Clear
oscillations are seen in the gated data. Figure 5(b) oscillates at
a frequency corresponding to the |mj | = 3/2 to 5/2 separation
at this field. Figure 5(c) oscillates at this frequency as well,
but is out of phase with the oscillations in (b). In effect,
the interference has directed a portion of the electron wave
function to split and ionize at one field or the other depending
on the relative phase accumulated between the |mj | = 3/2 and
5/2 states. In Fig. 5(d) we see oscillations at two frequencies,
one corresponding to the |mj | = 3/2 to 5/2 separation and the
other to the |mj | = 1/2 to 3/2 separation. It is worth noting that
the total population, that is the total integrated field ionization
signal, remains constant over all time delays.

The oscillation frequencies were found by Fourier trans-
forming the time-dependent data. The Fourier spectrum for the
data in Fig. 5(d) is shown in the inset labeled (e). Oscillation
frequencies for the four fields at which we measured quantum
beats are summarized in Table I. There is generally good
agreement between the measured and calculated frequencies,
although some of the oscillations at the |mj | = 1/2 to 3/2
separation fall outside of our error estimates. Our error
estimates come from two sources. First, the resolution of
our Fourier spectra is limited to 0.3 MHz due to the finite
measurement time of 2 μs. The second error is derived from
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FIG. 5. (Color online) Data from an electric field of 0.913 V/cm.
(a) An example of the total field ionization spectrum when all three
|mj | sublevels are excited with a short laser pulse. This spectrum is
from a delay time of 1.0 μs. The shaded areas were integrated at each
delay time from 0 to 2.0 μs and the results are plotted in (b), (c),
and (d). (b) The integrated signal from the red vertically hashed gate.
(c) The integrated signal from the blue diagonally hashed gate. The
oscillations in (b) and (c) are clearly π out of phase. The frequency
of the oscillation was determined to be 7.7 ± 0.3 MHz from a fit
to a Fourier transform peak. This matches well with the 3/2–5/2
separation (see Table I). (d) The integrated signal from the green
horizontally hashed gate. (e) Example of a Fourier spectrum used
to determine the dominant frequencies in (d). Both the 1/2–3/2 and
3/2–5/2 frequencies are present in (d), with the lower frequency
component measured to be 3.2 ± 0.4 MHz.

our error in the field calibration leading to a frequency error
of 0.1 MHz. These two errors are combined in quadrature
resulting in the the values quoted in Table I. Likely sources of
error include the inhomogeneity of the applied electric field
and the MOT magnetic field across the excitation volume.

Figure 6 shows the result of the calculation for the same field
of 0.913 V/cm as in Fig. 5. Since the calculated and measured
spectra in Fig. 4 do not entirely match, it is not possible to use
the same integration gates as in Fig. 5(a). In Figs. 6(b) and
6(c) oscillations are seen corresponding to the |mj | = 3/2 to
5/2 separation at this field. The oscillations are not π out of
phase as in Figs. 5(b) and 5(c), rather they are about π/2 out of
phase. Figure 6(d) shows an oscillation from a gate in which
two frequencies, one corresponding to the |mj | = 3/2 to 5/2
separation and the other to the |mj | = 1/2 to 3/2 separation,
are present; this is similar to Fig. 5(d). None of the oscillations

FIG. 6. (Color online) Model calculated at an electric field of
0.913 V/cm. (a) An example of the total field ionization spectrum
when all three |mj | sublevels combined. This spectrum is from a
delay time of 1.0 μs. The shaded areas were integrated at each delay
time from 0 to 2.0 μs and the results are plotted in (b), (c), and
(d). (b) The integrated signal from the red vertically hashed gate.
(c) The integrated signal from the blue diagonally hashed gate. The
oscillations in (b) and (c) are out of phase by approximately π/2.
If we compare to Fig. 5(b) and 5(c), where these oscillations are
π out of phase, it is clear that our model is missing some relevant
phase evolution. (d) The integrated signal from the green horizontally
hashed gate. This gate was chosen for comparison to Fig. 5(d), since
both the 1/2–3/2 and 3/2–5/2 frequencies are present.

in Fig. 6 show any decline in amplitude as we do not include
any sources of dephasing in our model.

The fact that the relative phase of the oscillations in
Figs. 6(b) and 6(c) does not agree with the corresponding
plots in Fig. 5 is an indication that our model does not
capture all relevant phase information. This is likely due to
the way in which our model handles the time evolution near
ionization. Our basis does not include any continuum states;
rather, we discretely remove amplitude based on Eq. (3). As
the electron nears ionization it will evolve into a superposition
involving continuum states and the phase evolution is likely to
be different than in our model.

Given the rich information contained in this data set, we
also present it as an image, which shows the complete field
ionization spectrum at each time delay. Since the visibility
of the oscillations is rather low, we have averaged the field
ionization signal over all time delays and subtracted this
average from each delay to produce the image shown in Fig. 7.
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FIG. 7. (Color online) Image showing the time-resolved field
ionization spectrum at each time delay. The vertical axis displays
the delay time between Rydberg excitation and field ionization. On
the horizontal axis is the arrival time of the electrons at the detector
relative to the start of the field ionization pulse plus a constant fixed
offset. The fixed offset is chosen so that the time-resolved electron
signal begins near the start of our oscilloscope trace. This allows us to
achieve good time resolution with fewer samples. Triggering relative
to the start of the field ionization pulse also keeps the time-resolved
signal from shifting as the delay time between the excitation and field
ionization pulses is increased. The average signal is subtracted from
each trace to enhance the visibility of the oscillations. The amplitude
of the signal is given by the color scale shown in the legend.

V. CONCLUSION

We have observed quantum beats in the field ionization of
a coherent superposition of Rydberg states. While the data
presented here is for the 37d5/2 states, we have observed
quantum beats for a variety of nd states ranging from n = 28 to
46 as well as a variety of np3/2 states. We have also developed
a model of the ionization pathway through the complex Stark
map to ionization.

Our observation of quantum beats as well as our ability to
accurately model the field ionization process has paved the way
to more interesting quantum control experiments. Tailoring
the shape of the field ionization pulse so that it moves more
quickly, more slowly, or multiple times through each of the
avoided crossings should allow us to direct the electron to
ionize at the desired field. One goal might be to design a field
ionization pulse that can separate the signal from two states that
would be unresolvable with the typical ramped field ionization
pulse. Given the large number of avoided crossings that a
Rydberg state encounters on its path to ionization, designing
a pulse by hand that produces the desired result would be a
daunting task. We therefore plan to use a genetic algorithm to
optimize the ionization pathway.
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