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Detection of a weak magnetic field via cavity-enhanced Faraday rotation
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We study the sensitive detection of a weak static magnetic field via Faraday rotation induced by an ensemble
of spins in a bimodal degenerate microwave cavity. We determine the limit of the resolution for the sensitivity of
the magnetometry achieved using either single-photon or multiphoton inputs. For the case of a microwave cavity
containing an ensemble of nitrogen-vacancy defects in diamond, we obtain a magnetometry sensitivity exceeding
5.2 nT/

√
Hz utilizing a single-photon probe field, while for a multiphoton input we achieve a subfemtotesla

sensitivity using a coherent-probe microwave field with power of Pin = 1 nW.
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I. INTRODUCTION

Sensing of magnetic fields with an extremely high sensi-
tivity has attractive applications in various areas of science
and technology [1–3]. Magnetic fields can be measured using
a variety of techniques including a superconducting quan-
tum interference device (SQUID) [1], magnetomaterials [4],
atoms [5–8], and color defect centers in diamond [9–11]. The
SQUID magnetometers achieve record sensitivities [1] but
require extremely low temperatures to maintain superconduc-
tivity [1]. Recently, atomic magnetometers have demonstrated
subfemtotesla sensitivity, approaching the record sensitivity
of SQUID sensors [6–8]. Diamond magnetometers exploiting
nitrogen-vacancy (NV) defect centers in diamond offers
detection of magnetic field signals, both with high spatial
accuracy [12–15] as well as high field sensitivity down to sub-
pT/

√
Hz [9,11,16]. In this work, we describe a magnetometer

approaching sub-fT/
√

Hz sensitivity with nanowatt-order
input power that exploits the Faraday rotation of microwave
(mw) photons induced by a static magnetic field.

In the Faraday effect the polarization of electromagnetic
fields traveling in magneto-optical material can be rotated
by applying a static magnetic field. This Faraday rotation
can also be well explained by a quantum mechanism [17].
Based on this quantum understanding, Faraday rotation has
been proposed to detect quantum fluctuations [18] and induce
giant phase modulation [19]. Giant optical Faraday rotation
has also been observed [20,21]. The polarization rotation
due to the Faraday effect has been well studied for classical
optical magnetometers, but a corresponding discussion of the
sensitivity limit is so far absent in the literature.

In this paper we investigate the sensitivity limit of a
microwave version of a Faraday magnetometer. In our scheme
the polarization of microwave probe photons is rotated by
an ensemble of spins coupled to a microwave cavity. By
measuring the subsequent rotation of the photon’s polarization
we are able to detect a weak static magnetic field applied
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to the spins. Thanks to the low frequency of microwave
photons and the lower vacuum energy fluctuations, as com-
pared with the optical photons, we find that the microwave
reflectance Faraday magnetometer is ultrasensitive in compar-
ison with optical magnetometers, given the same probe field
power.

II. SYSTEM AND MODEL

Before describing the details of our system and model,
we first present the main idea of our scheme to measure a
weak magnetic field. Our scheme involves an ensemble of
spins coupled to a mw cavity. A horizontal-polarized probe
mw field is input to the cavity. This mw input field can
be decomposited into the σ+- (right circular-polarized) and
σ−-polarized (left circular-polarized) components. The mw
cavity also possesses σ+- and σ−-polarized modes which
are degenerate in frequency. The two orthogonally polarized
cavity modes couple to two separate transitions of spins
contained in the cavity. When a weak static magnetic field is
applied to the ensemble of spins, it shifts the two transition
energies up or down oppositely and subsequently causes
different detunings between the transitions and the cavity
modes. Thus the reflected fields suffer different phase shifts,
yielding a Faraday rotation angle. As a result, in the output the
superposition field of the two polarization-orthogonal modes
includes both horizontal- and vertical-polarized photons. By
measuring these photons we can estimate the magnetic field
with a high precision.

We now describe in more detail our scheme for magnetic
field sensing. In the scheme an ensemble of NV centers couples
to the mw cavity as shown in Fig. 1. We assume that the
mw cavity supports right and left circular-polarized (σ+- and
σ−-polarized) cavity modes {â+,â−}, and these modes are
degenerate with resonance frequency ωr and intrinsic loss
κi. A horizontal (H )-polarized coherent mw field αin with
frequency ωin enters the cavity with an external coupling rate
of κex and then yields an output field αout. This input field αin

can be decomposed into σ+- and σ−-polarized components
driving the cavity modes. The σ+- and σ−-polarized cavity
fields suffer different phase shifts because they couple to a
different transition within the spin ensemble (Fig. 2). Due to the
interaction between the spins and the mw fields in the cavity,
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FIG. 1. (Color online) Schematics of setup for detection of a
weak static magnetic field B. An ensemble of spins couples to a
microwave (mw) cavity. The horizontal-polarized mw field αin inputs
into the mw cavity and then is reflected off the cavity (αout) to
the detector. The output field reflected off the cavity is detected
by the polarization-resolving photon detector D. The polarization
of the output field is rotated by an angle ϕF due to the Faraday effect.
The cavity has the resonance frequency ωr and the intrinsic loss κi.
The input mw field couples to the cavity with an external coupling
rate κex.

the polarization of the output field αout is rotated by the Faraday
angle φF , and hence αout includes a vertical (V )-polarized
component. For a clear discussion of the relation between the
input and output amplitudes and polarizations, we define the
annihilation and creation operators, ς̂ and ς̂ †, for a quantized
radiation field. We use the notation ς̂ �χ [22,23] to denote a
χ -polarized field of mode ς̂ , where �χ is the unit polarization

FIG. 2. (Color online) Configuration describing the interaction
between the cavity mode â± and an ensemble of NV− centers. Two
degenerate cavity modes, the right circular-polarized mode â+ and
the left circular-polarized mode â−, are detuned from the zero-strain
splitting by 
q . We shift the transition |ms = 1〉 ↔ |ms = 0〉(|ms =
−1〉 ↔ |ms = 0〉) by a bias static magnetic field B0, which creates
a static frequency shift A = μBgeB0. The weak static magnetic field
δB causes another small shift δ = μBgeδB.

vector. The polarization vector �χ can be H,V, �σ+, �σ− or
an arbitrary linear polarization �θ = cos θH + sin θV with
θ ∈ (−π,π ]. Next we discuss the magnetometer sensitivity
in the case of single-photon and multiphoton measurements.

In the case of a very weak input, a single-photon probe mw
field enters the cavity and we consider all possible outputs. The
output mw field is no longer perfectly horizontal polarized
due to the Faraday effect and a polarization-sensitive mw
photon detector connected to the output port may detect a
horizontal- or vertical-polarized photon or a “dark count” with
associated probabilities. The “dark count” implies that the
input photon is lost to the environment or is absorbed by the
materials. The limit of the sensitivity can be determined by
the Fisher information. In classical measurement, we input a
weak coherent-probe mw field with power Pin into the cavity
and only measure the intensity of the vertical-polarized output
component IV . The horizontal-polarized component is filtered
from the output.

Our scheme involves the interaction of mw modes in the
cavity and an ensemble of spins, taken here, for example, to
be NV centers. In Fig. 2 we graph the ground-state triplet of
the NV defect in the presence of a static bias field. The mw
cavity modes â+ and â− drive the magnetic transitions |ms =
1〉 ↔ |ms = 0〉 and |ms = −1〉 ↔ |ms = 0〉, respectively. In
the absence of any magnetic field, the zero-strain splitting of
the NV centers is assumed to be D ≈ 2.78 GHz. Under the bias
magnetic field B0 and the signal field to be sensed δB, the levels
of |ms = 1〉 and |ms = −1〉 are shifted up or down by A + δ,
respectively. The magnetic field is applied along the z axis of
the spin crystal and results in δ = μBgeδB and A = μBgeB0,
where μB = 14 MHz·mT−1 is the Bohr magneton and ge ≈
2 the electron-spin g factor. The interaction Hamiltonian
describing the coupling between the spins and cavity takes
the form

ĤI =
∑

j

(gj,Râ
†
+|ms = 0〉j 〈ms = 1| + H.c.)

+
∑

j

(gj,Lâ
†
−|ms = 0〉j 〈ms = −1| + H.c.) , (1)

where gj,R (gj,L) is the coupling rate between the cavity
mode â+ (â−) and the transition |ms = 1〉 ↔ |ms = 0〉 (|ms =
−1〉 ↔ |ms = 0〉) of the j th spin. For simplicity we assume
that gj,R = gj,L = g for all spins. Our scheme is essentially
based on the selective driving of separate spin-state transitions
by two orthogonal, circularly polarized degenerate cavity
modes. These selective transitions have been observed in
experiments [24,25]. For an ensemble of N spins we can
apply the Holstein-Primakoff transformation [26] to define the
collective operators ĉ+ = 1/

√
N

∑N
j |ms = 0〉j 〈ms = 1| and

ĉ− = 1/
√

N
∑N

j |ms = 0〉j 〈ms = −1|, which allows one to
consider a large number of spins as a generalized harmonic
oscillator coupled to the cavity mode with a collectively
enhanced rate G = √

Ng. The Holstein-Primakoff transfor-
mation requires that the spin ensemble be highly polarized in
the |ms〉 state, which can be achieved via optical pumping.
Hence the interaction Hamiltonian now becomes

HI = (Gâ
†
+ĉ+ + G∗â†

−ĉ− + H.c.) . (2)
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The free evolution Hamiltonian of spins under the magnetic
fields B0 and δB is given by

Hspin =
∑

j

DjS
2
z,j +

∑
j

(A + δ)Sz,j ,

where Sz,j is the z component of the spin-1 operator, and
Dj the zero-strain splitting of the j th spin. If we neglect the
inhomogeneous broadening of Dj due to different local strains
and assume Dj = D, then we have

Hspin = D(ĉ†+ĉ+ + ĉ
†
−ĉ−) + (A + δ)(ĉ†+ĉ+ − ĉ

†
−ĉ−) . (3)

We consider input probe fields â±
in , each with frequency ωin.

The full Hamiltonians for σ+- and σ−-polarized cavity modes
and spin ensembles takes the uniform form

H±
full/� = ωrâ

†
±â± + Dĉ

†
±ĉ± ± (A + δ)ĉ†±ĉ±

+ (Gâ
†
±ĉ± + G∗ĉ†±â±)

+ i
√

2κex(â±
in â

†
± − â±,†

in â±) , (4)

where the σ+(σ−)-polarized input uses the +(−) sign, and
γ is the decoherence rate of the spin ensemble for each
transition. Using these Hamiltonians and the input-output
relation [27,28], we can calculate the amplitude of the
reflection in the frequency domain at ω = ωin to be

r±(ωin) = −1 + 2κex

i
r + (κex + κi) + G2

i[
q±(A+δ)]+ γ

2

, (5)

where the detunings 
r = ωr − ωin and 
q = D − ωin. ωin

is the carrier frequency of the input probe field of αin.
Equation (5) is valid for both a single-photon and classical
probe field when the number of photons in the cavity is much
smaller than the number of spins [29–31]. We convert the
input and output fields from the σ+- and σ−-polarized basis to
the H - and V -polarized basis by the relations �σ+ = (H −
iV )/

√
2,�σ− = (H + iV )/

√
2 [or H = (�σ+ + �σ−)/

√
2,V =

i(�σ+ − �σ−)/
√

2] [32]. Thus the input and output in the H

and V -polarized basis is governed by a scattering matrix as(
âH

outH

âV
outV

)
= Sr

(
âH

inH

âV
inV

)
, (6)

with

Sr =
(

rHH irHV

−irV H rV V

)
=

(
r++r−

2 i
r+−r−

2

−i
r+−r−

2
r++r−

2

)
. (7)

Specifically, when a H -polarized mw probe field âH
inH =

â+
in �σ+ + â−

in �σ− = âH
in/

√
2(�σ+ + �σ−) is input into the cav-

ity, the output field takes the form âout �χout = âin
2 (r+ +

r−)H − i âin
2 (r+ − r−)V . The corresponding output power

spectrum of the vertical and horizontal polarization are
given by SV (ωin) = RV〈âH†

in (−ωin)âH
in(ωin)〉 and SH (ωin) =

RH〈âH†
in (−ωin)âH

in(ωin)〉 [33], respectively, where RV =
|rV H |2(RH = |rHH |2). We define the reflection r± = |r±|eiϕ± ,
r̄ = |r+|+|r−|

2 , and δr = |r+|−|r−|
2 . The polarization of the output

field is rotated by the Faraday angle ϕF = ϕ+−ϕ−
2 with respect

to the H -polarized input field. For a V -polarized input

field âV
inV = iâV

in/
√

2(�σ+ − �σ−), the output field is i
âV

in
2 (r+ −

r−)H + âV
in
2 (r+ + r−)V .

III. LIMIT OF MAGNETOMETRY SENSITIVITY

A. Single-photon input

If we assume that our detector has a unit quantum efficiency
η = 1 and input a single photon into the setup, the probability
to detect an output photon polarized along V or H can be
determined as PV = SV /Sin or PH = SH/Sin, with Sin(ω) =
〈â†

in(−ωin)âin(ωin)〉 at ω = ωin. It is also possible that no photon
clicks the detector due to the “dark count,” indicating the loss of
the photon before clicking the detector. This latter probability
due to the loss of photon from cavities is PØ = 1 − PV − PH .
The probabilities for three possible outputs are

PV = r̄2 sin2(ϕF ) + δr2 cos2(ϕF ) = |rV H |2 ,

PH = r̄2 cos2(ϕF ) + δr2 sin2(ϕF ) = |rHH |2 , (8)

PØ = 1 − (r̄2 + δr2) .

We are interested in the sensitivity of the system to perform
a measurement of the static signal field δB, ∂P (ξ |δB)

∂δB
, which

means how fast the probabilities to detect a photon in state
ξ = {V,H,Ø} change for a certain signal δB. We first examine
the limit of the magnetometry sensitivity using a single-photon
input mw pulse. Consider a single-photon probe prepared in an
initial quantum state ρ(0) that this evolves to a state ρ(τm) when
exposed to the signal δ = μBgeδB after a measurement time
τm. This generates three possible outcomes with probabilities
Pξ with ξ ∈ {H,V,Ø}. To evaluate the performance of sensitiv-
ity of our setup, we rescale all parameters by κi . Generally, the
maximum amount of information about δ that can be extracted
from the polarization-dependent measurement is given by the
Fisher information [34,35]:

FI (δB) =
(

μBge

κi

)2 ∑
ξ=V,H,Ø

1

P (ξ |δ/κi)

(
∂P (ξ |δ/κi)

∂δ/κi

)2

= (μBge)2
∑

ξ=V,H,Ø

1

P (ξ |δ)

(
∂P (ξ |δ)

∂δ

)2

. (9)

This leads to the Cramér-Rao bound [35,36]


B � 1√
νmFI (δB)

, (10)

where νm is the number of times the measurement is repeated.
If the total measurement time is τtotal and each measurement
takes a time τm, then we have the following sensitivity for a
single-photon input:


BSP
√

τtotal �
√

τm√
FI (δB)

. (11)

In practice the time τm is determined by the FWHM of the
Fisher information when evaluated as a function of the signal
δB (see Fig. 4 below).

B. Multiphoton input

Generally, when estimating the value of a parameter ϕ

contained in a measurement operator M̂ , and taking the
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root-mean-square (rms), 
ϕ, of variance as an impression,
the estimation can be obtained from [37–39]


ϕ2 = 
M̂2

|∂〈M̂〉/∂ϕ|2 , (12)

where the variance 
M̂2 ≡ 〈M̂2〉 − 〈M̂〉2, with the expecta-
tion values taken as the appropriate input state. We only detect
the V -polarized output photons so we have M̂ = â

†V
outâ

V
out.

We now estimate the limit of the measurement sensitivity
for the multiphoton input where the probe field is a weak
coherent mw pulse with an input power Pin corresponding
to a mean photon number n̄in, the quantum expectation

of the operator n̂in = â
H†
in âH

in. We have 〈âH†
in âH

in〉 = 2κexn̄in =
τm

τex

Pin
�ωr

[40,41] (n̄in = Pinτm

�ωr
[19]), where 1/τex = 2κex is the

photon decay rate into the associated outgoing modes [40].
Here we replace τex with the duration τm of the probe pulse
when calculating nin [40], because the duration of probe pulse
is limited by the bandwidth determined by Fisher information
now. The spectrum of the input probe mw field Sin(ωin) =
〈âH†

in (−ωin)âH
in(ωin)〉 = 2κexn̄in [33,42]. We now focus on the

vertical-polarized output.
In our setup, the input and output ports, and the cavity

support both H - and V -polarized fields. As a result, both
the H - and V -polarized noise can enter the input-output
port and the cavity through the external coupling channel
or the intrinsic lossy channel and then are reflected to the
detector. The operators denoting the noise entering the cavities
are ξ̂H

E H = ξ̂H
E (�σ+ + �σ−)/

√
2 and ξ̂V

E V = iξ̂V
E (�σ+ − �σ−)/

√
2

due to noise entering the cavity via the external environment
through the κex channel, and ξ̂H

I H = ξ̂H
I (�σ+ + �σ−)/

√
2 and

ξ̂V
I V = iξ̂V

I (�σ+ − �σ−)/
√

2 due to internal loss channels within
the cavities. We define nominal transmissions t± = 1 + r± for
use below.

The quantum Langevin equations for the cavity modes â±
in

and spin operators ĉ± now take the form

˙̂a± = (−iωr − κ)â± − iGĉ± + √
κexâ

H
in + √

κexξ̂
H
E + √

κiξ̂
H
I

±i
√

κexξ̂
V
E ± i

√
κiξ̂

V
I , (13a)

˙̂c± = [−i(D ± A ± δ) − γ /2]ĉ± − iGâ± , (13b)

where κ = κex + κi is the total decay rate of the cavity. The
modes ĉ± are Holstein-Primakoff transform of the collective
spin operators, and we don’t consider noise entering them.
The internal noise at ω = ωin, ξ̂H

I and ξ̂V
I , also enter the output

ports through the scattering matrix

St =
√

κi

κex

(
t++t−

2 −i
t+−t−

2

i
t+−t−

2
t++t−

2

)

=
√

κi

κex

(
1 + r++r−

2 i
r+−r−

2

−i
r+−r−

2 1 + r++r−
2

)
, (14)

so that(
âH

outH

âV
outV

)
= St

(
ξ̂H

I H

ξ̂V
I V

)
+ Sr

(
âH

E H

âV
E V

)
+ Sr

(
ξ̂H

E H

ξ̂V
E V

)
. (15)

The output fields are

â±
out = r±√

2

(
âH

in + ξ̂H
E ± iξ̂V

E

) +
√

κi

κex

t±√
2

(
ξ̂H

I ± iξ̂V
I

)
, (16a)

âH
out = â+

out + â−
out√

2
, âV

out = −i
â+

out − â−
out√

2
. (16b)

The vertical-polarized output includes four contributions: (I)
the input probe field, âH

in; (II) the external H -polarized noise
ξ̂H

E ; (III) the internal H -polarized noise ξ̂H
I ; (IV) the external

V -polarized noise ξ̂V
E ; and (V) the internal V -polarized noise

ξ̂H
I . The total V -polarized output field is given by

âV
out = −irV H

(
âH

in + ξ̂H
E +

√
κi

κex
ξ̂H

I

)

+
[
rHH ξ̂V

E + (1 + rHH )

√
κi

κex
ξ̂V

I

]
. (17)

Note that (r+ − r−)/2 = (t+ − t−)/2 and (r+ + r−)/2 =
−1 + (t+ + t−)/2.

We note that the microwave cavity used in our scheme can
be highly excited at a finite temperature due to thermal noise.
At these elevated temperatures the signal can be overwhelmed
by the cavity’s thermal occupancy if the input probe field
includes only a few photons. Utilizing NV centers as our spin
ensemble, a temperature of ∼140 mK can excite a single MW
cavity photon and cause considerable noise in the detector.
To provide a general estimate of sensitivity we consider
the whole device is put in an environment with a uniform
and finite temperature T . The cavity thermal noise operators
are defined as n̂x

E = ξ̂
x†
E ξ̂ x

E and n̂x
I = ξ̂

x†
I ξ̂ x

I with x ∈ {H,V }.
Their quantum expectations are 〈n̂x

E〉 = 2κexn̄th and 〈n̂x
I 〉 =

2κin̄th [43], respectively, with n̄th = 1/(e�ωr/KBT − 1), and KB

is the Boltzmann constant. Note that only near-resonant noise
enters the cavity and detector. Their variances are 
n̂x2

E =
(2κex)2(n̄2

th + n̄th) and 
n̂x2
I = (2κi)2(n̄2

th + n̄th) [43]. We also
have 〈n̂in〉 = 2κexn̄in and 
n̂2

in = (2κex)2n̄in for the coherent
input field. The quantum expectations and the variances of the
H - and V -polarized thermal fields are equal.

The small magnetic field δB to be measured is con-
tained in the measurement operator M̂ = â

†V
outâ

V
out. The V -

polarized output field is a noisy coherent state with the

total thermal noise ξ̂tot = −irV H (ξ̂H
E +

√
κi
κex

ξ̂H
I ) + [rHH ξ̂V

E +
(1 + rHH )

√
κi
κex

ξ̂V
I ] on top of a coherent state | − irV H 〈âH

in〉〉.
We define n̄ξ = 〈ξ̂ †

totξ̂tot〉 and have [43]

n̄ξ = 2κexPV n̄th

[
1 +

(
κi

κex

)2]
+ 2κexPH n̄th

×
[

1 + 1 + PH + 2�[rHH ]

PH

(
κi

κex

)2]
(18a)


(ξ̂ †
totξ̂tot)

2 = n̄2
ξ + n̄ξ , (18b)

where �[x] gives the real part of a complex number x. The
quantum expectation of the operator M̂ reads

〈M̂〉 = 2κexPV n̄in + n̄ξ , (19)
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where PV = |rV H |2. Thus the variance of the output can be
evaluated as


M̂2 = (2κexPV )2n̄in(2n̄ξ /2κexPV + 1) + (
n̄2

ξ + n̄ξ

)
.

When the mean photon number of thermal noise entering the
detector is much larger than unity and the photons in the probe
field are much larger than this thermal noise, i.e., n̄in  n̄ξ 
1, to a good approximation we have


M̂2 = 4κexPV n̄in(n̄ξ + κexPV ) (20)

and also (
∂〈M̂〉
∂δ

)2

= 4κ2
ex

(
∂PV

∂δ

)2

n̄2
in . (21)

Substituting Eqs. (20) and (21) into Eq. (12), and using
δ = μBgeδB, 2κexτex = 1, we obtain the sensitivity limit for
the multiphoton input,


BMP
√

τtot �
√

τm√
FI,V(δ)

√
(2n̄ξ + 2κexPV )√

2κexn̄in

� 1√
FI,V(δ)

√
CthKBT + PV �ωr√

Pin
,

where FI,V(δ) = (μBge)2 1
PV

( ∂PV

∂δ
)
2

is the nominal Fisher in-
formation of the vertical-polarized output field, and Cth =
2PV [1 + ( κi

κex
)2] + 2PH [1 + 1+PH +2�[rHH ]

PH
( κi
κex

)2]. Here we ap-
plied the relation n̄th�ωr ≈ KBT for n̄th  1. In the case of
κi � κex, the limit becomes


BMP
√

τtot � 1√
FI,V(δ)

√
2(PV + PH )KBT + PV �ωr√

Pin
.

(22)
The multiphoton limit of Eq. (22) immediately shows us

that the sensitivity is proportional to
√

T/Pin for KBT  �ωr

and can be improved by cooling the resonator or increasing
the probe power.

It is very interesting to note that the sensitivity limit in the
multiphoton measurement, Eq. (22), is inversely proportional
to

√
Pin ∝ √

τm/n̄in. This means that the sensitivity cannot be
improved by increasing the duration of the probe pulse when
keeping the input power constant.

The multiphoton limit also shows an important advantage
for sensing using a mw cavity with an input mw field
of frequency ωmw over an optical system with ωo  ωmw.
Given the same Fisher information, the input power Pin, and
the environmental temperature we have, �ωmw/2 � KBT �
�ωo/2, the sensitivity can be improved by ∼

√
�ωo

2KBT
using

the mw system in comparison with the optical system. For
typical parameters T = 70 K and ωo = 1.78 × 1015 rad/s cor-
responding to the wavelength λ = 1064 nm, the improvement
factor is about 10 and can be up to 2 orders as T → 0 for
ωmw = 2π × 3 GHz.

Our system is too complex to provide an analytical form
for the Fisher information, and in what follows we calculate it
numerically.

FIG. 3. (Color online) Probabilities P (ξ |δ/κi) (a) and derivation
of probabilities ∂P (ξ |δ)/∂δ (b) of three outputs as a function of
the magnetic-field-induced level shift δ. 
b = 
a = 
q = 0,A =
0,κex = κi,G = κi,γ = 10−3. Blue lines indicates the probability of
the vertical polarization (PV ), red lines for the horizontal-polarized
outcome (PH), and green lines for the probability of detecting zero
photon (P∅). Small circles are the average over 500 simulations, with

q randomly varying within 10%κi , around the mean frequency,

q = 0.

IV. NUMERICAL RESULTS

Figure 3 shows the probabilities, Eqs. (8), and their
derivatives for the three possible outcomes (horizontal, ver-
tical, and no photon). The conditional probabilities P (ξ |δ)
(ξ = {V,H,Ø}) are found to be symmetric with respect to
δ = 0. The probability P (Ø|δ) has a Lorentzian profile with
a dip P (Ø|δ) = 0 at δ = 0. When δ ∼ 0, the probability to
detect a horizontal-polarized photon is nearly unity. When the
cavity and the spins are off resonant, the probability to detect
a vertical-polarized photon increases, reaches the maximum
P (V |δ) = 0.25 at |δ| = 0.494κi, and then decreases again.
This nonzero value of δ indicates that there is an optimal bias
with A = δ. Throughout the description below, we replace the
nonzero δ with the bias A.

The derivatives of these probabilities are antisymmetric
with respect to δ = 0. They reach absolute maxima at similar
positions, δ ∼ 0.2κi. Therefore, when the spins are biased at
A ∼ 0.2κi, our magnetometer is most sensitive to the weak
magnetic signal.

In the above we considered the cavity modes to be coupled
to a large number of spins. Typically this spin ensemble
experiences some inhomogeneous broadening due to local-
strain splitting in the crystal. This local-strain fluctuation
causes fluctuation in Dj in situ or equivalently, pure dephasing
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FIG. 4. (Color online) Fisher information as a function of the
magnetic-field-induced level shift δ. 
r = 
q = 0,A = 0,G =
κex = κi,γ = 10−3κi.

of the spin ensemble [16]. When the inhomogeneity of the mw
transition frequency, the derivation in Dj , is comparable to the
decay of the cavity, it can cause extra decoherence and noise
to the system [44–46]. State-of-the-art diamond synthesis can
fabricate an ensemble of NV centers in bulk diamond with
a coherence time longer than 10 μs, including the inhomo-
geneity [47,48]. For spin ensembles with small inhomogeneity
(dephasing time T2 > 2 μs), a simple two-level model can
accurately predict the behavior of an NV spin ensemble [49].
To evaluate the performance of our magnetometer using an
ensemble of spins with a long dephasing time, we use the
above two-level model and calculate the average probabilities
and their derivatives over 500 random sampled simulations.
These samples take normally randomly distributed zero-strain
splitting Dj around the mean value 
q = 0 with variance
of 10%κi . As shown by circles in Fig. 3, the probabilities
are slightly different from the ideal resonant case, but the
derivatives change only slightly. For simplicity, throughout our
investigation below, we simply take zero inhomogeneity. This
approximation can provide a simple model but a reasonable
estimate of the sensitivity for our magnetometer.

The Fisher information is crucially dependent on the condi-
tional probability derivatives. At δ = 0, the Fisher information
has a deep drop, while it has a peak of FI (δ/κi) = 29(μBge

κi
)2

at |A| = 0.07κi (see Fig. 4). The full FWHM defining a

FIG. 5. (Color online) Sensitivity scaled by
√

κi

μBge
as a function of

the external coupling κex and the cavity-spin coupling G. G/κi =
(0.02,0.1,0.2) = (solid blue line, dashed red line, dot-dashed yellow
line). 
r = 
q = 0.

FIG. 6. (Color online) Fisher information scaled by ( μBge

κi
)2 as a

function of the spin-cavity coupling G and the magnetic-field-induced
level shift δ. 
r = 
q = 0 and κex = 10κi.

bandwidth for measurement is about 0.6κi . Note that the
resolution of a probing system is governed by the product
of the average Fisher information and the bandwidth 1/τm,
see Eq. (11). This gives a sensitivity of 
B

√
τtotal � 1.2 ×

10−11√κi for G = κex = κi and γ = 10−3κi.
Now we find the optimal sensitivities. As shown in Fig. 5,

we calculate the sensitivity for the single-photon input as a
function of the external coupling κex for different spin-cavity
coupling G. It can be seen that the optimal sensitivity of
<0.03

√
κi

μBge
can be obtained when G/κi ∼ 0.1 and κex/κi > 7.

For a large coupling, e.g., G/κi = 1, the sensitivity is low,
> 0.1

√
κi

μBge
. For a very small coupling, e.g., G/κi = 0.02,

the sensitivity becomes lower. For medium coupling rates,
G/κi ∼ 0.1, the sensitivity rapidly decreases to a limit of
0.027

√
κi

μBge
at κex/κi ≈ 10.

To find the optimal spin-cavity coupling G, we calculate
the Fisher information, shown in Fig. 6. Clearly, the Fisher
information FI is large when 0.06 � G/κi � 0.1, whereas
the width increases from 6.4 × 10−4κi to 9.6 × 10−4κi. This
indicates that the sensitivity is optimal when G ≈ 0.1κi.

For the multiphoton input, we are interested in the maximal
Fisher information of the vertical-polarized output. Once
known, we can estimate the sensitivity for any environmental
temperature and any input power. Figure 7 shows the nominal
Fisher information of the vertical-polarized output as a
function of the detuning δ. The maximum value is about FI,V ≈
105(μBge

κi
)2, yielding 1.92 × 10−19√κi for Pin = 1 nW and

T = 70 K. Note that the FWHM is small, about 4 × 10−3κi.
Thus, to achieve the highest sensitivity, the probe pulse needs
to be long.

V. DISCUSSION OF EXPERIMENTAL IMPLEMENTATION

The experimental implementation of our magnetometer
crucially relies on the realization of a microwave cavity

043409-6



DETECTION OF A WEAK MAGNETIC FIELD VIA . . . PHYSICAL REVIEW A 92, 043409 (2015)

FIG. 7. (Color online) Fisher information as a function of the
intercavity coupling J and the detuning δ. 
b = 
a = 
q = 0,A =
0,κex/κi = 10,γ /κi = 10−3,G/κi = 0.1.

supporting both σ+- and σ−-polarized (or H - and V -polarized)
modes, which are degenerate in frequency. Such microwave
cavities require particular designs and have been demon-
strated using transmission line resonators [24,25,50] and
three-dimensional superconducting Fabry-Pérot microwave
cavities [51–53]. The Q factor of the transmission line
resonator can be 100–105 [24,54], while that of the supercon-
ducting Fabry-Pérot mw cavity can reach 1012 [51]. Recently,
Zhang et al. developed a photonic crystal (PC) cavity with
a small mode volume and a high Q (up to 105), working at
microwave frequencies [55]. This PC cavity can also possess
two degenerate modes with orthogonal polarizations [56–58].
In recent works [24,25], the magnetic transition between the
triplet ground states of NV centers has been selectively driven
with circularly polarized microwave fields in microstrip mw
resonators. Thus many of the essential components for our
scheme have already been experimentally demonstrated.

Now we estimate the optimal sensitivity for detecting
a weak magnetic field using an ensemble of NV centers
coupled to a microwave cavity. Since the magnetic transition
frequency of NV is about 2π × 2.8 GHz, we require a

microwave cavity with ωr = 2π × 2.8 GHz. The decay rate
γ of |ms = ±1〉 of the ground-state triplet has been measured
to vary from a few megahertz [31,59] to 0.01 Hz [60–62].
Our setup with practical parameters γ = 10−3κi, κex = 10κi,
and G = 0.1κi, using a low-Q factor across a microstrip
resonator with Q = 100 [24,25,50], yields κi/2π = 28 MHz
and can provide a sensitivity of 
BSP

√
τtotal � 5.2nT/

√
Hz

for a single-photon probe field. If an input power of Pin =
1 nW is applied and the environmental temperature is fixed
to T = 70 K, the sensitivity can approach 
BMP

√
τtotal �

0.57 fT/
√

Hz. Note that sensitivities scales as
√

κi. Therefore,
if superconducting Fabry-Pérot cavities with a mediate Q =
104 [51] corresponding to κi/2π = 280 kHz is applied, the
sensitivities can be improved to 
BMP

√
τtotal � 57 aT/

√
Hz

when Pin = 1 nW. We note that diamond-based optical
magnetometry has been experimentally demonstrated to obtain
high sensitivity [9,11,47,49]. However, our scheme utilizing a
cavity-enhanced Faraday effect is essentially different from
these optical magnetometry schemes, and moreover, our
scheme promises to achieve higher sensitivity given the same
probe power.

VI. CONCLUSION

We have studied the polarization rotation of linear-polarized
microwave photons input into microwave cavities coupled to
an ensemble of spins. Measuring the Faraday rotation of the
output photons provides a method to ultrasensitively measure
the strength of magnetic fields. The sensitivity limit of this
microwave magnetometer is presented for both single-photon
and multiphoton probe fields. The sensitivity of the magnetic
field in the multiphoton measurement with an input power of
Pin = 1 nW can be tens of aT/

√
Hz.
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A. Auffèves, Phys. Rev. A 84, 063810 (2011).

[46] D. O. Krimer, S. Putz, J. Majer, and S. Rotter, Phys. Rev. A 90,
043852 (2014).

[47] D. LeSage, L. M. Pham, N. Bar-Gill, C. Belthangady, M. D.
Lukin, A. Yacoby, and R. L. Walsworth, Phys. Rev. B 85,
121202(R) (2012).

[48] C. Grezes, B. Julsgaard, Y. Kubo, W. L. Ma, M. Stern, A.
Bienfait, K. Nakamura, J. Isoya, S. Onoda, T. Ohshima, V.
Jacques, D. Vion, D. Esteve, R. B. Liu, K. Mølmer, and P.
Bertet, Phys. Rev. A 92, 020301 (2015).
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