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Participator resonant Auger decay spectra populating the X, A, B, and C states of CO2
+ are recorded with

angular and vibrational resolution for selected photon energies in the vicinity of the C 1s → π∗ resonance of CO2

using a narrow photon bandwidth and a high-resolution electron spectrometer. The measured electron spectra and
the corresponding angular distribution parameters exhibit significant changes as functions of the photon energy
across the resonance and with respect to the vibrational sublevels of a final ionic state. The measured spectra
are interpreted by ab initio electronic structure and nuclear dynamics calculations which attribute observed
variations to the effects of lifetime vibrational interference and of electronic state interference between the direct
ionization amplitude and the resonant amplitudes for the excitation and decay of two overlapping resonant states
of different symmetry. The present results provide deeper insight into the femtosecond relaxation dynamics of
the core-excited CO2, which is not achievable with lower resolution, angle-averaged measurements.
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I. INTRODUCTION

In order to study resonant photoemission following core
excitation of molecules in the Auger-Raman regime [1,2], the
bandwidth of the exciting radiation should be smaller than the
natural lifetime width of the excited vibronic resonances. This
allows one to selectively excite individual vibronic states and to
study the interplay between nuclear dynamics in core-excited
molecular states and the electron dynamics, governed by
the Auger decay of these states, taking place on similar
femtosecond time scales. Since the broadening of electron
lines under the Auger-Raman conditions is not constrained
by the natural lifetime width of the core-excited states,
vibrationally resolved studies where the different vibrational
sublevels of the final molecular ionic states can be individually
resolved become feasible.

Increasing excitation selectivity in the spectroscopy of
dilute species is always a trade-off between the degree
of monochromaticity and the photon flux of the exciting
radiation. Advances in the generation of soft x rays at modern
beamlines of the third-generation synchrotron light sources,
offering ever higher photon fluxes and narrower bandwidth,
have lead to an increasing number of important results in
materials science, such as the possibility to study structure
and dynamics of highly excited molecular states in the Auger-
Raman regime [3,4]. It is, therefore, not a surprise that a
number of vibrationally resolved resonant Auger (RA) decay
studies have already been performed on diatomics, such as N2

[5–9], CO [9], O2 [9,10], NO [11–14], and KF [15], and on
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small polyatomics C2H4 [16], C2H4BrCl [17], CH4 [18,19],
CH3Cl [20], CO2 [21], N2O [22,23], and OCS [24], where the
diversity of relevant nuclear degrees of freedom increases the
complexity of the process.

Complementary information on the femtosecond-time-
scale competition between nuclear and electron dynamics in
the core-excited molecular states can be obtained by means
of the electron-ion coincidence spectroscopy [25,26], and the
vibrationally and angularly resolved electron spectroscopy [4].
Being very sensitive to the interplay between the outgoing
partial electron continuum waves [27], angular distributions of
emitted electrons provide access to specific interference effects
[28–33], which cannot be observed in the total decay spectra.
These advantages of the angular resolution have already been
utilized to investigate relaxation dynamics of core-excited
states in diatomics, such as CO [28,29,34,35], NO [31,32,36],
and O2 [33], and even in polyatomics molecules, such as C2H2

[30], CO2 [37], H2O [38], and N2O [39]. In the present work,
we investigate the RA decay of the triatomic CO2 after core
excitation of the central carbon atom.

In the neutral ground state, CO2 has linear geom-
etry and its electronic configuration is 1σ 2

g 1σ 2
u 2σ 2

g 3σ 2
g

2σ 2
u 4σ 2

g 3σ 2
u 1π4

u1π4
g (1�+). Here the 1σg,u orbitals originate

from the 1s electrons of oxygen and the 2σg orbital corresponds
to the 1s electrons of the centrally located carbon atom. For
CO2 in the linear (D∞h) geometry, the 1s−1π∗(1�u) core-
excited state is doubly-degenerate. In the bent (C2v) geometry,
the degeneracy is lifted, yielding the two Renner-Teller split
but still strongly overlapping core-excited states of the 1

A1 and
1
B1 symmetries [21,40,41]. A similar Renner-Teller effect is

also present in other simple triatomic molecules, such as N2O,
OCS, and CS2 [22,24,41–43]. The statically bent 1

A1 state is
lower in energy than the linear 1

B1 one. As a consequence,
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excitations on the lower-energy side of the broad C 1s → π∗
resonance preferentially populate the bent 1

A1 core-excited
state. Contrary to that, excitations in the middle and on the
high-energy side create a coherent superposition of the linear
1
B1 and bent 1

A1 states [21,40,41].
In the present work we perform a vibrationally and an-

gularly resolved study of the RA decay following C 1s → π∗
excitations in CO2. The present work goes significantly beyond
the previous vibrationally and angularly resolved study of CO2

[37]. There the RA electron spectra were recorded for the
A and B final states only at the excitation maximum with
the photon bandwidth of about 30 meV. Here we investigate
X, A, B, and C participator channels at different excitation
energies across the C 1s → π∗ resonances with a considerably
smaller photon bandwidth. This allows us to selectively trigger
different electronic and nuclear wave packets in core-excited
states of different symmetry. The paper is organized as follows.
The present experimental technique and theoretical framework
are outlined in Secs. II and III, respectively. The measured and
computed vibrationally and angularly resolved excitation and
decay spectra of C∗O2 are compared and discussed in Sec. IV.
We conclude in Sec. V with a brief summary.

II. EXPERIMENT

The experiments were performed at the PLEIADES beam-
line at the SOLEIL synchrotron radiation facility that is
dedicated to ultrahigh-resolution soft x-ray studies of di-
lute samples ranging in size from gaseous atoms [44] and
molecules [7,45] to proteins [46], van der Waals clusters [47]
and freestanding nanoparticles [48,49].

The CO2 gas was purchased from Sigma-Aldrich and had
a stated purity of 99.998%. The sample was contained in a gas
cell equipped with electrodes for plasma potential correction.
The sample pressure in the spectrometer chamber was typically
5×10−6 mbar and estimated to be at least 2 orders of magnitude
higher in the gas cell. A 2400 l/mm grating with variable
groove depth was used to monochromatize the x rays. A
photon bandwidth of 13 meV was chosen for the resonant
photoemission measurements near the C 1s edge. The photon
energy was calibrated using the C 1s → 3s transition energy
value of 292.74 ± 0.02 eV [41]. The RA electron spectra were
recorded at different photon energies on and off resonance (see
Sec. IV A). In addition, the total ion yield was recorded across
the whole C 1s → π∗ resonance in steps of 25 meV using a
somewhat larger photon bandwidth of 50 meV.

The electron spectra were recorded using a VG Scienta
R4000 hemispherical electron analyzer. A curved entrance
slit of 0.2 mm and a pass energy of 20 eV were used
for the electron spectrometer. These settings resulted in a
spectrometer resolution of 10 meV. Translational Doppler
broadening due to the thermal motion of the sample molecules
at room temperature, estimated to 31 meV [50], is probably
the largest contribution to line broadening in the experiments,
but rotational Doppler broadening is also expected to occur
with a comparable magnitude [51,52]. The electron energy
was calibrated using the average binding energy 13.787 eV
of the CO2

+(X) ground-state doublet [53]. The spectra were
normalized with respect to photon flux, sample pressure, and

acquisition time to ensure a reliable determination of the
angular anisotropy parameters.

III. THEORY

In order to study excitation and RA decay of the CO2

molecule, we applied the theoretical approach used in our
previous angularly resolved studies of the core-excited CO
[28,29], NO [31,32], and N2O [39] molecules. Below we
outline only its essential points. The working equations
required to compute photoionization transition amplitudes in
the vicinity of the core-excitation and the angularly resolved
RA electron spectra of a polyatomic molecule can be found in
Ref. [39] [see Eqs. (7)–(10) therein].

The three-dimensional nuclear dynamics of the symmetric
and asymmetric stretching and of the bending modes in
CO2 were computed by the multiconfiguration time-dependent
Hartree (MCTDH) method [54,55]. The required potential
energy surfaces (PESs) were obtained by the full valence
complete active space multiconfiguration self-consistent field
calculations with subsequent multireference configuration
interaction approach, as described in detail in [56,57]. Similar
to the previous studies of the core-excited N2, CO, NO,
and N2O molecules [6,14,28,39], the resonant states were
computed in the equivalent core “Z + 1” approximation
(see also Sec. IV A).

Calculations of the electronic part were carried out by the
single center (SC) method [58–61], which provides accurate
partial electron continuum waves in molecules. Detailed
description of the stationary SC method for diatomics can
be found in Refs. [58,59]. Its extension to polyatomics and
the time-dependent formulation of the method are given in
Refs. [60] and [61], respectively. In the calculations of the
photoionization matrix elements, (i) the lifetime vibrational
interference (LVI [62]), (ii) the electronic state interference
(ESI [63]) between the direct and the resonant amplitudes
for the population of the final ionic states, and (iii) the
monopole relaxation of the molecular orbitals in the field of the
core-vacancy were accounted for, as described in the previous
studies of core-excited molecules [28,29,31,32,39].

At the instant of the core-excitation the CO2 molecule has
linear geometry, and, immediately after, the RA decay and
underlying nuclear dynamics start to compete with each other.
The triple-ion-coincidence measurements of Ref. [40] have
demonstrated that dissociation geometry after electronic decay
of the 1

B1 excited state is mainly linear. On the contrary, being
excited to the 1

A1 state, the molecule starts to bend rapidly.
The lifetime of the C 1s hole of 6.9 fs (corresponds to the line
broadening of 95 meV [64]) is only three times smaller than the
half of the bending period π/ω2 = 20.3 fs in the 1

A1 state (es-
timated by using ω2 = 102 meV [21]). As a result, the bending
geometry distribution during the RA decay of the individually
excited 1

A1 state has a long tail which extends to about 100◦
bending angle, with the main peak at about 155◦ [40].

The present calculations of the electronic transition am-
plitudes for the excitation of the 1

A1 and 1
B1 states, direct

ionization into the X, A, B, and C states of CO2
+, and

RA decay of the 1
B1 state were performed in the linear

geometry at the equilibrium internuclear geometry of the
ground electronic state of CO2. As discussed above, it is
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important to reflect bending geometry of a molecule when
computing the electronic transition matrix elements for RA
decay of the 1

A1 state. Those amplitudes were computed
at several bending angles between 100◦ and 180◦. It was
found that agreement between the present theoretical and
experimental angularly resolved spectra change insignificantly
for different bent geometries of the 1

A1 state, but considerably
deteriorates if the linear geometry, 180◦, is considered instead.
In order to obtain the final computational results shown in
Sec. IV, we used the amplitudes for the RA decay of the
1
A1 state obtained in the maximum of the bending geometry

distribution at the bending angle of 155◦ [40].

IV. RESULTS AND DISCUSSION

A. The C 1s → π∗ excitation

The total ion yield spectrum recorded in the vicinity of the
C 1s → π∗ transition in CO2 is shown in Fig. 1 by circles.
In contrast to what was found below the O 1s edge of CO2,
where the O 1s → π∗ resonance overlaps with a transition
to a Rydberg state [65], the C 1s → π∗ excitation is well
separated from other spectral features. Transitions to Rydberg-
type states below the C 1s edge of CO2 occur only 2 eV above
the maximum of the C 1s → π∗ peak and are neatly separated
from it [43]. Such transitions thus do not contribute to the
Auger decay spectra measured here, which can be assumed
to solely reflect the decay of the C 1s → π∗ resonances. The
broad (about 0.7 eV full width at half maximum) resonance
corresponds to unresolved transitions to different vibrational
levels of the overlapping 1

A1 and 1
B1 electronic states [21].

The presently computed total C 1s → π∗ excitation spec-
trum (solid curve in Fig. 1) was obtained as the sum of equal
contributions of the two partial spectra for the excitation of
1
A1 and 1

B1 electronic states (broken curves). The latter
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FIG. 1. (Color online) Circles mark the total ion yield spectrum
recorded in the vicinity of the C 1s → π∗ resonances of CO2.
The vertical arrows mark the energies selected to measure the
on-resonance RA electron spectra shown in Figs. 2 and 3. Lines
indicate total and partial C 1s → π∗ excitation spectra obtained by the
three-dimensional nuclear dynamics calculations. The energies of the
ν1 symmetric vibrational mode of the linear B1 state are also indicated.
The total experimental and theoretical spectra are normalized at their
maxima. For further details, see Sec. IV A.

were obtained by the following procedure. It is known
that the equivalent core “Z + 1” approximation is slightly
inaccurate [66]. In the first approximation, this inaccuracy can
be corrected by applying a slight shift to the distances between
the core-excited atom and its neighbors [6,14,28]. In order to
model PESs of the 1

A1 and 1
B1 states of C∗O2, we applied

two different shifts �rNO of the internuclear distance rNO to
the presently computed PESs of the NO2(2A1) and NO2(2B1)
states and used them as free parameters (NO2 is the “Z + 1”
analog for the core-excited C∗O2).

In order to calibrate the vertical excitation energy, we used
the procedure suggested in the previous attempt to model the
C 1s → π∗ excitation spectrum of CO2 [21] (see Sec. III F
and Fig. 7 there). In particular, we assign the slight variations
of the total ion yield, seen on the top of the broad hump
(open circles in Fig. 1), to the symmetric stretching vibrational
progression ν1 of the linear state 1

B1. The present assignment
of the 1

B1(ν1) progression (indicated at the bottom of Fig. 1)
coincides with that suggested in Ref. [21]. The energy fit places
the ν1 = 0 level of the 1

B1 state at 290.61 eV, which is close
to the value of 290.56 eV from Ref. [21]. The PES of the
NO2(2B1) state was, thus, shifted vertically to yield E(000) =
290.61 eV, and the same vertical energy shift was applied to
the computed PES of the NO2(2A1) state.

The two �rNO shifts were obtained by the best fit of the
computed total excitation spectrum and the measured total ion
yield in Fig. 1. During the fit, we also took care that the shifted
PESs of the core-excited states provide reasonable RA electron
intensity distribution (see Fig. 2). The present fitting yielded
�rNO(A1) = 0.040 Å and �rNO(B1) = 0.015 Å, which results
in re(A1) = 1.246 Å and re(B1) = 1.221 Å. For the 1

B1 state,
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FIG. 2. (Color online) Overview of the participator RA electron
spectra of the C 1s → π∗ resonances excited at the photon energy of
291.17 eV (0.4 eV above the maximum, corresponds to the vertical
arrow labeled “Right” in Fig. 1). The experimental magic-angle-
recorded spectrum is shown at the bottom of the figure. The vertical
bars indicate vibrational progressions of the symmetric stretching
mode for each of the final electronic states of CO2

+. The computed
spectrum is shown in the upper part of the figure. In order to facilitate
comparison, experimental binding energy of the ground vibrational
level (000) of each final ionic state was used in the calculations.
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the presently obtained intensity distribution in the excitation
spectrum is very similar to that from Ref. [21] (cf., dash-dotted
curve in Fig. 1 here and open squares in Fig. 7 of this
reference). In Ref. [21], the symmetric stretching mode
1
A1(ν1) was frozen, and a broad intensity distribution was

attributed to the coupling of the electronic and nuclear motion
angular momenta in the 1

A1 state. Here we neglect the
angular momenta coupling and interpreted the broad intensity
distribution (dashed curve in Fig. 1) in terms of the population
of higher symmetric stretching ν1 and bending ν2 levels of the
1
A1 state.

B. Participator RA electron spectra

The RA decay spectra of the C 1s → π∗ excitation were
recorded at three photon energies, i.e., at 290.37, 290.77, and
291.17 eV (marked by vertical arrows in Fig. 1). According
to this figure, the photon energy labeled “Left” corresponds to
the excitation of the 1

A1 bent state, whereas excitations at the
photon energies labeled “Top” and “Right” prepare coherent
superpositions of the 1

A1 bent and the 1
B1 linear states.

Figure 2 shows an overview of the RA decay spectrum excited
at the photon energy of 291.17 eV, which is 0.4 eV higher
than the maximum of the C 1s → π∗ resonance. It depicts the
angle-averaged (equal to the magic-angle-recorded) spectrum,
which was obtained as a weighted sum of the two angularly
resolved spectra recorded at 0◦ and 90◦ relative to the
polarization axis of the soft x-ray photons, by using the
conventional formula IMA = (I0◦ + 2I90◦ )/3.

Our experimental spectrum (bottom of Fig. 2) is found to
be similar to the previously reported, lower resolution spectra
[21,67]. The studied binding energy range of 13.5–20.5 eV
encompasses the four lowest electronic states of the CO2

+
ion. Vibrational levels of the symmetric stretching mode
of the X, A, B, and C states of CO2

+ are marked in
the figure with vertical bars. These final electronic states
are populated via the so-called participator Auger decay, in
which the excited electron takes part in the decay, leaving
behind the single valence-hole final states of the ion. The
corresponding RA electron spectrum, computed using the
PESs of the core-excited states obtained in this study (see
discussion in Sec. IV A), is depicted in the upper part of
Fig. 2 for comparison. The figure illustrates a very good
overall agreement between the computed and the measured
RA electron spectrum of C∗O2.

The angularly resolved RA electron spectra recorded along
the profile of the C 1s → π∗ resonance are collected in
Figs. 3(b)–3(d). The spectra were measured for the two
electron emission directions, perpendicular (90◦) and parallel
(0◦) to the polarization vector of the x-ray photons. The X,
A, B, and C states of CO2

+ populated by the participator
RA decay can also be accessed directly via the nonresonant
photoionization of the valence shells of CO2. In spite of
the high photon energy, the direct ionization channel is non-
negligible, and it induces interesting ESI effects [8,28–33,39].
For comparison, the off-resonance photoelectron spectra are
also shown in Fig. 3(a). Those spectra were recorded at the
photon energy of 285 eV (5.77 eV below the resonance
maximum), and they correspond to photoelectrons emitted by
the direct ionization of the valence shells of the molecule.
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FIG. 3. (Color online) Vibrationally and angularly resolved RA
electron spectra after excitation along the C 1s → π∗ transition in
CO2 for electrons detected parallel (broken curves) and perpendicular
(solid curves) to the polarization vector of the exciting photons. (a)
Off-resonance excitation at 285 eV (energy detuning is −5.77 eV).
(b) On-resonance excitation at 290.37 eV (Left, 0.4 eV below the
maximum). (c) On-resonance excitation at 290.77 eV (Top, no
detuning). (d) On-resonance excitation at 291.17 eV (Right, 0.4 eV
above the maximum). Note the energy-axis break in between 14.2
and 17.1 eV.

From Fig. 3 it is evident that the X 2
�g(ν1) RA electron

peaks do not show significant resonant enhancement. This
ionic state corresponds to the removal of an electron from the
1πg molecular orbital, which is mostly composed of oxygen
atomic orbitals with a small contribution from carbon orbitals
in a bent geometry. This results in a very small overlap between
the 1πg electron and the C 1s core-hole, which is localized on
the central carbon, and, as a result, in a very low partial RA
decay rate for the X state. This argumentation is consistent
with the observations of Ref. [37], which reports significant
resonant enhancement of the X 2�g(ν1) RA electron peaks
across the O 1s → π∗ excitation, where 1πg electron has large
overlap with the O 1s hole.

As discussed in Sec. III, excitation of the bent 1
A1

electronic state results in the population of excited levels
of the bending mode. During the RA decay, this population
is transferred to the final ionic states, where a significant
excitation of the bending motion can also be expected. This
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results in a manifold of symmetric stretching vibrational
progressions separated by the smaller energy difference of
the bending quanta, which leads to a lower “peak-to-valley”
contrast in the decay spectra. Figure 3(b), which corresponds
to the excitation on the low-energy side of the C 1s → π∗
resonance, supports this argumentation. This is especially
apparent in the binding energy range of 18.3–19.3 eV, where
the B 2�+

u (ν1) vibrational progression (clearly seen in Fig. 2)
is washed out and manifests itself in Fig. 3(b) as a smooth
background. In addition, a smooth hump is formed around
the binding energy of 18 eV [67,68] due to complex avoided
crossings along the bending coordinate ν2 [69,70].

When the photon energy is increased along the C 1s → π∗
resonance, the linear 1

B1 core-excited state starts to play
an increasing role, and an enhancement of the population
of the symmetric stretching mode ν1 of the final RA decay
states can be expected. Indeed, from Fig. 3(c) one can
see longer overlapping A 2�+

u (ν1) and B 2�+
u (ν1) vibrational

progressions which extend up to the binding energy of about
18.7 eV. For higher excitation energies [Fig. 3(d)], those
progressions are even more pronounced, and the latter one
can be followed up to about 19.3 eV, where it starts to overlap
with the C 2�+

g band.
While the vibrational envelope in the off-resonance direct

ionization [Fig. 3(a)] is determined by the Franck-Condon
overlap of the neutral ground and final ionic states, the
vibrational envelope in the resonant case is determined by
the overlap of the vibrational wave functions of the final
ionic and intermediate core-excited states. Thus, populating
different intermediate states causes significant changes in the
RA electron intensity distribution. Such strong changes are
seen when comparing the vibrational envelopes of the A 2�u

and B 2�+
u bands in Figs. 3(b)–3(d) going from negative to

positive detuning of the photon energy. The RA decay spectra
in Fig. 3 yield valuable information about the nuclear dynamics
in the core-excited states and allow for a mapping of the PESs
of the core-excited molecules [71].

C. Angular distribution of RA electrons

The angular anisotropy parameters of the emitted electrons
were extracted from the spectra of Fig. 3 by using the con-
ventional formula βe = 2(I0◦ − I90◦ )/(I0◦ + 2I90◦ ). In order to
extract βe parameters for individual final vibronic states, a peak
fitting procedure was applied to the electron spectra using the
SPANCF macros for Igor Pro (Wavemetrics, Inc.) developed by
Kukk [72,73]. As discussed in the preceding section, not all
vibronic states, clearly seen in the overview spectrum in Fig. 2,
can always be resolved, especially on the low-energy side of
the resonance. Also, it was not always possible to disentangle
overlapping vibronic states. We thus focused our analysis on
those states where vibrationally resolved βe parameters can
unambiguously be determined at each photon energy.

In the present fitting procedure, the peak positions and
widths were determined using the spectrum recorded off
resonance [Fig. 3(a)], and only the intensity of the vibrational
sublevels was a free parameter. The vibrational spacings found
for the off-resonance ionization were similar to those reported
earlier [53]. The present fitting includes two symmetric
stretching vibrational progressions X(ν1ν20) for the bending
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FIG. 4. (Color online) Typical results of the fitting procedure
used to disentangle overlapping vibronic states. The experimental
spectra (open circles) were obtained at the photon energy of
290.37 eV (corresponds to the vertical arrow labeled “Left” in Fig. 1).
The binding energy range with a dominant contribution from the
overlapping A 2�u and B 2�+

u states is shown for the electrons
detected parallel (0◦, top panel) and perpendicular (90◦, bottom panel)
to the polarization vector of the x-ray photons. The fitting procedure
includes constant background and the A 2�u(ν1ν20) and B 2�+

u (000)
vibronic states (see legend). The difference residual between the
measured and fitted total spectra is also shown for completeness.

quanta ν2 = 0,1, three symmetric stretching progressions
A(ν1ν20) corresponding to the bending quanta ν2 = 0,1,2,
and only the vibrational ground states B(000) and C(000).
A typical outcome of the peak fitting is shown in Fig. 4 for a
selected binding energy range and photon energy (see caption
for details). The present experimental βe parameters obtained
for individual final vibronic states are collected in Table I. The
error bars for the β parameters were estimated via Eq. (2) from
Ref. [47].

In the off-resonance ionization regime (second column of
Tab. I), the vibrational progressions of X and A states exhibit
similar βe values for all resolved vibrational levels (βe

X ∼ 1.48
and βe

A ∼ 1.35). This is in accordance with the expectation
that the angular distributions should not change between
vibrational levels in the absence of non-Franck-Condon
effects [74], multichannel interferences [28–33], or shape
resonances [75,76]. In the on-resonance excitation, however,
significant changes in the angular distribution parameters can
be expected, and these changes are usually much stronger than
for the total RA electron intensities [77,78]. From Table I it
is evident that the βe values recorded on-resonance (columns
4, 6, and 8) are systematically smaller than the off-resonance
values (second column), which implies a dip in the energy
dependence of βe(ω).

Figure 5 summarizes the computed energy dependencies
of the angular distribution parameters βe(ω) for the selected
individual final vibronic states. For comparison, the available
experimental data from Table I are also depicted in this figure,
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TABLE I. Vibrationally resolved angular distribution parameters βe measured and computed in the present work for different final RA
decay states at different excitation energies in the vicinity of the C 1s → π∗ resonance of CO2. The experimental uncertainties are given in
parentheses as 1.48(1) ≡ 1.48 ± 0.01.

Off-resonance (285 eV) Left (290.37 eV) Top (290.77 eV) Right (291.17 eV)

State Experiment Theory Experiment Theory Experiment Theory Experiment Theory

X(000) 1.48(1) 1.23 1.30(2) 1.21 1.44(1) 1.26 1.42(2) 1.27
X(100) 1.49(2) 1.23 1.29(4) 1.18 1.07(2) 1.19 1.36(3) 1.28
A(000) 1.33(6) 1.08 0.75(2) 0.80 0.68(5) 0.98 1.21(6) 1.03
A(100) 1.37(3) 1.08 0.74(2) 0.72 0.71(5) 0.89 1.08(3) 0.99
A(200) 1.34(3) 1.08 0.72(2) 0.65 0.73(5) 0.81 1.10(3) 0.93
A(300) 1.34(3) 1.08 0.66(3) 0.66 0.70(5) 0.73 1.06(2) 0.86
A(400) 1.39(3) 1.08 0.63(6) 0.65 0.56(7) 0.66 0.85(2) 0.79
A(500) 1.40(5) 1.08 0.46(5) 0.64 0.48(9) 0.57 0.73(1) 0.72
A(600) 1.26(7) 1.08 0.41(9) 0.64 0.72(10) 0.62 0.62(1) 0.68
B(000) 1.54(10) 1.38 1.10(5) 0.97 0.86(10) 0.90 1.10(11) 1.00
C(000) 1.71(1) 1.56 1.67(2) 1.50 1.67(2) 1.42 1.74(2) 1.47

and the βe values computed at four selected excitation energies
are listed in the columns 3, 5, 7, and 9 of Table I. The figure
and the table illustrate a good overall agreement between the
computed and the measured anisotropy parameters. Qualita-
tively, the present calculations support a window-type resonant
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FIG. 5. (Color online) The theoretical (depicted by lines) angular
distribution parameters βe of the RA electrons computed in the
present work for selected vibrational states (ν100) of the X, A, B,
and C participator decay channels (see legends) as functions of the
photon energy in the vicinity of the C 1s → π∗ resonance of CO2.
The energy-axis break on the left-hand side is introduced to visually
separate data for the off- and on-resonance excitation regimes. The
experimental data (depicted by symbols) are those listed in Table I.

dependence of the βe(ω) profiles suggested above. In addition,
similar individual trends in the energy dependence of the
computed and measured βe(ω) profiles are seen from Fig. 5.
Quantitatively, our computed βe(ω) values are systematically
(by about 0.2) lower than the measured values.

In spite of a very small influence of the resonant channel
on the intensity envelope of the CO2

+(X) state, the βe(ω) for
X(000) and X(100) substates change considerably across the
resonance. The computed and measured energy dependencies
show similar sign of interference effects, but the computed
variations are somewhat weaker. The two states exhibit differ-
ent energy variations, which can be associated with the sign-
reversal behavior of the Franck-Condon factors for RA decay.
The effect of the interference on the computed and measured
angular distribution of the C(000) electrons is similar. For the
B(000) state, the interference introduces a broad and steep
dip in the energy dependence of the βe(ω) parameter. The
computed and measured depths of the energy profile are very
similar but the computed profile is somewhat broader.

For the A(ν100) states, the experimental and theoretical
βe(ω) parameters exhibit qualitatively similar profiles for
different ν1 levels, i.e., slow and broad decrease on the low-
energy side of the resonance, and somewhat steeper increase
on the high-energy side. Quantitatively, these dependencies are
different for different ν1 levels. This can be associated with the
impact of ESI between the direct and resonance ionization
amplitudes. For higher ν1 levels, the relative contribution
of the direct ionization channel decreases compared to the
resonant one. The latter channel thus extends its influence to
larger energy detunings, which results in broader profiles for
higher ν1 levels. Finally, slight wiggling in the computed βe(ω)
profiles in the middle of the resonance can be associated with
the effect of LVI.

V. CONCLUSIONS

We studied the excitation and the RA decay of the CO2

molecule at different photon energies along the C 1s →
π∗ resonance, both experimentally and theoretically. In the
experiment, the electron spectra due to the participator Auger
decay into the X, A, B, and C final CO2

+ ionic states were
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recorded with vibrational and angular resolutions and a narrow
bandwidth for the excitation. This allowed determination of the
individual angular distribution parameters βe for several final
vibronic states. In the theory, the differential cross sections
for the photoionization of CO2 were calculated in the broad
energy range across the C 1s → π∗ resonance. The electronic
properties of the molecular photoionization process were
computed by the SC method, and the nuclear dynamics by
the MCTDH method. The computed RA electron intensities
and angular distribution parameters are found in good overall
agreement with the measured ones.

We found significant changes of the RA electron intensity
distribution as functions of the excitation energy and final
vibronic states. Those changes were also observed in the
previous, lower resolutions experiments on C∗O2 [21,67] and
attributed to the excitation and decay of different vibrational
states of the two overlapping resonances with bent 1

A1 and
linear 1

B1 geometry. Here we observed that the electron
angular distribution parameters exhibit even stronger changes
across the resonance and with respect to the final-state
vibrational envelope. The off- and on-resonance measurements
at four selected photon energies suggest a dip in the energy
dependence of βe(ω) parameters of the X, A, B, and C states.

The present calculations attribute those observations to a
complex interplay of the following main effects. The first
effect is ESI between the direct and resonant ionization
pathways, which induces a broad energy dependence of the
angular distribution parameters [77,78]. The second one is
the ESI between the intermediate bent 1

A1 and the linear
1
B1 electronic resonances, which is symmetry forbidden in

the total spectra but is allowed in the angularly resolved ones
[31,32]. The third is the LVI, since the natural width of the
electronic resonance 95 meV [64] is comparable with the
energy spacings between the symmetric stretching and bending
levels (equal to about 156 and 102 meV, respectively [21]).
The relative importance of these effects changes across the
resonance and final-state vibrational envelope. Finally, other
types of interference relevant to polyatomics [30] may also
play a role in C∗O2.

Polyatomic molecules, where several relevant degrees of
freedom can contribute to nuclear dynamics, are an interesting
class of targets for angularly resolved RA electron spec-
troscopy. The increased complexity of the process, however,
makes detailed theoretical interpretation of the observed
effects challenging. In order to perform a more accurate
quantitative analysis of the individual impact of different
interference mechanisms involved in the RA decay of C∗O2,
several improvements of the present theory need to be
performed. First of all, the fixed nuclei approximation has
to be lifted, and the geometry-dependent electronic transition
amplitudes need to be incorporated in the underlying nuclear
dynamics calculations. In addition, the final-state continuum
channel coupling may play a role as well in the present
case. Experimentally, the quasicontinuous measurement of the
energy-dependence of the βe parameters along the resonance
profile will also provide deeper insight into our understanding
of the process.
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Bradshaw, J. Phys. B 29, 2701 (1996).
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