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Amplitude control of a quantum state in a non-Hermitian Rice-Mele model
driven by an external field
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In the Hermitian regime, the Berry phase is always a real number. It may be imaginary for a non-Hermitian
system, which leads to amplitude amplification or attenuation of an evolved quantum state. We study the dynamics
of the non-Hermitian Rice-Mele model driven by a time-dependent external field. The exact results show that
it can have a full real spectrum for any value of the field. Several rigorous results are presented for the Berry
phase with respect to the varying field. We demonstrate that the Berry phase is the same complex constant for
any initial state in a single sub-band. Numerical simulation indicates that the amplitude control of a state can be
accomplished by a quasiadiabatic process within a short time.
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I. INTRODUCTION

In the Hermitian regime, the Berry phase [1-3] is always a
real number. It may be complex for a non-Hermitian system,
the concept of which was first introduced by Garrison and
Wright [4] in a dissipative system. And in these years the geo-
metric phase for quantum systems governed by non-Hermitian
Hamiltonians and complex-valued geometric phase effects
have gained considerable attention and have been studied
by various authors [5-17]. The existence of the imaginary
part of the phase could lead to amplitude amplification or
attenuation of an evolved quantum state. We investigate the
dynamics of the non-Hermitian Rice-Mele model driven by a
time-dependent external field. The exact results show that it can
have a full real spectrum for any value of the field and several
rigorous results are presented for the Berry phase with respect
to the varying field. We find that the Berry phase is the same
complex constant for any initial state in a single sub-band. And
via numerical simulations, the amplitude control of a state can
be achieved by a quasiadiabatic process within a short time.

In a Hermitian quantum system, the geometric phase
acquired during an adiabatic evolution is always real and
can bring nothing to an evolved quantum state if only one
eigenstate is involved. It has been shown that a non-Hermitian
system can have a real spectrum [18] and possess peculiar
phenomena. These include fast propagation [19], an infinite re-
flection coefficient [20-22], unidirectional transmission [23],
transmission phase lapse [24], maximum multiparticle entan-
glement associated with the phase transition [25], as well as the
complex Berry phase. The imaginary part of the Berry phase
is significant for a propagating particle since it may be utilized
to directly amplify or attenuate the particle probability. Very
recently, the spectral and dynamical properties of a quantum
particle constrained on a ring threaded by a time-varying
magnetic flux in the presence of a complex (non-Hermitian)
potential are investigated [26]. It has been demonstrated that
several striking effects are observed in the non-Hermitian case
in comparison with the Hermitian one.

In a previous work [27], the dynamical behavior has been
investigated for a non-Hermitian Rice-Mele model in the
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absence of an external magnetic field. It has been shown that
within the unbroken P7 -symmetric region, the translational
symmetry ensures the probability-preserving evolution of a
state, which involves only one sub-band or two sub-bands
with different k. In this paper we investigate the dynamical
behaviors in the same model but in the presence of a time-
varying flux. We have determined that the law of probability
preservation still holds in the presence of a constant flux. When
the flux changes adiabatically, we will show rigorously that the
Berry phases of all the eigenstates within a sub-band are identi-
cal complex numbers, which depend on the combination of the
system parameters, including the lattice distortion, imaginary
potential, and flux. The imaginary Berry phase leads to the
amplification and attenuation of the amplitude of an evolved
quantum state. In contrast to the review [28] considered in the
situation where the Hamiltonian has singularities, i.e., diabolic
or exceptional points, and all the Berry phases in the review
are encircling these special points, we would like to emphasize
that the phases investigated in our paper are not involving these
special points. We also provide some illustrative simulations
to show that the amplitude control of a wave packet can be
accomplished by a quasiadiabatic process within a short time.

This paper is organized as follows. In Sec. II, we introduce
the non-Hermitian Rice-Mele model and its exact solution.
Section III shows how the amplitude modulation is determined
by the imaginary Berry phase under the time-dependent Hamil-
tonian. In Sec. IV, we investigate wave-packet dynamics with
its accomplishment of amplitude control by a quasiadiabatic
process within a relatively short time. Finally, we give a
summary and discussion in Sec. V.

II. MODEL AND SOLUTIONS

We consider a non-Hermitian Rice-Mele model [29] with a
flux, which can be described by the following Hamiltonian:

2N
H=—JY [1+(=1Y8l(clc;sr +He)
j=1
+I(+iv) Y (=1Ycle;, (1)
J
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FIG. 1. (Color online) Schematic illustration of the non-
Hermitian Rice-Mele model driven by a time-dependent external
field. It is P7 symmetric with respect to the OO’ axis in the absence
of the field. Constant field ® breaks the P7 symmetry, but keeps
the translational symmetry. A time-varying field &(¢) induces the
eddy field in a direction indicated by the red arrow. Together with the
distortion, the imaginary potentials can also break the left-right chiral
symmetry, inducing a direction of the system indicated by the blue
arrow. In the case that two arrows are either the same or the opposite,
the dynamics of a state exhibits different behaviors.

on a 2N-site lattice, where ¢! is the creation operator of
a boson (or a fermion) at the jth site with the periodic
boundary condition ¢;y+1 = c;. Here the hopping amplitude
is modulated by the dimerization factor §, and ® = 2N ¢ is the
magnetic flux threading the ring. Staggered complex potential
induces the non-Hermiticity of the model.

There are three elements in the structure of the model:
lattice distortion, imaginary potentials, and flux. As is shown
in Fig. 1, the imaginary potentials and distortion can break the
left-right chiral symmetry [27]. In addition, a time-varying
field ®(z) induces an eddy field in another direction. The
dynamics of a state should exhibit different behaviors with
different configurations. It turns out that imaginary potentials
can appear in open physical systems [30—34]. In experiments,
the effective magnetic flux threading a ring can be realized by
rotating the lattice [35,36].

In the absence of the imaginary potential and flux, this
model has been adequately studied in various perspectives [3].
In the case of purely imaginary potential and ¢ = 0, the model
has P7 symmetry, and the dynamics has been systematically
investigated [27] in the frameworks of biorthogonal and Dirac
inner products. In this paper, we refer particle probability to
Dirac probability. Moreover, we introduce the magnetic flux
to the Rice-Mele model, which has been employed to control
the dynamics of the wave packet [37-39]. Although nonzero
¢ breaks the P7 symmetry, we will show that this model can
have a full real spectrum. We note that the Hamiltonian is
invariant via a translational transformation, i.e., [7>,H] = 0,
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where T is the shift operator defined as

7'l = cf,. @)

This allows the invariant subspace spanned by the eigenvector
of operator 7,. The single-particle eigenvector of 7, can be

expressed as a}: |0) and b}: |0}, where

. 1 T
a =—=)Y el 3
k \/NXJ: 2j—1

1 1 e
bl = — E el 4)
k N - 2j
satisfying
T71 TT =ik T T*leT _ —ika 5
2 Glza=¢€ g, Ly Opla=¢e Dy )

Here, al and b,t are two kinds of creation operators of bosons
(or fermions), with k =2wn/N (n € [1,N]), representing
the particles in odd and even sublattices. Then the original
Hamiltonian H can be expressed as

H = Z Hy, (6)
k

where
H, = A(k,¢)Jajby + He. — (u+iv)J(@ja — biby), (7)
and

Alk,p) = —e /2 Z (1 — A8)eMk/2te) 8)
A==
It is easy to check that
[Hi, Hy1 =0, )

which allows us to arrive at the solution in each invariant
subspace.

Considering the single-particle solution, we can introduce
the pseudospin operators

st =6 =ajby, sf=Yaja, —blby),  (10)

which obey
[sdosp 1= 25, [si.sg] = Esp. (11)
Accordingly, H; has the form
H, = By - 5, (12)

where oy is the Pauli matrix. Components of the field ék in
the rectangular coordinates are

Bi/J =—(1—38cos¢p —(1+8)cos(k+¢), (13)

Bl/J =(1—=38)sing —(1+8sintk+¢), (14

Bi/J = —(u+iv), (15)
where
_ B _ B
costy = —, tang = —, (16)
k Bk
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and the field magnitude is
Be=[(8)" +(B)" + (81"

Obviously, 6 can be a complex number even in the case with
real By.
The eigenvalues of H; are

8];‘: = :|:Bk
5% cos? (k/2 + $)]F,
17

=2J[(n+iv)*/4+8+(1 —

which give the spectrum of the whole system when all possible
k are taken. Moreover, the eigenstates of a non-Hermitian
Hamiltonian can construct a set of biorthogonal bases in
association with the eigenstates of its Hermitian conjugate.
For the present system, eigenstates |1ﬂf_), [y*) of Hy and |77i),
In*) of H,j are the biorthogonal bases of the single-particle
invariant subspace, which are explicitly expressed as

cos & —sin%
|1//i> - (sm Ok 21%)’ Wf) = <cos G ’ZW)’
cos & * —sin% \*
)= (o) 119 = (cortindn) -

It is easy to check that the biorthogonal bases {|1,D)’f),|n’{)}
(A = %) obey the biorthogonal and completeness conditions

(s [k} = Sarbier Zm (nf] = 1. (19)

(18)

These properties are independent of the reality of the spectrum.
In this paper, we focus on the case with a full real spectrum.
This happens when (i) v = 0, the Hamiltonian goes back to
a Hermitian system, and (ii) 4 = 0 and v < 248. The phase
diagram is true for an arbitrary value of constant ¢, which is
the basis for the subsequent investigation of the dynamics with
time-dependent flux.

III. AMPLITUDE MODULATION BY IMAGINARY
BERRY PHASE

The aim of this paper is to investigate the effect of the time-
varying flux on the dynamics of the non-Hermitian system. We
start with an adiabatic evolution, in which an initial eigenstate
evolves into the instantaneous eigenstate of the time-dependent
Hamiltonian.

From Eq. (1), we know that H is a periodic function
of ¢ with H(¢p) = H(¢ +2m) and Hi(¢p) = Hi(¢ + 2m).
Considering the time-dependent flux ¢(¢), any eigenstate
|Wf (0)) will return back to Wf (0)) if ¢(¢) varies adiabatically
from zero to 2, and the evolved state is the instantaneous
eigenstate |I/f)]f (¢)). More explicitly, we regard the flux as a
linear function of time, that is, ¢ = 8¢. And the adiabatic
evolution of the initial eigenstate W)(‘(O)) under the time-
dependent Hamiltonian H[¢(¢)] can be expressed as

|Wi(¢)) = T exp [—i /0 H(r)dr]wi‘(o»
— ei(a2+}’;{l)|1//)/\<(¢))_ (20)
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Here the dynamics phase defined by o] (¢) and adiabatic phase
J/k)”(¢>) have the form

A 1 ¢ k
o) = =3 /O (@), @1

[
Vi(p) =i fo (nk ()| 9g ¥ (¢))dg

o f¢ 287%d¢
o e T tiv)]

In this paper, we focus on the system with a full real
spectrum. Then the dynamics phase depends only on the
instantaneous dispersion relation and is always real. We have
an interest in the adiabatic phase since it may have an extra
contribution to an evolved state. In the following, we will
present several features of y,f (¢), based on Eq. (22).

It is obvious that we have yk)\(db) = 0, if the dimerization
factor § = 0, which is a necessary condition for the nonzero
adiabatic phase. In contrast, we have nonzero y;(¢) in the case
of zero staggered potential, which indicates the significance of
the Peierls distortion to the adiabatic phase. It is easy to check
that

(22)

82
¢
which leads to 8¢%y,?(¢) =0 at ¢. = /2 — k/2. This fact

indicates that both the real and imaginary parts of y;*(¢)
experience a maximal (or minimal) change at this point.
Furthermore, including Hermitian and non-Hermitian systems,
we note that

Vi () o< sin (k + 2¢), (23)

dyl(nmw)  dog(n)
ok 0k
In view of the fact that for an arbitrary function
glcos (k + 2¢)], one can always obtain

=0. 4)

nmw

1
O™ elcos (k +20)1de = ~glcos (k + 26117 = 0
5% J, >

(25)

This shows that the dynamic and Berry phases are k inde-
pendent after ¢ varying nmr, which ensures that any arbitrary
initial state involved in the upper or lower band solely can
revive back exactly after ¢ varying 2.

For a Hermitian system, the adiabatic phase is always real,
which ensures the probability preserving evolution, while the
probability of an evolved state changes due to the imaginary
part of the adiabatic phase in a non-Hermitian system. The
gain or loss of probability depends on the sign of the imaginary
phase. There are several rigorous results for the phase.

For given parameters {§,u,v}, the adiabatic phase of an
eigenstate in the A band obeys the identity

Vi (nm) = =y (—nm), (26)
which is obtained from Eq. (22), owing to the fact that
£1(¢ —nm) = £3(9). 27)

This means that the direction of ¢ can determine the sign of
Im y;(n7), controlling the probability of an evolved state.
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FIG. 2. (Color online) Plots of the reduced dynamic phase 8 and the geometric phase y;* as functions of ¢, expressed in Egs. (21)
and (22), for different values of & in a typical (a) Hermitian system with § = —0.15, u = 0.05, and v = 0 and (b) non-Hermitian system with
8 = —0.15, u = 0, and v = 0.05. Both systems have a full real spectrum. The real (imaginary) parts of the phases are plotted in red (black).
(a) It is shown that both phases are real for the Hermitian system, while the adiabatic phase is complex for the non-Hermitian system. The
dynamic phases and the real part of adiabatic phases in both cases have a slight difference. The shapes of all the phases are in agreement with
the approximate expressions in Eqs. (33), (34), (37), and (38). Here the reduced dynamic phase o8 and the geometric phase y}* are expressed

in units of radian.

In addition, the sign of Rey;*(¢) and Imy;*(¢) could also
depend on the sign of § and v via Egs. (28) and (29), that is,

Rey/ (¢) = sgn(s) ’ M (28)

TP 1Bo? + 1)

¢ —2J318v|de

A _
Imy (¢p) = sgn(Svk)/O —Bk (B 4 /22 (29)
which yield

@), =[], (30)
@), = @], 31

Together with Eq. (26), we show that the sign of Im(yk’\) is
determined by the following expression:

sgn[Imy/(A'nm)] = —sgn(érr’) ' =), (32

which directly results in the amplification or attenuation of an
evolved state.

Besides the exact results which have been plotted in Fig. 2
where o] B is denoted as the reduced dynamic phase, it is
useful to arrive at the whole profile of phases as a function
of a group of parameters {¢,k,5,u,v,A}. The approximate
expressions of the phases for Hermitian and non-Hermitian

systems could be obtained from straightforward derivations as
follows, respectively.
For a Hermitian system (v = 0), we have

5/2
@ ~ T an ! 0,0 —an~! 0,9)
—sgn(uA)[tan~" (|u|Te(¢)) — tan™' (|| TL(O)]},
(33)
and
A
ap(p) ~ E{Bk(o)(k — 1) — Bi(@)k + 2¢ — 1)
J(48% + u?) . Bi(g) — 218 Ok(¢) } (34)
J1-=82 Bi(0) — 2[5170(0) |’
where
Or(p) = V82— 1k +2¢ — 1)/2, (35)
Ci(¢) = JOR(P)/ Bi(¢), (36)

are even functions of §,u, and A. It is shown that yk’\(qﬁ)
is a real number, preserving the probability, while, for the
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non-Hermitian system (u = 0,v < 2§), we have

Vi () ~ M{m1 ©4(0) — tan™" Ox(¢)

JI— &

— isgn(vA)[tanh™" (Jv|Ty(¢)) — tanh ™" (Jv|T(0))]},

(37)
and
A
ap(p) ~ @{Bkw)(k — 1) — Bu(p)(k +2¢ — 1)
J(48% —1v?)

Bi(¢) — 2|8]JOr(9) } (38)

STz Bi0) - 25176,0)

where ®;(¢) and I';(¢) have the same form as above, but
even functions of §,v, and A. The remarkable feature of yk)\
is that it is a complex number. The approximate expression
shows that both real and imaginary parts of y/(¢) are flat
functions of ¢ except for the region around the point ¢., in
which they experience a drastic change. The key feature of an
imaginary phase is its sign, which affects the amplitude of the
evolved eigenstate directly, determining the gain or loss of the
probability.

To verify and demonstrate the above analysis, numeri-
cal simulations are performed to investigate the dynamics
behavior of a quasiadiabatic process. We compute the time
evolution of an eigenstate by using a uniform mesh in the time
discretization for the time-dependent Hamiltonian H(¢). The
amplification factor (gain) is defined as

Ap(p) = ||wf(0))|1‘7 exp [—i /0 H(r)dr}|wf(0))', (39)

which is the ratio of the output magnitude to the input
magnitude of an eigenstate. We use the fidelity f{*(¢), which
is defined as

@) = '(w;‘<¢>|7exp [—i /0 H(z)dr}|wf(0>)‘, (40)

to describe the derivation between adiabatic and quasiadiabatic
processes. For an adiabatic process (8 — 0), we have A,ﬁ () =
exp [—Im(y;(¢))] and f(¢) = 1. We can employ A; () to
describe the amplification factor for an arbitrary quantum state.
The computation is performed by using a uniform mesh in the
time discretization for the time-dependent Hamiltonian H(¢).
As an example, in Fig. 3, we show the evolution of Az (¢) and
fk’\(¢>) for different values of 8. The plot in (a) and (b) shows
that the quasiadiabatic process can be close to the adiabatic
one.

IV. WAVE-PACKET DYNAMICS

Before starting the investigation of the wave-packet dynam-
icsin the present system, we would like to give a brief review on
the dynamics in a uniform ring. In the case of § = u = v =0,
it has been shown that the dynamics of a wave packet is the
same as that driven by a linear field with strength 8, according
to the quantum Faraday’s law [39]. Furthermore, it turns out
that the center path of a wave packet driven by a linear field
accords with the dispersion of the Hamiltonian in the absence
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FIG. 3. (Color online) Numerical simulations for the time evolu-
tions with different 8. Amplification factor A’ (¢) and fidelity f;(¢)
for the initial state with k = /25 and A = — are plotted for the
system with§ = 0.15, u = 0,v = —0.2,and N = 50. We can see the
evolution results are close to that, Al ps(m) = 27.58, fn’/zs(n) =1,
obtained in the adiabatic limit. This indicates that the amplitude
control could be realized with a high fidelity via a quasiadiabatic
process.

of the field within the adiabatic regime [40]:
1
xe(¢) = xc(0) + E{e"f@) —&(0)}, (41)

where &*(¢) is the dispersion relation and k. is the central
momentum of the wave packet.

Now, we switch gears to the case of the present model. We
note that the geometrical phase takes arole in the dynamics and
the dynamics of the wave packet cannot be simply understood
in terms of a semiclassical picture [41-43]. Notice that the
trajectory of a wave packet is essentially not only determined
by the dispersion relation for the field-free system but also by
the geometric phase. In other words, the dependence of the
geometric phase on k should be taken into account.

However, in the adiabatic limit, 8 is very small. The
contribution of the geometric phase to the trajectory becomes
negligible, that is,

Reyl () < af (). (42)

The main effect of the geometric phase on the dynamics of the
wave packet is then just the modulation of the amplitude.

To verify and demonstrate the above analysis, numeri-
cal simulations are performed to investigate the dynamics
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FIG. 4. (Color online) The comparison between the dispersion
relation (blue dot) and the trajectory of the center of the wave packet
(color contour map). The simulation is computed as follows: the
wave packet with kg = /2, o = 0.05, and Ny = 1900, in the lower
band of the system with§ = —0.15, © = 0,v = 0.05,and N = 1000,
subjected in the external field with g = 0.001. This shows that the
two are in close proximity owing to the fact that the contribution of
the geometric phase to the wave-packet position becomes negligible
when compared with the dynamic phase. Only the imaginary part of
the geometric phase takes an important role in the dynamics of the
wave packet.

behavior. We compute the time evolution of the wave packet
by the same method as mentioned above. The initial Gaussian
wave packet has the form

2N
1 @ N
G 0)) = —ME e TUTN G|y (43)
j=1

with the velocity kg € [0,27], centered at the N4th site, where
lj) = c; |0) and €2, is a normalization factor.

For one thing, we consider the trajectories of the wave
packet with different 8, as compared to the dispersion relation.

2000 2000

1500 1500

~ 1000 ~ 1000/

\

500 500
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From the plots in Fig. 4, we find that for small g the trajectory
accords with the dispersion well, while as 8 increases the
deviation becomes obvious.

For another thing, we investigate the flux-controlled prob-
ability of the wave packet. It can be rewritten in the form

G O) = 3@ Ivh) + iy, @
k

Here, we do not give the explicit expression of the coefficient
g¥, since the following analysis is independent of g¥. Through
an adiabatic evolution, we have

|Gy @un/p)) =D (et gyt + e F gt lyt),
k

45)
where 2 is areal number, and ¢ = —Imyk+(27m). In the case
of A > 1, we have

|Gor@rn/B)) ~ %™y gk |uf). (46)
k

It is shown that only the component in either the upper or lower
sub-band survives. It also seems that the final state collapses
to one of two sub-bands in the context of Dirac probability.
The sign of ¢ is crucial for the direction of the collapse. We
compute the evolution for two cases with opposite flux. The
result plotted in Fig. 5 shows that the evolved wave packet in
the upper or lower sub-band survives for two different varying
fluxes, which is in agreement with our prediction.

In practice, the flux control can be implemented by a pulsed
flux. We simulate this process by a Gaussian-shaped flux with
the form

b(1) = 2/om / e =gy, (47)
0

which contributes 27 flux during the process. To characterize
the feature, we introduce the reduced energy:

s < 2wl o)

(48)

S lmilear o)l

2000
1500
~ 1000 \

500

00 02 04 06 08 1.0 0.0
(@) o(O)/m (b)

02 -04 -0.6 -08 -1.0
o()/n ©

00 02 04 06 08 1.0
d()/m

FIG. 5. (Color online) The profiles of the time evolution of a wave packet in several typical cases. The initial wave packet is in the form
of Eq. (43) with ko = 1.4, @ = 0.05, and Nx = 1000, and the external field varies with g = 0.001. (a) In the case of § = —0.7, © = 0, and
v = 1.3, the plot is shown that the probability of the sub-wave-packet in one band increases but the one in another band decreases. In the cases
of (b) and (c), we take the same parameters with (a) but opposite ¢ and §, respectively. Comparing with the profile in (a), we can see the
completely opposite behaviors in (b) and (c). This is in agreement with our analytical prediction.
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FIG. 6. (Color online) Profiles of the reduced energy defined in Eq. (48) of an evolved wave packet in Eq. (43) controlled by a Gaussian-type
time-varying field in Eq. (47). The parameters of the wave packet and system are ky = 1.57, § = —0.7, u = 0, and v = 1.3. (a) The shapes
of the field as a function of time in Eq. (47) with different o. (b) Plots of E(¢) of the field in (a). (c) Same as (b) but with the opposite flux.
The simulation result is in agreement with the result £(oo) = —1.14 for (b) and 1.14 for (c), obtained in the adiabatical limit. This indicates
that the amplitude of the wave packet can be well controlled via a quasiadiabatic process in a short time. Here the time r — 7 and the reduced

energy E(t) are expressed in units of 1/J and J, respectively.

And in the adiabatic limit, we have E(0c0) ~ ei" or 8]?, i.e., it

converges to a positive (negative) constant if the upper (lower)
sub-wave-packet survives. Alternatively, we can replace 8’){
by X in Eq. (48) to redefine E(¢), which leads to E(c0) ~
+1 or —1 even for a nonadiabatic process. Here we take the
former, because E(o0) can indicate the deviation between the
adiabatic and nonadiabatic processes. In Fig. 6, results are
plotted for different values of o, which determine the rate of
the flux change. These results clearly demonstrate the finding
of this paper that the external field can be utilized to control the
quantum state on demand via a quasiadiabatic process within
a relatively short time.

V. SUMMARY

In this paper, the particle dynamics of the non-Hermitian
Rice-Mele model driven by a time-dependent external field
has been theoretically investigated. The analysis shows that the

Berry phase can be a complex number in the non-Hermitian
regime. This results in the amplification and attenuation of
the amplitude of an evolved quantum state. We found that it
can have a full real spectrum for any constant field, and the
Berry phase with respect to a varying field has a constant
imaginary part for an arbitrary initial state either in the upper
or lower energy sub-band. The dependence of the imaginary
part of the Berry phase on the parameters, such as lattice
distortion, imaginary potential, and the direction of the flux,
was explicitly presented. Numerical simulation indicates that
the amplitude control of a wave packet can be accomplished
by a quasiadiabatic process within a relatively short time.
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