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Photoelectron momentum distributions of a hydrogen atom in an elliptically polarized laser field and a hydrogen
molecular ion in a circularly polarized laser field are studied by simulating the time-dependent Schrödinger equa-
tion. We demonstrate that, in both systems, the Coulomb interaction between a liberated electron and its parent ion
is essential for the photoelectron momentum angular drift in a laser polarization plane. By decomposing the wave
packet into the rescattered and directly ionized components in the case of a hydrogen molecular ion, we reveal that
the rescattered component drifts by a larger angle. The drift angle of the photoelectron of the hydrogen atom de-
creases monotonically with longer wavelength, while a nonmonotonic dependence is shown for H2

+. We attribute
such nonmonotonicity to the fluctuation of the instant of ionization for H2

+ as the laser wavelength is changed.
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I. INTRODUCTION

Understanding the ionization process in intense laser fields
is of central importance in ultrafast atomic, molecular, and
optical sciences. Many ultrafast measurement techniques are
based on the ionization and subsequently induced processes.
Such techniques include the phase meter [1], ultrafast streaking
camera [2–4], attoclock [5], quantitative rescattering theory
[6,7], and molecular-orbital imaging [8,9], to name several
examples out of many [10]. More accurate and precise
understanding of the ionization process will lead to new types
of measurement and control methods for the electron dynamics
on attosecond time scale.

A versatile understanding of intense-field ionization has so
far been achieved with several key approximation approaches.
One approach is to combine the quasistatic tunnel ionization
(QSTI) rate [11–14] with the classical-mechanical trajectories
of a liberated electron [15–17]. This approach, which we refer
to as the simple quasiclassical (SQC) model in this article
but has also been known as the simple-man model [15], gives
us much intuition because these trajectories can be calculated
analytically by neglecting the Coulomb potential of the parent
ion and taking into account only the laser-electron interaction.
Another approach, based entirely on quantum mechanics,
approximates the ionization as the transition from a field-free
bound state to a laser-dressed continuum state [18–22]. In this
approach, often referred to as the strong-field approximation
(SFA), the interaction of an electron with its parent ion is
neglected compared to the interaction with an intense laser
field in the final continuum state, in much the same spirit
as the SQC model, and this allows us to express the transition
amplitude in a closed form. While these approaches have made
analysis and understanding of many phenomena possible, there
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are naturally other phenomena that cannot be reproduced
successfully by them and require refined treatments [23–30].

Ionization of atoms by an elliptically polarized (EP) laser
field is an example that lies beyond the limit of applicability
of the above-mentioned approximations. The SQC model and
the SFA predict that the photoelectron momentum distribution
(PMD) would be peaked in the direction perpendicular to
the major polarization axis of the laser electric field (i.e.,
in the direction of the minor polarization axis). This is because
the ionization rate is highest, according to the QSTI picture,
when the electric field of the EP laser light takes the largest
magnitude, i.e., when the rotating electric field is parallel
to the major polarization axis. The photoelectron released at
this instant would gain the momentum along the laser vector
potential at the instant of ionization from the laser field if there
were no Coulomb potential of the parent ion. If we also neglect
the initial momentum, as is often done in the SQC model, the
asymptotic photoelectron momentum would point in the direc-
tion of the minor polarization axis. However, observed PMDs
show peaks rotated away from the predicted direction [31–43].

Ionization of molecules in a circularly polarized (CP) laser
field has also shown a similar deviation from the predictions
of the SQC model and SFA [30,44–53]. In this system, the
ionization rate is considered to be the highest when the
rotating laser electric field is parallel to the molecular axis.
Therefore, the PMD is expected to have peaks in the direction
perpendicular to the molecular axis.

These deviations in the PMDs from the expectation have
been investigated for atomic systems and molecular systems
separately. Therefore, it is not very clear whether the deviations
can be explained by a common mechanism. On the one hand,
it was pointed out that the Coulomb interaction between the
electron and the parent ion after ionization is responsible for
the deviation in atomic [32–36,38–41,43] as well as molecular
systems [46–53]. Hence, the deviations, which break the
fourfold symmetry of the PMD expected by the SFA, are
sometimes called Coulomb asymmetry. On the other hand,
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the multicenter character and the nuclear motion of molecules
generally have been known to induce unique phenomena
absent in atomic systems [54–71]. In fact, in studies of H2

+,
it has been pointed out that the electron wave packet does
not leave the parent ion when the electric field is parallel
to the molecular axis, as expected by the QSTI picture, but
at a delayed timing [44,46], and that the wave packet has a
non-negligible initial flow velocity [44,46,48]. These effects,
originating from the bound electron dynamics prior to ioniza-
tion [65–68], are considered to be specific to the molecular
systems. For multielectron systems, it has been pointed out
that the interaction of the photoelectron with the laser-induced
dipole of the parent ion also influences the PMD [30,38,41,50].

In this paper we study theoretically the ionization of H in an
EP laser field and H2

+ in a CP laser field. We aim at clarifying
what is a common mechanism to both of these single-electron
systems and what is specific to each system. For this purpose,
we perform sequences of numerical simulations on quantum-
mechanical models by changing the model parameters
systematically. The current study, based entirely on the exact
solution of the quantum-mechanical (reduced-dimensional)
models, avoids possible arguments about determining the ini-
tial time, position, and momentum of the classical-mechanical
trajectories of the photoelectron [30,34,36,38,41,46,49,50].
At the same time, we can still extract insightful information
from the sequence of simulation results with different model
parameters. More precisely, by artificially screening the
Coulomb potential of the parent ion at different ranges, we
demonstrate that the Coulomb interaction at a relatively close
range (about 10–15 a.u. from the center of the parent ion) is
essential for the rotation of the PMD from the prediction of the
SFA in both atomic and molecular systems. Furthermore, we
introduce a method to decompose the electronic wave packet
leaving the parent ion into the directly ionized component and
rescattered component by applying two mask functions on the
wave function, and we identify that the rescattered component
is rotated by a larger angle than the direct ionization in the
case of H2

+. Finally, we calculate the drift angle from the SFA
expectation by changing the laser intensity and wavelength.
We show that the drift angle depends nonmonotonically on
the laser wavelength in the case of H2

+, in contrast to the
monotonic dependence in the case of H atom. We relate this
nonmonotonic dependence to the fluctuation of the instant of
the maximum ionization rate for H2

+ with respect to that for
the H atom as the laser wavelength is changed.

In this paper we focus on the comparison of atomic
and molecular systems at the simplest settings. We use the
single-electron atom and molecule, and we apply the EP laser
field to the atom and CP laser field to the molecule because
these are the simplest fields to cause the angular deviation of
the PMD in the respective systems. We use two-dimensional
(2D) models of the atom and molecule, and we investigate the
molecular model at the specific internuclear distance where the
tunneling character is very clear. We set the laser wavelength
in the near-infrared to midinfrared region, where the angular
deviation has been studied in several experiments. In this
way, we mainly restrict our parameter domain around the
simplest conditions and perform systematic research in order
to draw a unified perspective within this domain. We also
extend discussions into other parameter domains, such as to

multielectron systems [30,38,41,50], the different geometry of
the molecule with respect to the laser field [69], and the shorter
laser wavelength of the XUV to the x-ray range [51,53].

The rest of the paper is organized as follows. In Sec. II we
introduce our model systems and numerical simulation meth-
ods. Section III presents a discussion based on the numerical
simulation results as well as prospects for extending the present
understanding to other regimes of atomic, molecular, and laser
parameters. Section IV summarizes the paper.

II. MODELS AND METHODS

A. Model Hamiltonian

We used 2D models for the motion of the electron in H and
H2

+ in the laser polarization plane. For H2
+ we aligned the

molecular axis on the laser polarization plane, and we froze the
nuclear motion and considered only the electronic dynamics.
These reduced-dimensional models have been known to
reproduce at least the main features of the experimentally
observed PMD on the laser polarization plane [44,47,53].
Restricting the electronic motion on the 2D laser polarization
plane may be justified since the photoelectron momentum
component perpendicular to this plane has been observed to
be relatively small compared to those parallel with the plane
[31,45,72]. The nuclear dynamics may be considered to be
effectively separated from the electronic dynamics since the
observed PMDs of H2

+ and D2
+ had little difference between

each other [47]. In the following, we set the 2D coordinates
(x,y) so that the x axis is along the major polarization axis of
the laser electric field in the H model and along the molecular
axis in the H2

+ model.
The Hamiltonian of the models is given by (atomic units

are used throughout this article unless otherwise stated)

H (t) = H0 + VL(t) (1)

as a sum of the field-free Hamiltonian H0 and the laser-electron
interaction VL(t). The field-free Hamiltonian is expressed as

H0 = p2
x

2
+ p2

y

2
+ VC(x,y), (2)

where (px,py) are the (x,y) components of the electron
momentum p, and VC(x,y) is the Coulomb interaction between
the nucleus (nuclei) and the electron. The laser-electron
interaction is expressed in the velocity gauge as

VL(t) = A(t) · p + A2(t)

2
, (3)

where A(t) is the vector potential of the laser field.
The Coulomb interaction VC(x,y) is expressed by the soft-

core potentials VC,H(x,y) and VC,H2
+(x,y) in the respective

cases of H and H2
+,

VC,H(x,y) = − 1√
x2 + y2 + α

, (4)

VC,H2
+ (x,y) = −

∑
s=±1

1√
[x + s(R/2)]2 + y2 + α

. (5)
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We set the soft-core parameter as α = 0.64 a.u. We fix the
internuclear distance at R = 5 a.u., taking into account the
following factors: that H2

+ is ionized mainly on its way to
dissociation when the internuclear distance stretches to around
5–10 a.u. [64], and that the discrepancy between the PMD of
the 2D model of H2

+ and that of experiment is known to
become noticeably larger from about R > 7 a.u. [44].

We used a four-cycle laser pulse with the electric field

E(t) = E0[cos(ωt)x̂ − ε sin(ωt)ŷ] cos2

(
πt

4T

)
(6)

for t ∈ [−2T ,2T ], and E(t) = 0 for t �∈ [−2T ,2T ]. Here x̂ and
ŷ are the unit vectors along the x and y directions, respectively.
We denote the angular frequency of the laser field by ω and
the laser optical period by T = 2π/ω. We denote by ε the
ellipticity. We applied an EP field (ε = 0.6) to H and a CP
field (ε = 1.0) to H2

+. The same EP field is also applied on
H2

+ when we discuss the dependence of the PMD on the
molecular alignment. The laser vector potential A(t) in Eq. (3)
is

A(t) = −
∫ t

−2T

dt ′E(t ′). (7)

B. Wave-packet propagation

We propagated the electronic wave packet |�(t)〉 from t =
ti = −2T (i.e., the beginning of the laser pulse) to t = tf =
12T (i.e., ten cycles after the end of the laser pulse). The
initial state |�(ti)〉 was set as the ground state |�0〉 of the
field-free Hamiltonian H0.

The time evolution of the wave packet was calculated
according to the equation [73,74]

|�(t)〉 = |�(t)〉 − i

∫ t

ti

dτU (t,τ )VL(τ )|�(τ )〉, (8)

where |�(t)〉 and |�(τ )〉 are the reference parts of the wave
packet defined as

|�(t)〉 = exp[−iH0(t − ti)]|�0〉, (9)

and U (t,τ ) is the propagator defined as

U (t,τ ) = T exp

(
−i

∫ t

τ

H (t ′)dt ′
)

, (10)

with the formal time-ordering operator T . Note that Eq. (8) is
equivalent to the time-dependent Schrödinger equation

i
∂

∂t
|�(t)〉 = H (t)|�(t)〉 (11)

with the initial condition |�(ti)〉 = |�0〉 [75].
For numerical computations, the integral over τ in Eq. (8)

was approximated by a discrete sum over the temporal grid
points. At the same time, the formal propagator U (t,τ ) was
decomposed to a product of short-time propagators over the
same grid. We set the temporal grid points, commonly for t

and τ , as

tl = l
t + ti, l = 0, . . . ,N, (12)

where 
t = 0.05 a.u. and N = (tf − ti)/
t . Then the time
evolution of the wave packet can be expressed as

|�(tl)〉 ≈ |�(tl)〉 − i
t

l−1∑
n=0

Ū (tl,tn)VL(tn)|�(tn)〉, (13)

where

Ū (tl,tn) = u(tl,tl−1) · · · u(tn+2,tn+1)u(tn+1,tn), (14)

and

u(tk+1,tk) = exp

[
−i
tH

(
tk + 
t

2

)]
(15)

for k = 0, . . . ,N − 1. In our numerical implementation, we
propagated the second term in Eq. (13)

|�L(tl)〉 := −i
t

l−1∑
n=0

Ū (tl,tn)VL(tn)|�(tn)〉, (16)

according to the recursion relation

|�L(tl)〉= u(tl,tl−1)[|�L(tl−1)〉− i
tVL(tl−1)|�(tl−1)〉], (17)

with the initial condition |�L(ti)〉 = 0.
We discretized the spatial coordinates x and y by the

grid points extending over x ∈ [−500,500] a.u. and y ∈
[−500,500] a.u. at regular intervals of 
x = 
y = 0.2 a.u.
On this grid, the operation of each short-time propagator
u(tk+1,tk) was approximated by the Fourier-grid Hamiltonian
split-operator method [76–78].

At the end of the propagation, the ionization part was
recorded as [1 − M(rb)]|�(tf )〉, where the mask M(rb) is
expressed in the (x,y) space as

M(rb) =
{

1 for r � rb

exp[−β(r − rb)] for r > rb,
(18)

where r =
√

x2 + y2, β = 1.0 a.u., and we set rb = 30 a.u. We
Fourier transformed the ionized wave function to obtain the
PMD |�̃(p)|2. As mentioned earlier, we propagated the wave
packet for 10T after the end of the laser pulse in order to wait
for all ionized components to enter the area r > rb. This also
reduced the error in the PMD due to projecting the final wave
packet onto plane waves instead of continuum eigenstates of
H0. We checked that the PMDs were converged with respect
to the final time tf.

C. Screening Coulomb potentials

To quantitatively investigate the effect of the long-range
part of the Coulomb interaction VC(x,y) on final photoelectron
momenta, we used screened Coulomb potentials in some of
our simulations (i.e., those shown in Fig. 1). The screened
potentials are defined as

VSC(x,y; r0) = VC(x,y)M(r0), (19)

with the mask function M defined in Eq. (18). We carried
out simulations by changing the cutoff radius r0. It should
be noted that we screened the Coulomb potential only
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FIG. 1. (Color online) The PMDs for (a)–(f) H and (g)–(l) H2
+ models with screened Coulomb potentials. The distributions are normalized

so that the maximum value in each panel is equal to unity for better comparison. (a) and (g) The Coulomb potentials are completely neglected.
(b)–(f) The cutoff radii were set as r0 = 2, 6, 10, 15, and 100 a.u., respectively. (h)–(l) The cutoff radii were set as r0 = 3, 4, 10, 15, and 100 a.u.,
respectively. The laser intensity was set at 1×1014 W/cm2, and the wavelength was 800 nm for all the simulations in this figure. (a)–(f) The
major axis of the polarization ellipse is along the x axis. (g)–(l) The molecular axis is along the x axis. The angle θ in (l) is used to quantify
PMDs.

after the interaction with laser fields. In other words, VSC

was incorporated in the propagation described by Eq. (13)
only through Ū but not through |�〉. More precisely, the
Hamiltonian operator H (t) in each short-time propagator in
Eq. (15) was replaced by

HS(t) = p2
x

2
+ p2

y

2
+ VSC(x,y; r0) + VL(t), (20)

while the reference Hamiltonian H0 in Eq. (9) retained
the original potential VC. In addition, we also performed
simulations by completely screening the Coulomb potentials,
i.e., by setting VC = 0 in Ū . In this case, the present simulation
becomes equivalent to the SFA [75]. It should be noted that
the sequence of simulations connecting the limits of the SFA
and the original Coulomb interaction was made possible by
using the integral equation (8) instead of the time-dependent
Schrödinger equation (11).

D. Direct and rescattering ionization

It is expected that Coulomb potentials have different effects
on direct and rescattering ionization. We distinguish these
two scenarios as schematically illustrated in Fig. 2. Here we
introduce two radial boundaries rd and rs (rs < rd). We define
the direct ionization component as the wave packets that never

r
d

r
s

FIG. 2. (Color online) Sketch of possible paths for direct ioniza-
tion (red solid arrow) and rescattering ionization (blue dashed arrow)
components of the wave packet. Two boundaries rd = 8 a.u. and
rs = 5 a.u. were used for the decomposition.

return to the region r < rs after they enter the region r > rd

once, e.g., as illustrated by the red solid arrow in Fig. 2.
In contrast, if wave packets follow paths such as the blue
dashed arrow in Fig. 2, i.e., if the wave packets first enter the
region r > rd, later return to the area r < rs at least one time,
and finally escape, we assign these parts as the rescattering
ionization component.

Numerically, we decomposed |�L(tl)〉 defined in Eq. (16)
into the direct ionization component |�d(tl)〉, the rescattered
component |�r(tl)〉, and the rest |�ion(tl)〉. These components
were propagated and reorganized at each time step according
to the following algorithm:

(1) Initial conditions. At the initial time ti(=t0), the
components are set as

|�ion(ti)〉 = 0, (21)

|�d(ti)〉 = 0, (22)

|�r(ti)〉 = 0. (23)

(2) Propagation. Each component is propagated by one
time step as

|� ′
ion(tl)〉 = u(tl,tl−1)[|�ion(tl−1)〉 − i
tVL(tl−1)|�(tl−1)〉],

(24)

|� ′
d(tl)〉 = u(tl,tl−1)|�d(tl−1)〉, (25)

|� ′
r(tl)〉 = u(tl,tl−1)|�r(tl−1)〉. (26)

(3) Component reorganization. At each time step, the
transfer from one component to another is calculated with
the mask functions in the form of Eq. (18) as

|
�d(tl)〉 =[1 − M(rd )]|� ′
ion(tl)〉, (27)

|
�r(tl)〉 =M(rs)|� ′
d(tl)〉. (28)

Then the components are updated as

|�ion(tl)〉 = |� ′
ion(tl)〉 − |
�d(tl)〉, (29)

|�d(tl)〉 = |� ′
d(tl)〉 + |
�d(tl)〉 − |
�r(tl)〉, (30)

|�r(tl)〉 = |� ′
r(tl)〉 + |
�r(tl)〉. (31)
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By this algorithm, the sum of the components |�ion(tl)〉,
|�d(tl)〉, and |�r(tl)〉 satisfies the same initial condition as
|�L(tl)〉 at t = ti and follows the same evolution as Eq. (17).
Therefore, at each tl , the following relation for the exact
decomposition is guaranteed:

|�L(tl)〉 = |�ion(tl)〉 + |�d(tl)〉 + |�r(tl)〉. (32)

At the end of simulations, the PMDs |�̃d(p)|2 and |�̃r(p)|2
for direct and rescattering ionization were obtained by Fourier
transforming �d(x,y,tf) and �r(x,y,tf), respectively.

III. RESULTS AND DISCUSSION

A. Effect of the long-range part of the Coulomb potential

Figure 1 shows the PMDs of H [Figs. 1(a)–1(f)] and H2
+

[Figs. 1(g)–1(l)] obtained with different screened Coulomb
potentials. We set the laser intensity at 1 × 1014 W/cm2 and
the wavelength at 800 nm. The laser electric field rotates
clockwise. For Figs. 1(a) and 1(g) we completely neglected
the Coulomb interaction between the liberated electron and
the parent core by removing the Coulomb potential in Ū in
Eq. (13). As expected by the SFA, the PMDs in Figs. 1(a)
and 1(g) are peaked in the +py and −py directions, i.e.,
perpendicular to the major polarization axis and the molecular
axis, respectively. The PMDs are asymmetric between the
+py and −py directions because a few-cycle laser pulse is
applied in the present simulations. From Fig. 1(b) to Fig. 1(f)
we increased the cutoff radius r0 of the screened Coulomb
potential VSC(x,y; r0) in Eq. (19) from 2 to 100 a.u. for the H
atom. Similarly, from Fig. 1(h) to Fig. 1(l) we increased r0 from
3 to 100 a.u. for H2

+. As r0 increases, the PMD rotates away
from the directions expected by the SFA. Between r0 = 15 and
100 a.u., the PMDs show only a small difference for both H
[cf. Figs. 1(e) and 1(f)] and H2

+ [cf. Figs. 1(k) and 1(l)]. These
results clearly demonstrate that, for the given laser parameters,
the Coulomb tail in the range of 10–15 a.u. plays an essential
role in the rotation of the PMD in both atomic and molecular
systems. This supports the similar conclusion that the Coulomb
interaction near the parent ion right after the tunneling distorts
the PMD from the SFA prediction, derived with different
approaches [34,36,38,41,47,49,50]. In the rest of this paper
we use the unscreened Coulomb potential VC and focus on
the difference of the ionization dynamics between atomic
and molecular systems. To quantify the PMDs in the laser
polarization plane, we define an angle θ , as shown in Fig. 1(l).
The value of θ is positive if the PMD rotates clockwise away
from the py axis.

B. Direct and rescattering ionization

The PMD for H2
+ in Fig. 1(l) shows additional weaker

peaks at θ ≈ 80◦ and 260◦ compared to the PMD for H in
Fig. 1(f). We propose the explanation that these peaks are
attributed to rescattering processes. The rescattering event
is known to be significantly suppressed as the ellipticity of
the laser field is changed from linear polarization to circular
polarization for atoms [79–81] unless a specific condition is
met [82]. However, in molecular systems, an electron wave
packet released from one nucleus may be rescattered by
another nucleus even in a circularly polarized laser field [83].

FIG. 3. (Color online) The PMDs of (a)–(c) direct ionization
|�̃d(p)|2, (d)–(f) rescattering ionization |�̃r(p)|2, and (g)–(i) full
ionization |�̃d(p) + �̃r (p)|2 of (a), (d), and (g) H, (b), (e), and
(h) H2

+ at internuclear distance 2 a.u., and (c), (f), and (i) H2
+

at internuclear distance 5 a.u. The laser pulse has the wavelength
800 nm and the intensities (a), (d), and (g) 1014 W/cm2, (b), (e), and
(h) 1.42 × 1014 W/cm2, and (c), (f), and (i) 1014 W/cm2. The PMDs
are normalized so that the maximum values in (g)–(i) are equal to
unity.

We examined our proposition by using the method described
in Sec. II D to disentangle the ionized wave packet into the
direct and rescattered components. Figure 3 shows the PMD
|�̃d(p)|2 of the direct ionization components [Figs. 3(a)–
3(c)], the PMD |�̃r(p)|2 of the rescattering components
[Figs. 3(d)–3(f)], and the coherent sum |�̃d(p) + �̃r(p)|2 of
the direct and rescattering components [Figs. 3(g)–3(i)] when
the internuclear distances of H2

+ are 2 a.u. [Figs. 3(b), 3(e),
and 3(h)] and 5 a.u. [Figs. 3(c), 3(f), and 3(i)], respectively.
For comparison, we show the corresponding PMD of H in
Figs. 3(a), 3(d), and 3(g). We set rd = 8 a.u. and rs = 5 a.u.
for the decomposition, and the small changes of rd and
rs did not change these PMDs sensitively. We have tested
that the coherent sum recovers the full PMD |�̃(p)| of the
total ionization signal obtained by propagating the full wave
packet without such decomposition. This confirms that the
contribution of the component |�ion(tl)〉 in Eq. (32) becomes
negligibly small by the end of the simulation at t = tf and also
validates our decomposition method. When the internuclear
distances of H2

+ are 2 and 5 a.u., the ionization potentials
are 1.05 and 0.74 a.u. Note that the ionization of H2

+ is
between tunneling and multiphoton regimes when the intensity
is 1014 W/cm2 for R = 2 a.u. Therefore we apply the laser
intensities 1.42 × 1014 and 1014 W/cm2 for cases R = 2 and
5 a.u., respectively, to keep the Keldysh parameters the same
and to trigger tunneling ionization in both cases. The laser
intensity applied in H is still 1014 W/cm2, the same as that in
Fig. 1.

When the internuclear distance is 2 a.u., the spatial extent
of the Coulomb potential is closer to the hydrogen atomic
potential. Hence, the rescattering hardly happens when the
circularly polarized laser pulse is applied, as shown in Fig. 3(e).
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However, when the internuclear distance is 5 a.u., the Coulomb
potential extends to a relatively large area, and the electron
emitted from one nucleus may collide with another nucleus,
presenting a rescattering feature. Figures 3(c), 3(f), and 3(i)
clearly show that the main peaks at around θ = 30◦ are mainly
contributed by the direct ionization, whereas the rescattered
wave packet has the contribution at a larger θ angle and higher
absolute value of momenta than the direct ionization. This
observation also is in accord with the expectation that the
Coulomb potential has a stronger effect on the rescattering
ionization than direct ionization because the Coulomb poten-
tial plays a role in both tunneling and rescattering processes
[83]. We note, however, that this rescattering feature may be
overestimated in the present 2D model and may not be well
recognized in the experimental data [44,45] and the simulation
results of classical 3D model [46] because the wave packet can
spread out of the laser polarization plane to some extent in the
actual 3D system.

C. Dependence of the drift angle on the laser intensity
and wavelength

After investigating the Coulomb interaction, we now turn
our attention to the other potential term in the Hamiltonian, i.e.,
the laser-electron interaction expressed by Eq. (3). Figure 4(a)
shows the drift angle as a function of the laser wavelength and
intensity for H2

+, where the drift angle is defined as the angle
giving the maximum angular probability density (obtained by
integrating the 2D PMD over the radial momentum) measured
from the py axis. The result shows an overall propensity that

FIG. 4. (Color online) (a) Drift angle as a function of laser
wavelengths and intensities. (b) The cut of (a) at a laser intensity
6 × 1013 W/cm2 (black solid line). For reference, the drift angle of
the PMD for H is shown by the red dashed curve when the same laser
parameters are applied.

the drift angle decreases as the laser wavelength and intensity
increase. This propensity may be understood in terms of the
classical motion of the released electron in the laser field. The
electron would gain momentum proportional to E0/ω from
the laser field and would trace a cycloid trajectory of radius
E0/ω

2 in the absence of the Coulomb potential. Therefore, as
the laser intensity and/or the wavelength increase, we may
deduce that the electron moves away from the parent ion
more quickly in an orbit with a larger radius. As a result, the
Coulomb interaction between the electron and the parent ion
is reduced while the laser-electron interaction dominates the
evolution of the released electron. We consider that for a higher
intensity and longer wavelength, the SQC model and the SFA,
both of which neglect the electron-ion Coulomb interaction,
work better in describing the PMD. The overall propensity
agrees with the previously reported experimental data and
simulation results about the dependence on laser intensities
[38,40,41,47,50] and wavelengths [46,83]. However, we note
that a few other previous theoretical studies have reported that
the drift angle increases with higher intensity, which has been
explained as a result of the tunnel exit point moving closer to
the parent ion in a higher-intensity laser field [41,49]. To assess
consistency among the results obtained at somewhat different
physical conditions, further studies will be needed.

In addition to the overall trend described above, our
fine-interval systematic simulations reveal in Fig. 4(a) an
oscillatory structure in the drift angle as a function of the laser
intensity and wavelength. We extracted the dependence of the
drift angle on the wavelength at the intensity 6 × 1013 W/cm2

as the black solid curve shown in Fig. 4(b). As a reference,
we also present by the red dashed curve the drift angle of the
PMD for the H atom calculated at the same laser intensity
and the ellipticity ε = 0.6. In the atomic case, the drift angle
decreases monotonically for longer wavelengths, in contrast
to the molecular case.

To explore the origin of the nonmonotonic dependence in
the molecular case, we look into the time-dependent ionization
rate −[ d

dt
Pbound(t)]/Pbound(t) for H and H2

+. We define the
bound population Pbound(t) as the probability for the electron
to be within the radius rbound = 30 a.u. from the center of the
parent ion. Figures 5(a) and 5(b) show the ionization rates for
H and H2

+, respectively, as a function of time at three different
laser wavelengths, 800, 1000, and 1100 nm. For the case of H,
one can see peaks separated in time by about T/2, and these
peaks may be interpreted as the electron being released mainly
when |E(t)| of the EP laser field is maximized in each half
cycle in accordance with the QSTI picture. The ionization rate
of H2

+ also shows peaks separated by a half cycle, but some
peaks show finer structures (e.g., splitting into small peaks
around t = 0.8T and 1.0T for the 800-nm wavelength), which
may indicate that the electron is released from the molecule
multiple times in a half cycle [44,67].

The peaks of the ionization rate in Fig. 5(a) do not appear
exactly at the instants when the electric field is maximum
(i.e., t = 0,±T/2, . . . ). This is because the electron emitted
from the nucleus takes some time to travel to the region
r > rbound. Such delays exist in Fig. 5(b) as well, and the
traveling delay should also depend on the laser parameters
as we can see that the peaks move in time slightly in Figs. 5(a)
and 5(b). However, we may assume here that the free-electron
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FIG. 5. (Color online) Time-dependent ionization rate for (a) H
and (b) H2

+. (c) Photoelectron emission timing tb of H2
+ as a function

of laser wavelengths. The laser intensity was 6 × 1013 W/cm2. See
the text for the calculation of tb.

traveling time in the H and H2
+ cases are the same under

the same laser conditions. Then, by subtracting the moment
giving the highest peaks in Fig. 5(a) from that in Fig. 5(b),
we can exclude the traveling time and precisely determine the
relative timing tb at which the electron leaves the nuclei of
H2

+ compared to H. Figure 5(c) shows the dependence of
tb on the wavelength. We can see that tb/T fluctuates with
the laser wavelength. The marked resemblance between the
wavelength dependence of the drift angle in Fig. 4(b) (black
solid curve) and the relative ionization time tb/T in Fig. 5(c)
suggests that the nonmonotonic wavelength dependence of
the drift angle in H2

+ originates from the fluctuation of the
ionization timing. That is, the electron is emitted at different
phases of electric field and therefore accelerates in different
directions, depending on the wavelength. The minimization of
the drift angle at the 980-nm wavelength may be explained
by the relative ionization timing being most advanced at this
laser condition. This interpretation is also consistent with the
previous reports that the emission timing influences the PMD
rotation in H2

+ [44,46].
The fluctuation of the ionization instant is due to the

transient electron localization in H2
+. Though the laser-H2

+

coupling is strongest at t = 0, the largest ionization rate may
not happen at t = 0 due to the electron localization. When H2

+

is exposed to strong laser fields, the electron hops between
two nuclei. It was demonstrated that the electron leaves the
molecule from the uphill potential well [68]. Depending on
the laser wavelength (and other laser parameters), the electron
localizes to the uphill well at different timings, and hence the
timing of the electron release is also expected to fluctuate.

D. Connection to other parameter regimes

We have compared the PMD rotation between atomic and
molecular systems in the simplest settings. Before concluding,

we discuss briefly the PMD in some other regimes of system
parameters.

One interesting point to be examined is how general
the mechanism of PMD rotation is over the tunneling and
multiphoton ionization regimes. The rotation of the PMD has
been predicted at the XUV [51,53] and visible [52] laser
wavelengths as well. As the wavelength becomes shorter
(while keeping the intensity constant at around 1014 W/cm2),
the number of absorbed photons decreases, and the PMD can
be analyzed by the conventional weak-field perturbation theory
in the XUV range [51]. In both short- and long-wavelength
regimes, the Coulomb interaction between the core and the
liberated electron is considered to influence the PMD rotation
[51–53]. However, as the photon energy of the ionizing laser
field increases, the transient electron localization will have
a diminished effect with less population transferred between
H2

+ nuclei [84]. Also, we may no longer picture the electron
as slowly tunneling out from the binding potential and being
accelerated while spiraling away from the core, which has
been the basis of some of the calculations taking into account
the Coulomb effect perturbatively on the classical trajectories
[30,36,38,41]. Rather, a representation in terms of a small
number of partial waves (whose quantization axis is rotated
from the symmetry axis of the system) may possibly be more
suitable for the electronic wave packet in the XUV laser field.
A theory that can connect the two wavelength regimes and
explain the persistence or switching of mechanisms of the
PMD rotation still needs to be worked out. In the XUV range,
one of the motivations to study the PMD is to retrieve the
electronic states of a molecule under the field-free condition
[51,53]. In contrast, in the IR range, we may potentially read
out the laser-driven electron dynamics from the PMD if we
can develop an accurate theory to reconstruct the PMD.

A clear difference between the tunneling ionization and the
single-XUV-photon ionization is that the drift angle does not
depend on the laser intensity in the latter case [51]. In the
single-XUV-photon ionization, the ionized electron acquires
the intensity-independent velocity

√
2(ωXUV − Ip), where

ωXUV is the angular frequency of the XUV laser field, and Ip

is the ionization potential of an atom or molecule. Therefore,
the Coulomb effect on the photoelectron is independent of
the XUV intensity. In contrast, in the case of the tunneling
ionization, the freed electron has a velocity proportional to the
laser field. In a higher-intensity laser field, the freed electron
will be accelerated more and leaves the nucleus more quickly,
hence the Coulomb effect on the freed electron is weaker,
resulting in an overall smaller drift angle.

Another important point to be studied carefully in the
molecular case is the dependence of the rotation of the PMD
on the geometry of the system, i.e., internuclear distance for
diatomic molecules and more generally the skeletal structure
of polyatomic molecules, and the orientation of the molecule
with respect to the laboratory frame defined by the laser
field, as well as the ellipticity of the laser field. Peters et al.
have reported that the electron diffraction is very sensitive to
molecular alignments [85].

As a first step of ab initio numerical simulation toward a
more complex geometry, we calculated the PMDs from the
2D model of H2

+ in an EP laser field. Figure 6 shows the
PMDs when the internuclear axis is aligned at the angles 0
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FIG. 6. (Color online) The PMD from H2
+ aligned at the angles

(a) 0, (b) π/4, and (c) π/2 from the major polarization axis.
(d) Statistical average of the PMD assuming H2

+ is randomly aligned
in the laser polarization plane. The internuclear distance is fixed at
R = 5 a.u., the ellipticity of the laser field is ε = 0.6, and the laser
intensity is 1 × 1014 W/cm2.

[Fig. 6(a)], π/4 [Fig. 6(b)], and π/2 [Fig. 6(c)] with respect
to the major axis of polarization ellipse, which is set along
the x axis. The tunneling and rescattering processes depend
on the molecular alignment since the Coulomb potential
is anisotropic, and this is reflected in the PMDs. We note
that in the single-XUV-photon ionization, the drift angle
does not seem to depend on the molecular alignment [51].
Figure 6(d) shows the statistically averaged PMDs obtained
by incoherently adding the PMDs at different alignment for
a randomly oriented molecular ensemble. Note that the color
bars in the respective panels of Fig. 6 have different scales.
By comparing Figs. 6(a) and 6(d), one may conclude that
the ionization is mainly contributed by the molecules aligned
parallel to the major polarization axis. Previously, with a
modified version of the SFA, the photoelectron momentum
angular distribution was calculated for a diatomic molecule
at several three-dimensional orientations in an EP laser field
[69]. The angular distributions reported therein were all
much sharper than the PMDs in Fig. 6, even though the
two results cannot be directly compared because of the
difference of the laser and molecular parameters as well as
the dimensionality of the model. This gap needs to be filled
with more comprehensive theory and to be tested against
experimental data. For molecules oriented out of the plane
of laser polarization [69], it would also be interesting to check
whether and how the PMDs in the lateral direction [72,86,87]
with respect to the polarization plane are coupled to the PMDs
on the polarization plane.

The molecular structure can influence the PMDs in at
least two ways. First, the rescattering effect may be stronger
for larger internuclear distance (see Fig. 3). Second, the
intramolecular electron dynamics prior to ionization is also
influenced by the internuclear distance of diatomic molecules
[65–67,84]. For polyatomic aromatic molecules, the ring

current may also be influenced by the static structure and
dynamical change thereof (i.e., vibration) [70,71]. These
electron dynamics inside the molecule can modify the PMDs as
we discussed in Sec. III C. In passing, a very recent theoretical
study revealed that not only H2

+ but also the H atom as well as
a heteronuclear diatomic molecule can show multiple peaks of
ionization within half a cycle in linearly polarized light [88]. It
is left for future study whether these multiple-ionization bursts
remain in an EP laser field and if so whether the timings of
ionization have the same influence on the angular drift of the
PMD as H2

+.
Finally, multielectron effects on the PMD rotation must

also be understood in a complex molecule. It has already
been pointed out that the Coulomb interaction between the
cation core and the liberated electron is partially shielded
by the bound electrons’ polarization induced by the laser
field [30,38,41,50]. In addition, in multielectron systems, an
electron can be released not only from the highest-occupied
orbital but also from lower-lying orbitals [89,90], and these
multiple orbitals coherently contribute to the PMD. Further-
more, the electron-electron correlation in the initial state [53],
as well as that generated by recollision in nonsequential
double ionization [82], and through the emission timings in
sequential double ionization [91–94] may also influence the
PMD rotation. While the first effect (i.e., the polarization
effect) has been taken into account in the theoretical treatment
based on classical trajectories [30,38,41,50], the latter two
effects (multiorbital effect and correlation effect) on the PMD
have rarely been analyzed. In fact, it is interesting that the
electron from the first ionization of neutral H2 by a circularly
polarized laser field shows little rotation in the PMD, and that
the electron from the second ionization shows a significant
rotation [47,95,96]. The residual charge of the core may
explain this to some extent but not completely, because a
significant rotation has been observed from neutral atoms in
the EP laser field [31,34,38]. At the moment, it is impractical to
simulate the two or more electrons fully quantum mechanically
in 3D space under an IR laser field, and the first systematic
analysis of these effects may need to be carried out with
methods that utilize classical mechanics effectively [63,82].

The photoionization process may seem elementary and
well understood over the many years of study. However, as
we discussed here, there are still many unknown aspects,
the understanding of which may lead to new methods for
measurement and control of the attosecond electron dynamics
in atoms and molecules.

IV. CONCLUSION

In summary, we studied the PMDs of H in an EP laser field
and of H2

+ in a CP laser field with 2D quantum-mechanical
models. By screening the interaction between the free electron
and the parent ion at a systematically changed cutoff radius,
we demonstrated that the Coulomb interaction in the range
of 10–15 a.u. from the center of the parent ion is essential
for explaining the angular deviation of the PMD from the
expectation of the SQC model and the SFA. By decomposing
the wave packet into direct and rescattered components in the
H2

+ model, we identified that the weaker peaks at larger drift
angle and higher radial momentum seen in our 2D model are
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mainly contributed by rescattered components. By calculating
the drift angle of the PMD for H2

+ as a function of the
laser intensity and wavelength, we found the overall trend
that the drift angle decreases as the intensity increases and
as the wavelength increases. We found that the drift angle
depends nonmonotonically on wavelengths for H2

+ in contrast
to the monotonic dependence for H atom. By comparing the
time-resolved ionization rates of H2

+ and H, we saw that the
timing of electron emission from H2

+ fluctuates with respect
to that from the H atom as the laser wavelength changes, and

that this fluctuation can explain the nonmonotonic dependence
of the drift angle on the laser wavelength.
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