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X-ray-refractive-index measurements at photon energies above 100 keV
with a grating interferometer
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The knowledge of the x-ray index of refraction of materials is important for the interpretation or simulation
of many x-ray physics phenomena. But its precise and accurate experimental determination is challenging,
particularly in the hard x-ray energy range above 100 keV. In this article we present and discuss experimental
measurements of the real and imaginary part of the index of refraction for different materials based on x-ray
grating interferometry at energies above 130 keV.
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I. INTRODUCTION

Precise knowledge of the full index of refraction of
materials in the hard x-ray energy range above 100 keV is
of great importance for many fields such as material science,
biomedical applications, x-ray optics characterization, and
fundamental physics [1–4]. The index of refraction n is
complex valued and usually written as n = 1 − δ + iβ, where
the real part δ describes the refraction and the imaginary part
β describes the attenuation effect [5].

Conventional absorption-contrast x-ray tomography pro-
vides the three-dimensional distribution of the attenuation co-
efficient μ proportional to β: μ = 4πβ

λ
, λ being the wavelength

of the x rays. On the other hand, quantitative phase-contrast
x-ray tomography gives access to δ. At energies generally
used in phase-contrast imaging (10–150 keV) the attenuation
of the x rays is caused by the photoelectric effect and Compton
scattering. At x-ray energies below 25 keV, the attenuation is
mainly dominated by photoelectric absorption for most of the
elements. In this energy region the information given by phase
and attenuation signals is complementary. When increasing
the energy of the x rays, the Compton effect becomes more
important for materials with low atomic numbers. When the
attenuation signal is purely caused by the Compton effect, both
attenuation and phase signals are directly proportional to the
electron density ρe and the information given by the phase and
attenuation signals is no longer complementary [6].

Once δ is measured, it is possible to precisely calculate the
electron density (ρe) and mass density (ρ) [6–8]. Far from
the absorption edges, the decrement δ is proportional to ρe of
the material [6],

δ = ρer0�
2c2

2πE2
, (1)

where r0 = 2.818 × 10−15 m is the classical electron radius, �

is the reduced Planck constant, c is the speed of light, and E

is the photon energy.
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Precise measurements of the attenuation coefficients are
already known for a wide range of photon energies [9].
However, the access to the real part of the index of refraction
remains challenging. For this study we chose x-ray grating
interferometry [10,11] because it allows us to quantify the
refractive index of materials [6,12–14]. The interferometer
consists of two line gratings placed one behind the other
in the x-ray beam path (see Fig. 1). The phase grating
(G1) periodically modulates the incoming x-ray beam and
produces self-images at fractional Talbot distances along the
optical axis. The deformation of this line pattern caused
by the sample yields the optical properties of the specimen
itself as described, e.g., in Ref. [10]. The analysis of these
deformations, which yields differential phase and absorption
signals, is usually performed using an absorption grating (G2)
and the phase-stepping technique.

Two factors mainly affect the sensitivity of an x-ray
grating interferometer: the quality of the grating structures
and the coherence properties of the x-ray beam. In particular,
when increasing the x-ray energy, the grating G2 becomes
challenging to fabricate. On the one hand, the absorber lines
must be thick enough to almost completely absorb the highly
energetic x rays (e.g., several-hundred-microns-high gold lines
for an energy of 100 keV). On the other hand, the period
needs to be small (typically a few micrometers) for keep-
ing high sensitivity and resolution. These two requirements
mean that high aspect ratios R = 2h

p
are needed, where h

is the structure height and p is the period of the absorption
grating.

Because implementing an x-ray grating interferometer at
high x-ray energies remains challenging, most of the grating-
interferometry experiments are currently performed at energies
of approximately 20–30 keV. Previous studies investigated the
potential of x-ray grating interferometry at x-ray tube voltages
of 60 and 100 kV using a laboratory x-ray source [15,16], or
at 82-keV photon energy using monochromatic synchrotron
radiation [6]. Thüring et al. [15] overcome the high-aspect-
ratio problem by using edge-on illuminated structures with
a final aspect ratio of R = 143. However, the use of these
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FIG. 1. (Color online) Schematic representation of the grating
interferometer setup used in this study.

structures limits the field of view of the imaging system in the
vertical direction.

In this article, we report on the implementation of x-ray
grating interferometry with monochromatic x rays above
130 keV, and we discuss the quantitativeness of the refractive
index measurements obtained for a phantom sample composed
of different materials.

II. EXPERIMENTAL SETUP

The experiment was performed with the grating inter-
ferometer installed at the beamline ID19 of the European
Synchrotron Radiation Facility [17]. X-rays were generated
from a wiggler source and monochromatized by a Si double-
crystal monochromator in Bragg geometry. The detector was
an indirect system using a 750-µm-thick Lu3Al 5O 12:Ce
scintillator, a lens system, and a CCD camera with 2048 ×
2048 pixels [18,19]. The effective pixel size was 14 µm.

The phase grating G1 was made of Ni, and it had a period
p1 of 4.8 µm and a height of 25 µm (creating a π /2 phase
shift to x rays of energy 140 keV). The absorption grating G2,
which was placed 55 cm downstream of G1, was made of Au;
its period p2 was identical to that of G1 (see Fig. 1). With a
structure height of 180 µm, G2 had absorption of 53% of x
rays at 140 keV and an aspect ratio of 75. Both gratings were
produced by the x-ray LIGA (a German acronym that translates
to lithography, electroplating, and molding) process [20,21].
Two scanning electron microscope (SEM) images of G2 are
presented in Fig. 2. The layout used is the “bridge design”; the
gold lamellas are interrupted every 30 µm by a resist bridge (2
µm long). This layout enables us to increase the mechanical
stability of the resist after development and minimizes the
structure deviation (resist shrinkage).

The phantom sample was formed by eight rods made of
known materials described in Table I. The rods had diameters
from 0.8 to 2 mm and were arranged parallel to each other

50 μm 5 μm

FIG. 2. Scanning electron microscope images of the absorption
grating G2 used for the experiment.

and parallel to the tomography axis. For the measurement,
the sample was immersed in water to avoid phase wrapping
at the interfaces between the rods and the surrounding
material [13].

In total 810 phase-stepping scans were performed over
180◦. The phase-stepping scans were recorded by scanning
G1 over one grating period in five evenly spaced steps along
the direction perpendicular to the grating lines. The recorded
intensity in each pixel as a function of grating position in
this scan is known as the phase-stepping curve for that pixel.
Flat-field phase-stepping scans without the sample in the beam
path were recorded during the tomography scan and used to
correct for grating imperfections and for inhomogeneities in
the x-ray beam. The exposure time per frame was 5 s, and
the total exposure time was 5.6 hours. A pixelwise Fourier
analysis of the phase-stepping data was performed to obtain
the differential phase and absorption projections [22,23].

III. MEASUREMENTS

The visibility of the phase-stepping curve measured without
the sample in the beam can be considered as a figure of merit
of the performance of the interferometer. The visibility V is
defined as [24]

V = Imax − Imin

Imax + Imin
, (2)

where Imax and Imin are the maximum and minimum intensities
of the phase-stepping curve. The visibility image obtained in
our measurements is shown in Fig. 3(a) and has an average
value over the entire field of view of 15%.

At the high photon energies used here, the limited ab-
sorbance even of a high-Z, high-density material such as gold
results in an absorption of x rays by the lines in G2 of less
than 60%. When calculating the expected theoretical overall
visibility V considering absorption by G2 lines of 60%, the
visibility substantially decreases to less than 20% [25]—close
to the observed value of 15%. Other contributions affecting
V include imperfections in the morphology of G1 and G2,
the bridge layout of the absorption grating, an average density
of the electroplated gold that may be inferior to the literature
value of 19.3 g/cm3, a deviation of the structure height of
G1 from the ideal condition corresponding to the π/2 phase
shift, and a deviation of the intergrating distance from the
condition corresponding to the first contrast maximum of the
Talbot effect, at 0.5 p2

1/λ.
Examples of flat-field corrected absorption and refraction

angle projections of the phantom sample are displayed in
Figs. 3(b) and 3(c), respectively. The rods forming the phantom
sample are clearly visible with both image signals. These
images also show that the projection data are not affected
by grating imperfections, which create the structures in the
visibility map Fig. 3(a) when the flat-field correction is per-
formed. The vertical lines decreasing the mean visibility are the
result of shrinkage during the polymerization process, which
produces stress and generates periodically strong deviations
in the grating geometry. New grating layouts, which should
disturb the image quality as little as possible, are currently
under investigation.
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TABLE I. Material name, composition, density, refractive index decrement and attenuation coefficients for each material in the phantom.
Subscript “th” is used for theoretical values and “expt” for the experimental values.

Material Compositon ρth (g/cm3) δexpt (10−8) δth (10−8) μexpt (cm−1) μth (cm−1) ρe,expt (Å
−3

) ρe,th (Å
−3

)

1. Titanium >99.6% 4.50 5.15 ± 0.06 4.85 0.90 ± 0.02 0.84 1.32 ± 0.02 1.24
2. Teflon C2F 4 2.16 2.54 ± 0.07 2.48 0.30 ± 0.02 0.30 0.65 ± 0.02 0.64
3. PVC C2H 3Cl 1.41 1.63 ± 0.07 1.68 0.23 ± 0.02 0.22 0.42 ± 0.02 0.43
4. Aluminum 97% Al 3% Mg 2.70 3.04 ± 0.08 3.05 0.40 ± 0.03 0.39 0.78 ± 0.02 0.78
5. Glass SiO2 2.23 2.58 ± 0.10 2.58 0.32 ± 0.02 0.32 0.66 ± 0.03 0.66
6. PMMA C5H 8O 2 1.19 1.50 ± 0.08 1.51 0.19 ± 0.03 0.18 0.39 ± 0.02 0.38
7. Copper 99% Cu + insulating varnish 8.92 9.35 ± 0.13 9.58 2.59 ± 0.04 2.39 2.40 ± 0.03 2.45
8. Bronze 88.5% Cu, 7% Sn, 4.5% Zn – 9.30 ± 0.07 – 2.93 ± 0.03 – 2.38 ± 0.02 –

The absorption and phase tomograms obtained from the set
of absorption and refraction angle projections are respectively
shown in Figs. 4(a) and 4(b). The filtered backprojection
algorithm was used to reconstruct both volumes. A modified
filter, the Hilbert filter, was used for the phase data to take into
account the differential nature of the projections [26]. For a
strong statistical investigation, the quantitative analysis on the
phase and absorption volumes was performed on the average
of 51 slices. These tomographic slices are parallel to the plane
observed in Fig. 1 and have a thickness of 14 µm. The region
where these slices were taken is indicated with dashed lines in
Fig. 3(c).

IV. RESULTS

The quantitative analysis, the results of which are reported
below, has been performed on regions of interest (ROIs)
selected in each material of the specimen and indicated in
Fig. 4(b). ROIs of 30 × 30 pixels were selected for all the
materials, except for materials 7 and 8. For materials 7 and
8 smaller regions of 15 × 15 pixels were used in order to
avoid the borders of the rods. Average value and standard
deviation have been calculated for each of these ROIs and
for the two image signals. These values yielded the real and
imaginary parts of the refractive index, and the corresponding
uncertainty, of the phantom rods. In particular, the linear
attenuation coefficient was derived from the attenuation data,
while the decrement of the refractive index was obtained from
the phase data.
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FIG. 3. (a) Visibility map, measured without a sample in the
beam. (b) Example of an absorption projection of the sample,
and T corresponds to the percentage of the transmitted x rays.
(c) Differential-phase projection of the sample, and α corresponds
to the refractive angle.

The x-ray photon energy was estimated by measuring
the difference in δ of the glass with the surrounding water
(δSiO2,exp − δH2O,exp). These values were compared to the
theoretical values (δSiO2,th − δH2O,th). Match was found for an
x-ray energy of 133 keV. Theoretical values for the refractive
index of the materials in the phantom were calculated at this
energy with the software XOP [27]. The XCOM database was
used for the calculation of the linear attenuation coefficient and
the Windt database was used for the calculation of decrement
of refractive index [28,29]. These theoretical values are shown
in Table I.

The quantitative analysis was completed with the calcula-
tion of the contrast-to-noise ratios (CNRs) between different
pairs of materials within the phantom. The CNR is defined
as [12]

CNR = |SA − SB |√
σ 2

A + σ 2
B

, (3)

where SA and SB are the average pixel values of a ROI of
two different materials, and σA and σB are the corresponding
standard deviations.
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FIG. 4. Absorption (a) and phase (b) slices of the phantom
sample. These images have been obtained by averaging 51 slices
taken at the position indicated by the dashed lines in Fig. 3(c). The
squares in (b) show the regions of interest used for the analysis
described in the main text. Numbers in (a) label the rods, and the
corresponding materials can be found in Table I.
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The CNR values were calculated for phase and absorp-
tion images between different pairs of materials. Then,
CNRδ/CNRμ ratios were calculated for several pairs of
materials, ranging between the pairs with the smallest and the
biggest differences in mass and electron density. The lowest
CNR ratio (0.5) is obtained for Teflon and glass (materials with
the closest mass and electronic densities). All other calculated
ratios are higher than 1, with the highest CNR ratio (4.6)
obtained for PVC and Teflon. This indicates that the absorption
signal provides a better contrast-to-noise ratio between Teflon
and glass, and the phase signal gives a better contrast-to-noise
ratio for the rest of the material pairs.

V. DISCUSSION AND CONCLUSION

For a better understanding of the results and how the
contribution of the incoherent Compton scattering differs
between each of the measured materials, we show in Fig. 5 a
graphic representation of the measured attenuation coefficients
as a function of the measured electron density. Following the
study of Willner et al. [6], this figure also shows the theoretical
linear attenuation coefficients for the incoherent Compton
scattering. The incoherent photon cross section σinc has been
calculated by the Klein-Nishina theory [30]. We observe that,
as expected, for titanium, bronze, and copper the attenuation
is no longer dominated by Compton scattering, given the high
atomic numbers of their constituent elements, but photoelectric
absorption takes an important role and therefore the points
are farther from the blue line that indicates the attenuation
coefficient expected from mere Compton scattering.

From the values in Table I we see that measured δ and μ

match with the theoretical values for Teflon, PVC, aluminum,
glass, and polymethylmethacrylate (PMMA) at the estimated
energy.
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FIG. 5. (Color online) Measured attenuation coefficients μ with
respect to the corresponding measured electron densities ρe. Standard
deviations are indicated by error bars, and the solid blue line
represents the linear attenuation coefficient for Compton scattering
μinc = σinc × ρe, where σinc is the photon cross section corresponding
to the incoherent scattering and ρe is the theoretical electronic density
of each material.

Attenuation coefficients appear overestimated by respec-
tively 8% and 7% for copper and titanium. Concerning
δ, copper is underestimated by 2% and titanium appears
overestimated by 6%. Due to the energy estimation uncertainty,
it is difficult to draw conclusions on the origin of these discrep-
ancies between experimentally determined and theoretically
expected values for copper and titanium. Furthermore, at these
high energies photons resulting from additional scattering or
fluorescence might reach the detector and thus influence the
measurements. Additional experiments are needed to improve
the method: for example, to measure the incoming x-ray
energy using a different measurement method, to use calibrated
material, and to use gratings with higher aspect ratios.

To summarize, we have demonstrated the feasibility of
x-ray grating interferometry at energies over 130 keV. At
the estimated photon energy of 133 keV, the results are
consistent with the theoretical values for elements where Z <

15. For materials with higher atomic numbers the results show
some inconsistencies. However, these inconsistencies do not
influence the validity of the implementation of the technique
at these high energies. For several materials an improvement
of the CNR for the refractive index decrements with respect to
the attenuation coefficients obtained by absorption imaging
with the grating interferometer has also been shown. This
indicates that also at energies above 100 keV differential
phase contrast might give more sensitive information than
conventional attenuation contrast.

The observed visibility values, which are close to the values
expected from simulations, indicate a high quality of the
gratings. One of the main limitations to visibility (and thus
efficiency) of an x-ray grating interferometer with current
microfabrication technology is the thickness of the absorption
grating G2. Edge-on illumination schemes, as presented very
recently [15], are one approach to overcome this limit, despite
other limitations inherent to this concept, especially the field
of view. The broadening of the energy range increases the
applicability of this technique to the study of bulky samples
and the study of materials containing higher densities. The
discrepancies of the values of the high-Z materials are not
understood yet. Aside to the uncertainties in the x-ray energy,
also a differing composition of the materials could have caused
it. Thus additional experiments need to be done in the future to
underscore the conclusion. The accurate determination of the
index of refraction at these high energies opens a path in many
different fields, such as biomedical sciences, fundamental
physics, and material sciences.
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