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The excitation of atomic clusters by intense infrared laser pulses leads to the creation of highly charged
ions and to the emission of energetic photons. These phenomena, which follow from ionization processes
occurring in the cluster, depend significantly on the population of ground states and excited states in the laser-
produced nanoplasma. This makes it necessary to account for collisional excitation and deexcitation processes.
We investigate the interaction of femtosecond laser pulses with argon clusters by means of a nanoplasma model.
Considering laser excitation with single and double pulses, we analyze the role of excitation and deexcitation
processes in detail and calculate the yield of highly charged ions and of energetic photons in different wavelength
regimes.
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I. INTRODUCTION

A very prominent method to produce plasmas with a
high density and high temperature is the laser excitation
of nanometer-sized atomic clusters. Starting with lasers op-
erating in the infrared (IR) regime, characteristic features
occurring in the laser-cluster interaction have been observed
such as x-ray emission [1,2] and the generation of high-
order harmonics [3,4], highly charged ions [5,6], and ener-
getic electrons [7–9]. Resulting from the progress in laser
technology, the extensive investigation of the laser-cluster
interaction with IR laser fields [10–12] was later extended
to laser radiation in the ultraviolet regime [13,14], and it is
nowadays possible to perform experiments even with x-ray
photons [15,16] due to the advent of free electron lasers. With
the high-energetic photons provided by free electron lasers,
it is possible to produce ions with very high charge states
such as Kr21+ [17] and Xe36+ [18] from the laser excitation
of individual atoms. However, ions with high charge states
have also been observed in laser-cluster experiments in the
IR regime, where the photon energy is much lower than the
binding energy of the cluster atoms. In these experiments,
the ionization of the atoms up to high charge states is due to
collective effects occurring in the cluster [19]. Of particular
importance is the Mie resonance, in which the heating of the
nanoplasma via inverse bremsstrahlung [20–22] is increased
due to collective excitations of the free electrons inside the
cluster [10,11].

There exists a variety of approaches for the theoretical
description and simulation of the laser-cluster interaction.
In the case of smaller clusters where the particle number is
not too large, classical molecular dynamics (MD) simulations
[23–27] can be used. A quantum-classical hybrid description
combining classical MD with a Monte Carlo scheme to
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include quantum ionization rates was used in [28]. For
larger clusters, either MD calculations using a hierarchical
tree code [19] or particle-in-cell (PIC) simulations [29–31]
(including the microscopic PIC method MicPIC [32,33]) are
appropriate. Quite another method to theoretically investigate
the laser-cluster interaction in the case of larger clusters
is hydrodynamic modeling [5,34,35] which is based on the
assumption that the laser-excited cluster is transformed into a
small, dense plasma. In these nanoplasmas, collective effects
become important, which essentially determine the cluster
dynamics. Such effects are accounted for, in particular, in
the nanoplasma model introduced by Ditmire et al. [5] and
its modifications [36–39]. Within this model, the clusters are
treated as small plasma balls with spherical geometry during
all stages of the laser-cluster interaction, which is described
by means of a set of coupled hydrodynamic equations and rate
equations.

Although the basic physical mechanisms which determine
the interaction of atomic clusters with IR laser fields are
understood, it is still a demanding task to provide a complete
description of all the relevant processes underlying the laser-
cluster interaction. It was shown by Micheau et al. [38] that
the inclusion of excitation processes in a nanoplasma model
resulted in an enhanced ionization dynamics and thus in the
production of experimentally observed highly charged ions.
An augmented collisional ionization from two-step ionization
processes leading to increased charge states was also found
by Ackad et al. [40], who simulated the interaction of small
argon clusters with ultraviolet laser pulses with an MD code.
In these previous works, collisional excitation processes were
included, but the inverse process, collisional deexcitation,
was neglected. However, because the rates for collisional
excitation and deexcitation are typically of the same order
of magnitude [41], collisional deexcitation plays a crucial role
for the correct description of the population of ground states
and excited states. This is of particular importance in order
to investigate the photon emission from laser-excited clusters,
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which results from noncollisional transitions between excited
states and ground states.

It is the aim of this paper to investigate the interaction
of argon clusters with IR laser fields by taking into account
collisional excitation and—in addition to the nanoplasma
calculations performed in [38]—deexcitation processes and
to analyze their influence on the dynamics of the laser-
cluster interaction within a nanoplasma model. This model
is suitable for clusters with an initial radius �5 nm; for
smaller clusters, surface effects start to dominate and the
hydrodynamic description breaks down. On the other hand,
the cluster radius must not be considerably larger than
the skin depth. With the nanoplasma model, the temporal
evolution of different plasma parameters is analyzed in detail,
which includes the population of charge states, the electron
temperature and density, and the laser-produced internal field
inside the cluster. The physical mechanisms underlying the
model and their theoretical description are introduced and
results from a ground-state model—in which excited states
are neglected—are discussed in Sec. II. By going beyond the
ground-state model, both excitation and deexcitation processes
are included in our nanoplasma model in Sec. III. Results from
this extended model are presented, and the effect of excitation
and deexcitation processes on the ionization dynamics and
on the different plasma parameters is examined. Moreover,
the influence of excited states on the double-pulse excitation
of argon clusters is investigated. As the subject of Sec. IV,
the emission of radiation is considered and the photon yield
is calculated for different interionic transitions and different
photon energies. Starting with photon emission stemming from
excited electrons on outer ionic shells, we also consider x-ray
emission due to inner-shell excitations and compare our results
with theoretical results and a measured spectrum from [38].
Finally, in Sec. V, conclusions are drawn.

II. THE GROUND-STATE MODEL

A. Tunnel ionization

In the nanoplasma model, the laser field is described in
the dipole approximation, and monochromatic Gaussian laser
pulses are considered, with the time-dependent laser intensity
I (t) having the form

I (t) = I0 exp

{
−4 ln 2

τ 2
t2

}
, (1)

where I0 is the peak intensity, and τ is the full width at half-
maximum of the pulse. The laser-field amplitude E0 is given
from the intensity and the speed of light in vacuum according
to E0 = √

8πI/c. In the presence of the external laser pulse,
the first free electrons are created in the system due to tunnel
ionization. As in [5], we use the tunnel ionization rates of
Amossov, Delone, and Krainov [42],

W
(Z)
tunnel = ωa C2

n∗l∗ Glm

(
3Eint

π (2IZ)3/2

)1/2

IZ

× exp

{
−2

3

(2IZ)3/2

Eint

} (
2(2IZ)3/2

Eint

)2n∗−|m|−1

, (2)

in which IZ is the binding energy of the atom or ion before the
tunneling in units of 27.2 eV, Eint is the electric field inside
the cluster (which is in general not identical to E0; see below)
in units of 5.14 × 1011 V/m, and ωa = 4.16 × 1016 Hz. The
coefficients appearing in (2) are

Glm = (2l + 1) (l + |m|)!
2|m| |m|! (l − |m|)! (3)

and

C2
n∗l∗ = 22n∗

n∗ �(n∗ − l∗) �(n∗ + l∗ + 1)
, (4)

where � denotes the gamma function, and l and m are
the orbital and magnetic quantum number of the tunneling
electron, respectively. Besides, effective quantum numbers
are given as n∗ = Z(2IZ−1)−1/2 and l∗ = n∗

0 − 1 if l �= 0 and
l∗ = 0 if l = 0, with Z being the charge state of the ion after
the tunneling and n∗

0 being the effective principal quantum
number of the lowest state for a given l [43].

B. Ionization by electron impact

The free electrons in the cluster extract energy from the laser
field via inverse bremsstrahlung, which results in persistent
heating of the cluster accompanied by further ionization via
electron impact. Here we follow [5] and use, for the electron
impact ionization, simplified Lotz cross sections [44] of the
form

σ (Z)
ion = a q

ln(E/IZ)

E IZ

�(E − IZ), (5)

in which IZ is the ionization energy of an atom or ion with
charge state Z, E is the energy of the impinging electron,
q is the number of electrons in the outermost shell, and
a = 4.5 × 10−14 cm2 (eV)2. Micheau et al. [38] introduced a
numerical method for the determination of a unique electron-
ion collisional ionization rate accounting simultaneously for
both the thermal motion of the electrons and their laser-induced
motion. To apply a corresponding analytical expression, we
consider the decomposition of the electron momentum [38]

pe = p + pos(t), (6)

where pos(t) = eEint cos(ωt)/ω is the momentum due to the
oscillating field with amplitude Eint inside the cluster. Due
to the high density of free electrons, the collisionality in the
nanoplasma is very high. Thus, it can be assumed that no
temperature or density gradients exist and that the “thermal”
momentum p is distributed according to a Maxwell-Boltzmann
distribution with electron temperature Te,

f (p) =
(

1

2πmekBTe

)3/2

exp

{
− p2

2mekBTe

}
, (7)

with
∫

d3pf (p) = 1 and kB being the Boltzmann constant.
As usual [45], the rate for impact ionization is obtained by
averaging the product of the ionization cross section and
the velocity of the impinging electron with respect to the
distribution function f (p). In the presence of the laser field,
this product is veσ

(Z)
ion (ve), with the velocity ve = pe/me given

by means of (6). By averaging over one oscillation period T ,
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the field-dependent ionization rate for electron impact is given
as

W
(Z)
coll = ne

1

T

∫ T

0
dt

∫
d3p f (p)

pe

me

σ (Z)
ion (pe), (8)

with ne being the number density of the free electrons. By
substituting the integration variable in (8) with the help of (6),
one obtains

W
(Z)
coll = ne

T

∫ T

0
dt

∫
d3pe f (pe − pos(t))

pe

me

σ (Z)
ion (pe)

= 4nekBTe

(2πmekBTe)3/2

∫ π

0
dϕ

∫ ∞

pion

dpe p2
e σ (Z)

ion (pe)

×
sinh

(
peeEint cos ϕ

ωmekBTe

)
eEint

ω
cos ϕ

exp

{
−p2

e + e2E2
int

ω2 cos2 ϕ

2mekBTe

}
, (9)

in which pion = √
2meIZ , and we substituted ϕ = ωt .

C. Lowering of the ionization energies

An important effect occuring in dense plasmas is the lower-
ing of the ionization energies due to the plasma medium [46].
For bulk plasmas and cross sections of the type of (5), a simple
relation between the ionization rate for isolated atoms or ions,
Wideal, and the effective ionization rate, Weff , accounting for
many-particle effects in the plasma was found to be [47]

Weff = Wideal exp

{
	E(Z)

kBT

}
, (10)

where the energy shift 	E(Z) describes the lowering of the
ionization energy IZ−1 of an atom or ion with charge (Z − 1)
according to

I eff
Z−1 = IZ−1 − 	E(Z). (11)

Thus, the lowering of the ionization energy leads to an increase
in the ionization rate. An expression for the energy shift 	E(Z)

due to Stewart and Pyatt [48] is

	E
(Z)
SP = kBTe

2

⎧⎨
⎩

[(
aZ

rD

)3

+ 1

]2/3

− 1

⎫⎬
⎭ , (12)

which was found by interpolating between the Debye screen-
ing model, with Debye radius rD = [kBTe/(4πnee

2)]1/2, and
the ion sphere model, with aZ = [3Z/(4πne)]1/3 being the
radius of the ion sphere. Similarly to [37] and [39], we use
here relation (10) together with the shift, (12), for the lowering
of the ionization energies considering tunnel ionization and
collisional ionization in the framework of the nanoplasma
model.

D. Cluster expansion

The laser-excited nanoplasma expands during and after
the laser pulse due to (i) the pressure associated with the
hot electrons and (ii) the charge buildup that is created
when electrons leave the cluster (outer ionization). As a
consequence, the electrons spread and pull the cold, much
heavier ions with them, thus causing the whole cluster to

expand, which leads to a cooling of the system. The temporal
evolution of the cluster radius R is given as [37,49]

d2R

dt2
= 5

R

Pe + PCoul

mini

, (13)

in which mi is the mass of the plasma ions and ni the ionic
number density. Moreover, Pe is the thermal pressure of the
electrons and PCoul denotes the Coulomb pressure due to
the outer ionization. The former is given from the chemical
potential of the electrons, μe—which can be calculated from
ne and Te with a simple interpolation formula [46]—according
to

Pe = 2kBTe

(
mekBTe

2π�2

)3/2

I3/2

(
μe

kBTe

)
(14)

by means of the Fermi integral I3/2(x). In the case of an ideal
classical electron gas (for |x| → ∞), Eq. (14) reduces to

Pe = nekBTe. (15)

In order to estimate the Coulomb pressure, Ditmire et al.
assumed that the associated charge buildup +Qe accumulates
on the surface of the spherical cluster, yielding [5]

PCoul = Q2e2

8πR4
. (16)

E. Cluster heating

The internal energy of the electrons in the laser-excited
cluster, Uint, changes during the laser-cluster interaction as a
result of different physical mechanisms. Its temporal evolution
is given as

d

dt
Uint = U̇laser − U̇exp − U̇surf

−
∑
Z

(
IZ−1 − 	E

(Z)
SP

)dNZ

dt

∣∣∣
Z−1→Z

, (17)

where U̇laser is the change of the internal energy due to the
laser heating, the term −U̇exp = 4πR2PedR/(dt) denotes the
change due to the cluster expansion [5], and the energy
loss by electron flow through the cluster surface is denoted
−U̇surf . Moreover, the last term describes the electron energy
loss in ionization processes, and we neglected the energy
transfer from the electrons to the slow, cold ions, because
it is unimportant on the time scale of the plasma heating by
the laser pulse [5]. By setting Uint = 3

2NekBTe, the left-hand
side of (17) becomes

d

dt
Uint = 3

2
kB

(
Ne

∂Te

∂t
+ Te

∂Ne

∂t

)
. (18)

The change in the number of free electrons in the cluster, Ne, is
determined (i) by inner ionization of the atoms and ions inside
the cluster and (ii) by electrons leaving the cluster as a whole
(outer ionization):

3

2
kBTe

∂Ne

∂t
= 3

2
kBTe

∑
Z

∂NZ

∂t

∣∣∣
Z−1→Z

− 3

2
kBTe

∂Ne

∂t

∣∣∣
outer ioniz.

. (19)
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The last term on the right-hand side of (19) can be identified
with −U̇surf in (17), and the two terms cancel each other out.
After inserting the electron pressure, (15), the equation for the
temperature evolution becomes

∂Te

∂t
= − 2Te

R

dR

dt
+ 1

C

{
U̇laser −

∑
Z

dNZ

dt

∣∣∣
Z−1→Z

×
(

3

2
kBTe + IZ−1 − 	E

(Z)
SP

)}
, (20)

with the heat capacity C = 3
2NekB .

For clusters with a spherical shape and macroscopic
dielectric function ε(ω), one finds that the external field E0

is screened, resulting in an internal field [50]

Eint = 3

|ε(ω) + 2| E0, (21)

and within a simple Drude model, one obtains

Eint =
⎛
⎝ ω2 + ν2(

ω − ω2
p

3ω

)2 + ν2

⎞
⎠

1/2

E0, (22)

with the plasma frequency ωp = [4πnee
2/me]1/2. The denom-

inator in (22) is minimized—and therefore, the internal field
is resonantly increased compared to the external field—if the
condition ω = ωp/

√
3 is fulfilled. This is due to the collective

excitation of Mie surface plasmons, which is denoted the Mie
resonance. Analogously, the heating term in (20) can be written
as [5]

1

C
U̇laser = e2E2

0

3kBme

ν(ω)(
ω − ω2

p

3ω

)2 + ν2(ω)
, (23)

showing the same resonant behavior. The heating of the elec-
trons by the laser field is mainly due to inverse bremsstrahlung
via electron-ion collisions. The inverse bremsstrahlung heating
rate can be expressed by means of the electron-ion collision
frequency νei , for which we use a quantum statistical expres-
sion [39,51],

νei(ω) = 4Z2nimeω
3

nee2E2
int

∞∑
n= 1

n

∫
d3q

(2π�)3
V (q) Sii(q)

× Imε(q,nω)

|ε(q,nω)|2 J 2
n

(
q · Eint e

me�ω2

)
. (24)

In this expression, ε(q,ω) is the dielectric function of the
electronic subsystem, Jn are Bessel functions, Z2 is the
mean squared ionic charge state in the cluster, and V (q) =
4π�

2e2/q2. Moreover, the electric-field amplitude Eint in (24)
is the internal field inside the cluster where the electron-ion
collisions occur, and Sii is the ion-ion structure factor, which
is here set to unity.

The electron-ion collisions are responsible for a damping of
the Mie surface plasmons, which are due to dipolar oscillations
of the spherical cluster surface [52]. The coherence of the
plasmon oscillations can be reduced by random collisions of
the cluster electrons with the surface [53], which leads to an
additional damping. To account for this effect, we follow [36],

introducing an additional collision frequency of the form

νs = v̄

R
, (25)

where we take the velocity v̄ from the mean kinetic energy
Ēkin of free electrons in the laser field,

Ēkin = me

2
v̄2 = 3

2
kBTe + Up, (26)

with the ponderomotive potential Up = e2E2
int/(4meω

2),
which is the energy of a free electron averaged over one laser
cycle. The collision frequency ν in (23) is thus determined by
electron-ion collisions as well as by collisions with the cluster
surface:

ν = νei + νs. (27)

Because νei and Up depend on the internal field inside the
cluster and the internal field depends on νei according to (22),
these quantities are calculated self-consistently. If ν is of the
order of ω, the Drude model starts to lose its validity. Hence, in
the case ν � ω, a different numerical prefactor occurs on the
right-hand side of (23) [10]. However, because our numerical
calculations show that the cluster evolution is not sensitive to
this effect, we always use (23) to describe the cluster heating.

F. Plasma composition

The atoms in the initially neutral cluster are continually
ionized to higher ionic charge states under the influence of
the laser field either by tunnel ionization or by electron-
impact ionization. The system of rate equations describing the
temporal evolution of the total numbers Ni of atoms (i = 0)
and ions (i � 1) is given as

dN0

dt
= −W0 N0,

dNi

dt
= Wi−1 Ni−1 − Wi Ni, i = 1, . . . ,Zn − 1, (28)

dNZn

dt
= WZn−1 NZn−1,

where Zn denotes the nuclear charge, and only atoms or ions in
the ground state are considered. The quantity Wi , which is the
rate for ionization from charge state i to charge state (i + 1),
is given as the sum of the rate for tunnel ionization, (2), and
the rate for collisional ionization, (9),

Wi = W
(i)
tunnel + W

(i)
coll. (29)

Taking into account the lowering of the ionization energies,
these rates are modified with the respective Stewart-Pyatt shifts
according to (10). Free electrons are created in ionization
processes, and they may leave the system due to outer
ionization. This is described by

dNe

dt
=

Zn∑
i = 1

Wi−1 Ni−1 − Wout Ne, (30)

where Ne is the total number of free electrons and Wout denotes
the outer ionization rate, for which we use the free streaming
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rate of Ditmire et al. [5],

Wout = 2
√

2π ne√
mekBTe

exp

(
− (Q + 1) e2

RkBTe

)

×
{

λe

4R

(
12R2 − λ2

e

)
, λe < R,

4R2, λe � R,
(31)

with the mean free path of the electrons λe = v̄/νei .
For plasmas in strong static electric fields, the field leads

to an increase in the collisional ionization rates, whereas it
reduces the rates for recombination [54]. A similar situation
occurs in the early phase of the laser-cluster interaction
when the laser pulse excites the cluster. At later times,
when the laser field is absent, the number density of the
free electrons in the cluster has decreased drastically due
to the expansion of the system. As shown below, the rates
for electron-impact excitation and deexcitation are propor-
tional to ne, just as the electron-impact ionization rates, (9).
In contrast, the rates for the inverse process (three-body
recombination) scale proportionally to n2

e [45]. Thus, the
recombination rates play only a minor role after the laser
pulse. As a consequence, following the previous nanoplasma
calculations [36,38,39], we neglect recombination in all stages
of the laser-cluster interaction. Nevertheless, we want to
mention that for clusters excited with XUV pulses at lower
intensities, recombination was observed to be responsible
for the formation of Rydberg atoms followed by subsequent
reionization [55].

G. Numerical results for the ground-state model

Figure 1 shows the ionization dynamics for an argon cluster
with initial radius 25 nm and a pulse with wavelength 825
nm, pulse width 130 fs, and laser peak intensity 1015 W/cm2

[Fig. 1(a)] and 1016 W/cm2 [Fig. 1(b)]. The initial temperature
of the clusters is taken to be 300 K. The total numbers Ni of
ions in charge states i are normalized to the number of atoms
in the initially neutral cluster, Na , for which we adopt liquid
densities, and t = 0 indicates the instant in time when the laser
pulse maximum is reached. Before the laser-cluster interaction,
only atoms are present in the cluster. In the progress of the
laser excitation, free electrons and ions are created, and the
heating of the produced nanoplasma leads to a continuing
ionization up to high charge states. After the laser pulse, the
heating and ionization stop. Then the temperature decreases
due to the cluster expansion, and the system “freezes out”,
which means that the numbers of ions in the respective charge
states remain constant. With increasing peak intensity, the
ionization dynamics is accelerated, i.e., shifted to smaller times
t . Furthermore, higher charge states are reached at the end of
the simulation in the case of more intense laser pulses. A
significant peak occurs at the charge state Z = 8 due to the
stable Ne configuration of the Ar8+ ion. As a consequence, the
ionization energy for the next ionization step is much higher
than the ionization energies for smaller Z. Thus, the ionization
dynamics is slowed down until the temperature is increased due
to the heating of the system, so that the ionization can proceed
to higher charge states.

FIG. 1. (Color online) Population of ionic charge states for an
argon cluster with initial radius R0 = 25 nm and a laser pulse with
wavelength λ = 825 nm and width τ = 130 fs. The peak intensity is
(a) I0 = 1015 W/cm2 and (b) I0 = 1016 W/cm2.

III. CONSIDERATION OF EXCITED STATES
IN THE LASER-CLUSTER INTERACTION

A. Bundling scheme for ground states and excited states

For inclusion of excited states in the nanoplasma model,
the energy levels of the atoms and ions as well as the
cross sections for excitation and deexcitation between all
the different levels must be known for all charge states Z.
Because it is numerically not feasible to consider each excited
level as an individual particle species in the model, it is
not possible to take all transitions between all the different
levels into account at each instant during the simulation, and
approximations must be made. In MD simulations of dense
carbon and Xe-doped hydrogen plasmas [56], the relatively
simple bottleneck approximation [57–59] was used. However,
this method does not provide detailed information about
individual excited states. In [38], the energy levels as well as
the excitation rates for the various transitions between states
with quantum numbers (n,l,m) and (n′,l′,m′) were bundled for
each charge state Z in order to study the ionization dynamics in
laser-excited argon clusters. With this procedure, levels with
the same n are grouped together assuming that the relative
populations of levels in one group are “close to statistical” [38].
However, the atomic and ionic levels in the laser-excited cluster
are not in equilibrium, and thus the exact statistical distribution
within one charge state Z and quantum number n is not known.
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FIG. 2. (Color online) Scheme for the bundling of energy levels
to combined states, exemplarily shown for the lowest levels of the
argon atom.

In this paper, we distinguish between states with different
quantum numbers l and l′. Energy levels with the same fine
structure are bundled, and the result is denoted a state. Because
radiative electric dipole transitions occur between levels with
different l’s, this enables us to incorporate photon emission into
our model explicitly. For calculation of (i) the energy levels
and (ii) the cross sections for transitions between these levels,
we use the Flexible Atomic Code (FAC) [60] by Gu [61], which
was applied, e.g., to model the emission of fusion plasmas [62],
to simulate x-ray spectra in laboratory and astrophysical
argon plasmas [63], and to analyze laser-excited krypton clus-
ters [64]. In Fig. 2, the simplification scheme for the reduction
of a set of energy levels to a smaller number of states is shown
exemplarily for the lowest energy levels of the argon atom.

In order to obtain collisional excitation rates for the
transition from one state to another, the cross sections for
transitions between different levels must be combined. As an
example, the excitation cross section for a transition from the
ground state to the first excited state of the argon atom is given
as

σ (0 → 1)
exc =

4∑
i = 1

σ0 → i , (32)

where superscripts denote a state (with 0 corresponding to the
ground state, 1 corresponding to the first excited state, etc.),
while subscripts denote the energy level (with 0 corresponding
to the lowest level). For the transitions between individual
energy levels, the cross sections σi → j are calculated with the
FAC. Cross sections for the transitions between different states
are then obtained with the bundling (32). For ground states
containing not just one, but several energy levels, the combined
cross sections for excitations starting from the different lower
levels prove to be nearly identical. This makes it possible to
calculate combined excitation cross sections for a transition
from state A to state B as

σ (A → B)
exc ≈

Bmax∑
i = Bmin

σAmin → i , (33)

where Amin is the lowest-lying level of state A, and the
sum is with respect to the whole state B with energy levels
Bmin, Bmin + 1, . . . , Bmax.
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FIG. 3. (Color online) Ionization energies [65] and energies re-
quired for excitation from the ground state (calculated with the FAC)
for different charge states Z of argon.

In addition to the bundling procedure, we make use of the
following simplifications: (i) A maximum principal quantum
number nmax = 7 is introduced, and all excited states with
n > nmax (for which the excitation energy is close to the
ionization energy) are neglected. This takes into account
approximately that the lowering of the ionization energies
leads to the vanishing of the high-lying excited states [46]. (ii)
Only those excitation processes in which one electron from
the outermost populated atomic shell is shifted to another
subshell with the same or a higher n are accounted for.
This simplification is justified because the energies required
to produce inner-shell excitations are much higher than the
energies for excitations from the outermost populated shell,
and only a small fraction of the free electrons in the nanoplasma
is fast enough to produce inner-shell excitations. (iii) Processes
in which two or more free electrons collide with an atom or
ion at the same time are neglected, because the probability of
such processes is low. (iv) We neglect multiple excitations in
which two or more bound electrons are shifted to a higher-lying
subshell because the excitation energies required for multiple
excitations are typically even higher than the ionization energy.
By making use of these simplifications, a total number of 708
particle species is considered in the model: the electrons, 19
ground states (Z = 0 . . . 18), and 688 excited atomic or ionic
states. The excitation energies—i.e., the energies required
for excitation from the ground state—are shown in Fig. 3
together with the ground-state ionization energies for the
different charge states of argon up to Z = 16. It is shown
that the large energy gaps given by the ionization energies
[gray (red) lines]—which determine the speed of the ionization
dynamics—are significantly reduced via the inclusion of the
excited states (black lines).

B. Rates for collisional excitation and deexcitation

After fitting the numerical FAC output of the combined
cross sections σ (l → u)

exc for a transition from a lower state
(l) to an upper state (u) with appropriate fitting functions,
we can obtain analytical results for the collisional excitation
rates. For calculation of the electron-impact excitation rates
W (l → u)

exc from the combined excitation cross sections, the same
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procedure can be applied as for the calculation of ionization
rates from the ionization cross sections in Sec. II B, and one
obtains, analogously to (9),

W (l → u)
exc = 4nekBTe

(2πmekBTe)3/2

∫ π

0
dϕ

∫ ∞

pmin

dpe p2
e σ (l → u)

exc (pe)

×
sinh

(
peeEint cos ϕ

ωmekBTe

)
eEint

ω
cos ϕ

exp

{
−p2

e + e2E2
int

ω2 cos2 ϕ

2mekBTe

}
,

(34)

where 	E(l →u)
exc = Eu − El > 0 is the excitation energy and

p2
min = 2me	E(l →u)

exc . In the laser-excited cluster, excitation
and deexcitation processes of the form

e + ArZ+ � e′ + (ArZ+)′ (35)

occur, where the left-hand side represents the lower state of the
ion and the right-hand side represents the upper state. For the
two states and the free electrons e and e′, energy conservation
holds,

p2
e

2me

= p′2
e

2me

+ 	E(l → u)
exc , (36)

with pe and p′
e being the momenta of the electron. Technically,

the rates for deexcitation due to electron impact, W
(u → l)
deexc , can

be written similarly to the rates for ionization and excitation in
terms of a deexcitation cross section σ

(u → l)
deexc [compare Eq. (8)]:

W
(u → l)
deexc = ne

T

∫ T

0
dt

∫
d3p′

ef (p′
e − pos(t))

p′
e

me

σ
(u → l)
deexc (p′

e).

(37)

In the nanoplasma model, an equilibrium distribution function
for the electrons can always be applied. Moreover, the Klein-
Rosseland relation [41,66]

gl p
2
e σ (l →u)

exc (pe) = gu p′2
e σ

(u → l)
deexc (p′

e) (38)

holds, with gl and gu being the statistical weights of the lower
and upper state, respectively. By inserting (38) into (37) and
carrying the integration out partly analytically, one obtains

W
(u → l)
deexc = gl

gu

4nekBTe

(2πmekBTe)3/2

∫ π

0
dϕ

∫ ∞

0
dp′

e p2
e σ (l → u)

exc (pe)

×
sinh

(p′
eeEint cos ϕ

ωmekBTe

)
eEint

ω
cos ϕ

exp

{
−p′2

e + e2E2
int

ω2 cos2 ϕ

2mekBTe

}
,

(39)

with pe given from (36). In the limit of a vanishing laser field,
the rates for excitation and deexcitation can be simplified. Then
they are connected by the usual detailed balance relation [41],

W
(u → l)
deexc = gl

gu

W (l → u)
exc exp

{
	E(l → u)

exc

kBTe

}
. (40)

C. Modified equation for the temperature

Because free electrons lose energy to heavy particles in
collisional excitations and they gain energy from atoms or

ions in collisional deexcitation processes, the terms

−
∑
l,u

	E(l →u)
exc

dNu

dt

∣∣∣
excitation, l → u

(41)

+
∑
l,u

	E(l →u)
exc

dNl

dt

∣∣∣
deexcitation, u → l

must be added in Eq. (17), describing the temporal change
of the electrons’ internal energy. Consequently, Eq. (20),
determining the temperature evolution, becomes

∂Te

∂t
= −2Te

R

dR

dt
+ 1

C

⎧⎨
⎩U̇laser −

∑
j

dNj

dt

∣∣∣
ionization

×
(

3

2
kBTe + I (j )

ion − 	E
(j )
SP

)

−
∑
l,u

	E(l → u)
exc

dNu

dt

∣∣∣
excitation, l →u

+
∑
l,u

	E(l → u)
exc

dNl

dt

∣∣∣
deexcitation, u → l

⎫⎬
⎭ . (42)

It should be noted that the dense plasma not only lowers the
ionization energies, but also affects the excitation energies.
However, because this effect shows a weaker density depen-
dence [46], it is neglected here.

D. Numerical results for single-pulse excitation

To account for excitation and deexcitation processes, the
stepwise inclusion of excited states in the nanoplasma model
was carried out. Starting for each charge state Z with excitation
from the ground state to all excited states (and including the
inverse deexcitation processes), we then added the excitation
from the first excited state to the higher excited states and
proceeded in this manner until a convergence in the ionization
dynamics was reached. The processes thus included in our
extended model are summarized in Fig. 4. To investigate
the effect stemming from the inclusion of excited states, the
ionization dynamics of an argon cluster is shown in Fig. 5

FIG. 4. (Color online) Scheme of the excitation processes, deex-
citation processes, and ionization processes included in the extended
nanoplasma model.
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FIG. 5. (Color online) Population of ionic charge states for the
same parameters as in Fig. 1. Ground states and excited states
are considered in the simulation for the peak intensity: (a) I0 =
1015 W/cm2 and (b) I0 = 1016 W/cm2.

for the same parameters as in Fig. 1 for the ground-state
model. Compared to the ground-state model, the inclusion
of excited states leads to accelerated ionization dynamics,
in particular for high peak intensities [compare Figs. 1(b)
and 5(b)]. Therefore, higher charge states up to Z = 16 are
reached at the end of the laser-cluster interaction with the
extended model. In the ground-state model, the peak at charge
state Z = 8 is due to the large energy gap in the ionization
energies resulting from the stable noble-gas configuration
of the Ar8+ ion. In the extended model including excited
states, the peak at Z = 8 is due to an energy gap in the
excitation energies: The Ar8+ ground state can be reached
quite rapidly via processes requiring only low excitation or
ionization energies (compare Fig. 3). But for excitation from
the Ar8+ ground state to excited states, considerably more
energy is needed. Thus, the system must be heated up first so
that a significant fraction of the free electrons is fast enough
to produce the further excitation. Therefore, the ionization
dynamics is slowed down, leading to the Ar8+ peak in Fig. 5.

In Fig. 6, results are presented for the temporal evolution
of the electron temperature Te [Fig. 6(a)] and the number
density ne of the electrons normalized to the critical density
ncrit at which the laser frequency matches the plasma frequency
[Fig. 6(b)]. Two values of the peak intensity are considered,
I0 = 1015 W/cm2 (black curves) and I0 = 1016 W/cm2 [gray
(red) curves]; the other parameters are as in Fig. 1. Dashed

FIG. 6. (Color online) (a) Electron temperature and (b) number
density of electrons as a function of time for an argon cluster with
initial radius R0 = 25 nm. Different values of the peak intensity I0

are considered for a laser pulse with wavelength λ = 825 nm and
pulse width τ = 130 fs.

curves indicate the results from the ground-state model, while
solid curves represent the results from the extended model
including excited states. In the case of the higher intensity,
more energy is transferred into the cluster. This results in a
stronger heating and thus a higher temperature [see Fig. 6(a)]
and in a faster expansion accompanied by a faster decrease
in the electron density compared to the case for the lower
intensity [see Fig. 6(b)]. The inclusion of excited states leads
to a decrease in the electron temperature [compare the dashed
and solid curves in Fig. 6(a)]. This is because the free electrons
in the nanoplasma lose energy not just in direct ionization
processes, but also in excitation processes, which happen
earlier. As a result, in the early phase of the laser-cluster
interaction almost all energy deposited by the laser field is
spent in excitation processes, and the electron temperature
shows a plateau at t ∼ −100 fs for the extended nanoplasma
model (solid curves). The total amount of laser energy
absorbed by the cluster can be obtained by integrating the
heating term, (23), over time. Comparing this total energy for
both models, we find that the inclusion of excited states reduces
this energy by ∼23% for the peak intensity 1016 W/cm2 and
by ∼35% for I0 = 1015 W/cm2, which is consistent with the
respective temperature reduction shown in Fig. 6(a). Due to
the enhanced ionization dynamics, the number density of free
electrons in the cluster is increased if excited states are taken
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FIG. 7. (Color online) Mean ion charge as a function of time
for a laser pulse with pulse width τ = 130 fs, peak intensity I0 =
1016 W/cm2, and wavelength λ = 825 nm. Different values of the
initial cluster radius R0 are considered.

into account [compare the solid and dashed curves in Fig. 6(b)].
In the extended model, a plateau can be observed, which is
related to the Ar8+ peak in the ionization dynamics discussed
above.

In Fig. 7, the mean ionic charge state is shown as a
function of time for a smaller cluster with R0 = 12 nm
and a larger cluster with R0 = 25 nm, which correspond to
particle numbers of 1.5 × 105 and 1.4 × 106 cluster atoms,
respectively. A laser pulse with λ = 825 nm, pulse width
τ = 130 fs, and peak intensity I0 = 1016 W/cm2 is considered,
and again, results for the ground-state model (dashed curves)
are compared with results for the extended model (solid
curves). It is shown that for the larger cluster, a higher mean
ionic charge state is reached at the end of the simulation.
Moreover, the consideration of excited states increases the final
mean charge state by approximately 1.5 units, independent of
the initial radius R0. The fact that the production of high charge
states is favored for larger clusters is due to the qualitatively
different cluster evolution in the case of smaller clusters. This
is shown in Fig. 8, in which the Gaussian external laser field is
shown together with the internal field inside the cluster. For the
same laser parameters as in Fig. 7, clusters with R0 = 20 nm
and R0 = 25 nm are considered, which corresponds roughly
to a doubling of the cluster volume. In the beginning of the
laser-cluster interaction, the internal field matches the external
laser field until the Mie resonance is reached at t ∼ −170 fs,
where the internal field is increased. In the subsequent cluster
evolution, the external field is screened, and thus the internal
field is drastically diminished. For the smaller cluster, a second
Mie resonance develops at the rear side of the laser pulse,
leading to an additional rise of the internal field. In the second
Mie resonance, more laser energy is absorbed by the system.
Consequently, the electron temperature (presented in Fig. 9)
shows a pronounced peak in the case of the smaller cluster. The
reason for the second Mie resonance is the faster cluster expan-
sion. As a result, the electron density drops down more rapidly
so that the resonance condition is fulfilled a second time. It
should be noted that although the smaller cluster is heated
more strongly, higher charge states are reached for the larger
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FIG. 8. (Color online) External laser field and internal field in-
side the cluster for a pulse with wavelength λ = 825 nm, pulse width
τ = 130 fs, and peak intensity I0 = 1016 W/cm2. Different values of
the initial cluster radius R0 are considered.

cluster. This is because the rates for collisional excitation and
ionization scale with the electron density. As a consequence,
if the system expands too rapidly, ionization stops earlier.

E. The role of deexcitation processes

It was shown by Micheau et al. [38] that the inclusion of
excitation processes leads to accelerated ionization dynamics
and thus to the creation of higher ionic charge states. As
discussed in the previous section, this is confirmed by our
simulations. To investigate the relevance of deexcitation
processes, we compare in this section (i) numerical results
from the nanoplasma model, where the deexcitation processes
are neglected, and (ii) results from the “full” model, in which
deexcitation is included. Concerning the ionization dynamics,
this comparison is made by means of Fig. 10, which shows the
ionization dynamics for the same parameters as in Fig. 5(a),
but neglecting deexcitation processes. Without deexcitation
(Fig. 10) the Ar8+ peak is reached earlier. Aside from this,
the overall behavior of the ionization dynamics is the same
as in Fig. 5(a). The consideration of deexcitation processes in
Fig. 5(a) leads to only a small reduction in the mean charge
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FIG. 9. (Color online) Electron temperature as a function of time
for the same parameters as in Fig. 8.
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FIG. 10. (Color online) Population of ionic charge states for
the same parameters as in Fig. 5(a). Deexcitation processes were
neglected in the simulation.

state reached at the end of the simulation, which is Z̄ = 10.37
if deexcitation is neglected and Z̄ = 10.24 if deexcitation
processes are included. This means that regarding the temporal
evolution of the ionic charge states only, the incorporation of

FIG. 11. (Color online) Population of ground states and excited
states of Ar10+ for an argon cluster with initial radius R0 = 25 nm and
a laser pulse with wavelength λ = 825 nm, pulse width τ = 130 fs,
and peak intensity I0 = 1015 W/cm2 when (a) deexcitation processes
are neglected and (b) deexcitation processes are included.

FIG. 12. (Color online) Population of ground states and excited
states of Ar12+ ions for the same parameters as in Fig. 11 when (a)
deexcitation processes are neglected and (b) deexcitation processes
are included.

deexcitation processes in the nanoplasma model has only a
small effect.

However, because each charge state shown in Figs. 5(a)
and 10 contains particles in the ground state and particles in
excited states as well, we want to examine the population of
ground states and excited states for ions with the same charge
in detail. For this purpose, the population of ground states
and excited states is presented for Ar10+ and Ar12+ ions in
Figs. 11 and 12 for the same laser and cluster parameters as
in Fig. 10. If deexcitation processes are neglected [Figs. 11(a)
and 12(a)], ions in excited states cannot return to the ground
state. They can either be shifted to higher excited states or
become ionized. Consequently, many ions remain in excited
states at the end of the laser-cluster interaction. In contrast,
if collisional deexcitation is taken into account [Figs. 11(b)
and 12(b)], excited ions can return to the ground state. As
a result, only ground states are populated for t → ∞ in
Figs. 11(b) and 12(b). This means that the consideration of
deexcitation processes significantly changes the population
within one charge state Z.

For a stronger laser pulse with I0 = 1016 W/cm2 (the other
parameters are unchanged), the population of ground states and
excited states—obtained with the complete model including
deexcitation—is shown for charge state Z = 15 in Fig. 13.
Due to the stronger pulse, there is faster cluster expansion, and
the system freezes out before all excited ions can return to the
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FIG. 13. (Color online) Population of ground states and excited
states of Ar15+ ions when deexcitation processes are included for an
argon cluster with initial radius R0 = 25 nm and a laser pulse with
wavelength λ = 825 nm, pulse width τ = 130 fs, and peak intensity
I0 = 1016 W/cm2.

ground state via collisional deexcitation. Therefore, at the end
of the laser-cluster interaction particles remain in excited states
for which radiative transitions can be observed (see below).

F. Double-pulse excitation

By using excitation schemes more sophisticated than
single-pulse excitation, the yield of ions with a certain charge
can be enhanced. In experiments, an optimized yield of silver
ions was found by shaping the amplitude and phase of tailored
laser pulses [67], where the optimized pulse shape appeared
to be a simple double-pulse structure. Such a structure was
also found numerically with the nanoplasma model of Hilse
et al., investigating laser-excited silver and xenon clusters
[67–69]. Because excited states were neglected in these
previous works, it is interesting to see how the consideration
of excited states in our extended model modifies the ion yield
resulting from double-pulse excitation. For this purpose, we
consider argon clusters irradiated with IR laser radiation whose
time-dependent intensity is given as a superposition of two
Gaussians,

I (t) = I1 exp

{
4 ln 2

τ 2
1

t2

}
+ I2 exp

{
4 ln 2

τ 2
2

(t − 	t)2

}
,

(43)

where Ii is the peak intensity of the ith pulse (i = 1,2), τi

is the pulse width, and 	t is the delay time between the two
pulses. In Fig. 14, the yield of Ar13+ ions reached at the end of
the laser-cluster simulation is shown as a function of the delay
time for a double-pulse excitation with τ1 = τ2 = 130 fs and an
initial cluster radius R0 = 25 nm. Results are presented for the
ground-state model neglecting excited states in Fig. 14(a) and
for the extended model in which excited states are included in
Fig. 14(b). Under the constraint that

∫ ∞
−∞ dtI (t) = const., the

ratio I1/I2 of the peak intensities was varied, corresponding to
a single pulse with peak intensity 2 × 1015 W/cm2.

It is shown in Fig. 14(a) that for every ratio of the peak
intensities, there exists a certain delay time for which the ion
yield is maximized. At this optimal delay time, the second

FIG. 14. (Color online) Yield of Ar13+ ions from double-pulse
excitation as a function of the delay time between the pulses. Different
ratios I1/I2 of the peak intensities are considered for laser pulses with
pulse width τ1 = τ2 = 130 fs and a cluster with initial radius R0 =
25 nm. (a) Only ground states were taken into account in the
simulation. (b) Ground states and excited states were included in
the simulation.

laser pulse hits the cluster just when the condition for the
Mie resonance is fulfilled a second time. As a consequence,
the amount of energy absorbed by the cluster is enhanced
significantly and thus more ions with high charge states are
produced. The maximum of the ion yield is increased and
shifted to larger delay times if the ratio of the peak intensities
is decreased. This means that, in order to optimize the ion yield,
it is advantageous to use a smaller prepulse followed by a larger
main pulse, thus reproducing the optimized double-pulse char-
acteristics known from silver clusters [67,69]. If excited states
are included, the behavior is qualitatively similar. However,
by taking excited states into account, more Ar13+ ions are
produced. In addition, the pronounced peak of the ion yield
appearing in the ground-state model in Fig. 14(a) is flattened,
and the region of “optimal” delay times is broadened if excited
states are taken into account [see Fig. 14(b)]. This broader
behavior was also observed in optimization experiments [70].

IV. EMISSION OF RADIATION

A. Preliminary considerations

An important feature observed in the interaction of laser
pulses with atomic clusters is light emission in the ultraviolet
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regime and the adjacent soft x-ray regime. Here we restrict
our investigations to electric dipole radiation, which gives the
largest contribution. Typically, photon emission with energies
up to several hundred electron volts is produced as follows: In
the first step, a bound electron from the outermost populated
shell of a highly charged ion is shifted to a higher-lying shell
in an excitation process. Afterwards, the electron can return
to the lower-lying shell via spontaneous photon emission. In
contrast, emission in the kilo-electron-volt regime typically
originates from inner-shell excitations producing a K-shell
vacancy. When a bound electron from an outer shell fills
the vacancy, energetic x-ray photons are emitted. Because
radiative transitions occur between different energy levels
belonging to different bundled states, an assumption is needed
about how the energy levels are populated within a certain
state. At thermodynamic equilibrium, the population between
levels is balanced according to a Boltzmann distribution [41],

Ni

Nj

= gi

gj

exp

(
−	Eij

kBTe

)
, (44)

where Ni is the number of ions with level energy Ei , gi is
the statistical weight of the level, and 	Eij = Ei − Ej > 0.
Within one combined state, we assume (44) to be valid.
Because the energy levels Ei and Ej within the same
combined state are very close, one finds that 	Eij � kBTe,
and the population of an individual level within a state is
approximately given as

Ni = gi

gtot
Ntot, (45)

where Ntot = ∑
i Ni is the number of particles in the bundled

state, which is calculated for every ground state and every
excited state at each instant during the simulation, and gtot =∑

i gi is the statistical weight of the state. Although the
temperature decreases strongly at the end of the laser-cluster
interaction due to the expansion of the system, one can still
assume (45) to be valid: because the electron density also
drops down rapidly during the cluster expansion, there are
no more collisions of the ions with free electrons. Therefore,
no more collisional excitation or deexcitation processes can
occur, and the population of levels given by (45) just “freezes
out”. The number of photons emitted from the transition i → j

(levels i and j belonging to different states), N
γ

i→j (t), can be
obtained at each instant in time by multiplying the respective
level population Ni(t) by the corresponding radiative decay
rate W

γ

i→j , which we also calculated with the FAC:

N
γ

i→j (t) = W
γ

i→j Ni(t) dt. (46)

The total photon yield from the transition i → j in the laser-
cluster interaction is then obtained by integrating (46) in the
range −∞ > t > ∞.

B. Emission from the excitation of outer-shell electrons

In a dense nanoplasma, the spontaneous emission rates for
radiative transitions involving only outer ionic shells are orders
of magnitudes smaller than the rates for collision-induced
transitions, because the latter scale with the electron density.
As a consequence, radiative transitions become important only
after the laser pulse when the density has strongly decreased
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FIG. 15. (Color online) Calculated photon yield from different
charge states ArZ+ for a cluster with initial radius R0 = 25 nm and
a laser pulse with λ = 825 nm, pulse width τ = 130 fs, and peak
intensity I0 = 1016 W/cm2. For each charge state, transitions are
considered from the first excited state to the ground state and from
the second excited state to the first excited state.

due to the expansion of the system and collisions become
negligible, and thus the photon yield is determined by the
population of excited states at the end of the laser-cluster
interaction. For the parameters considered in Fig. 13, the
cluster expands rapidly enough so that for t → ∞, not only
the ground state, but also the two lowest excited states show a
significant population The resulting photon yield, originating
from highly charged ions present after the laser pulse, is shown
in Fig. 15. Depending on the charge state, the respective
transitions are either from levels belonging to the first excited
state to ground-state levels or from levels belonging to the
second excited state to levels bundled in the first excited state.
A significant emission is obtained for two transitions at higher
energies, ∼485 eV. Moreover, photon emission is observed at
lower energies, between 20 and 75 eV. In Fig. 15, only photons
resulting from transitions of high charge states Z � 13 are
shown, because the lower charge states are not populated at
the end of the laser pulse. Moreover, no emission resulting
from transitions of Ar16+ is shown in Fig. 15 because the
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related photon energies are in the kilo-electron-volt regime,
which is considered below.

C. Emission from inner-shell excitations

Finally, we want to refer to theoretical and experimental
results presented in [38,71], where the spectrum of emitted
photons with energies of several keV was measured for a larger
cluster with initial radius R0 = 35 nm and a laser pulse with
width τ = 500 fs and peak intensity I0 = 1.6 × 1016 W/cm2.
Typically, Kα lines originating from 2p → 1s (electric dipole)
transitions are associated with such energetic photons. The
respective emission occurs either from Ar16+ transitions
involving the outermost bound electron or from ions with
charge states Z � 15 due to transitions involving a K-shell
vacancy. The relevant excited state of Ar16+ is already included
in the extended nanoplasma model, and the states with a
K-shell vacancy can be introduced into the model as new
particle species in exactly the same manner as the other
excited states. We assume that these states are created via
collisional excitation from the ground state, from the first
excited state, or from the second excited state. Moreover, it
is assumed that they are destroyed in one of the following
processes: (i) collisional deexcitation to the ground state,
to the first excited state, or to the second excited state;
(ii) spontaneous radiative transitions to the ground state, to
the first excited state, or to the second excited state—this
depends on the specific transition—via x-ray emission; or (iii)
Auger decay via electron emission, where we assume that the
final state of an Auger-decayed ion is the ground state of the
next-higher charge state. The rates for collisional excitation
and deexcitation as well as the radiative transition rates were
calculated with the FAC, whereas the rates for Auger decay
were taken from [72].

In Fig. 16, the measured x-ray spectrum from [38] is
shown [(blue) curve]. The spectrum contains different peaks,
which are related to the Kα lines of the charge states
Z = 13 . . . 16 [38]. This measured spectrum is compared to
the x-ray yield for the different charge states of argon ions
calculated with the nanoplasma model of Micheau et al.
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FIG. 16. (Color online) Calculated photon yield from different
charge states of highly charged argon ions in different models and
measured x-ray spectrum from [38] for argon clusters with initial
radius R0 = 35 nm and laser pulses with peak intensity I0 = 1.6 ×
1016 W/cm2 and pulse width τ = 500 fs.

(black vertical bars) and with our extended model [gray
(red) vertical bars]. The results were normalized so that the
calculated photon yield for Z = 15 equals the intensity of
the corresponding measured peak. Please note that the peak
at the energy ∼3.125 keV in Fig. 16 corresponds to an
intercombination line whose transitions were not included in
the calculations, and thus, there is no simulated counterpart
for this peak. Taking into account the differences between
the two computational models—e.g., the fact that deexcitation
and the lowering of the ionization energies are both neglected
in [38]—the calculated photon yield is quite similar [compare
gray (red) and black vertical bars]. The main difference appears
for the charge state Z = 13. This is because in our model, a
higher mean charge state, Z̄ = 15.1 (compared to Z̄ = 14.7
in [38]), was obtained at the end of the laser pulse, with only
a very small fraction of Ar13+ ions remaining. Compared to
the measured spectrum, the calculated photon yield shows
the same qualitative behavior, namely, an increasing number
of photons for Kα lines belonging to increasing charge
states. However, the simulations cannot fully reproduce the
experimental results: aside from the Ar13+ yield just discussed,
which strongly depends on the computational model, the
photon yield for Ar16+, in particular, is underestimated in both
theoretical calculations.

V. CONCLUSION

We have investigated the interaction of nanometer-sized
argon clusters with femtosecond laser pulses in the IR regime
by means of a nanoplasma model. For clusters with initial radii
12 � R0 � 35 nm, the temporal evolution of different plasma
parameters was simulated including the number density of the
free electrons, the electron temperature, and the population
of different ionic charge states. Special emphasis was placed
on the effects stemming from the consideration of excitation
and deexcitation processes, which are important in order to
correctly describe the population of excited states and the
associated photon emission. By taking these processes into
account in an extended nanoplasma model, we calculated the
photon yield from laser-excited clusters.

After introducing the different physical processes of
the model and their theoretical descriptions—such as
tunnel and collisional ionization and the lowering of the
ionization energies, the heating, and the expansion of the
cluster—numerical results for the ionization dynamics were
discussed in the case of the ground-state model, in which
excited states were neglected.

In the second step, excited states were incorporated in
the model. To this purpose, individual energy levels were
bundled into combined states within a simplified level scheme.
Excitation cross sections were calculated with the FAC and
collisional excitation rates were found via averaging with
respect to the electron distribution function and over one
laser cycle, whereas the rates for collisional deexcitation
were obtained by means of a relation between excitation and
deexcitation cross sections. It was found that with the inclusion
of excited states, the ionization dynamics is accelerated, and
higher ionic charge states are reached at the end of the
laser-cluster interaction. The incorporation of excited states
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leads to a reduction of the electron temperature because the
free electrons lose energy in excitation processes. Moreover,
the free electron density is increased due to the enhanced
ionization dynamics. For smaller clusters, a second Mie
resonance is observed, resulting in a larger heating and a
faster expansion. The population of ionic charge states is
only slightly modified by deexcitation processes. However,
these processes play an important role for the population
of ground states and excited states, which in turn signifi-
cantly determines the emission of radiation from laser-excited
clusters.

Within a double-pulse excitation scheme, maximization of
a certain ion yield was found to appear at a certain delay
time in the case of a smaller prepulse followed by a larger
main pulse. Here the inclusion of excited states resulted in
a flattening of the curves; i.e., the region of “optimal” delay

times was broadened. By assuming a Boltzmann distribution
for the individual levels within the combined states, the
emission of radiation was investigated. The photon yield from
the excitation of outer-shell electrons was computed, and by
introducing additional particle species with a K-shell vacancy,
also the emission from inner-shell excitations was considered,
showing a qualitatively good agreement with other theoretical
as well as experimental results.
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