
PHYSICAL REVIEW A 90, 053422 (2014)

Z-scan method for nonlinear saturation intensity determination, using focused intense laser beams
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We describe a method for determining saturation peak intensities of nonlinear intense field processes. The
Z-scan method takes advantage of the balance between nonlinear response and interaction volume change as
an intense laser pulse is focused onto a sample. We derive a robust geometric factor, directly relating the peak
intensity at optimal target displacement from the focal plane and the corresponding saturation intensity. The
Z-scan method allows obtaining saturation intensities with no need of a priori assumptions about the nonlinear
process; surprisingly even for unfavorable finite depth samples. The method is demonstrated experimentally for
an intense laser pulse interaction with molecular anions.

DOI: 10.1103/PhysRevA.90.053422 PACS number(s): 33.80.Rv, 42.50.Ct, 33.80.Eh

I. INTRODUCTION

The study of intense laser interactions with matter has
attracted significant experimental and theoretical attention
[1–3]. The temporal compression of amplified laser pulses
down to the femtosecond pulse durations leads, even at mod-
erate focusing conditions, to peak field intensities exceeding
the binding forces experienced by electrons inside atoms and
molecules. Light matter interactions in this intense field regime
were studied in atomic [4–7] and molecular systems [2,8–10]
as well as in non-neutral cationic [11–13] and anionic [14–17]
systems. Intense laser fields bring forth a variety of nonlinear
phenomena, such as the ac stark-shift [18], bond softening
[19,20], multiphoton ionization [2,21], above-threshold ion-
ization [22], Coulomb explosion [23,24], and more [25–27].
In particular, studies of intense field processes opened an
important pathway for attosecond technologies, based on
an intuitive model developed to improve our quantitative
understanding of the efficient intense field double-ionization
process and provided a qualitative understanding of high-order
harmonic generation by intense femtosecond laser pulses [28].

One of the experimental challenges is determining the peak
intensity at which an intense field process of interest occurs.
A specific difficulty arises from the intrinsically nonuniform
intensity profile of a realistic laser beam focused on a finite
sample volume [2,29,30]. At sufficiently high intensities
nonlinear processes occur not only at the most intense center
of a laser spot, but also at the larger volume of the rim of
the spot where peak intensities are significantly lower. As
strong interactions quickly saturate once all molecules at the
most intense region have reacted, the majority of the nonlinear
events of interest often occur at lower intensity regions, making
it experimentally challenging to determine the peak intensity
at which the nonlinear process of interest is measured. Various
methods were proposed to limit the so-called volume effect,
typically by drastically reducing the interaction volume and by
implementing weaker focusing, resulting in relatively smaller
signals from a uniform intensity region [30,31]. Furthermore,
by evaluating the volume irradiated by intensities greater than
some threshold intensity, attempts were made to retrieve the
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underlying intensity dependence by weighing out the volume
effect [29,30,32,33].

By careful examination of the volume effect Hankin et al.
[34] have shown that considering a parallel Gaussian beam,
the asymptotic dependence of an intense field process yield
as a function of peak intensity logarithm provides information
about the corresponding saturation intensity. Under realistic
experimental conditions, laser beams are focused to reach
the intense field regime. Therefore, the parallel beam re-
quirement can be fulfilled at the focal plane, for very thin
target depths below the Rayleigh length, where the peak
intensity is systematically varied by reducing the total pulse
energy.

Another efficient method for peak intensity variation is by
displacement of a focusing element and moving the focal plane
away from the target, a scheme often used in many cross-beam
experiments and referred to as a “Z-scan” [11,33,35–40].
Z-scan measurements were previously analyzed to extract
threshold intensities based by comparison to numerical simu-
lations [37], assuming all atoms exposed to intensities above
a certain threshold are ionized. However, the Z-scan results
reported in the literature are often only qualitatively discussed
without the extraction of quantitative data.

In this paper we describe a simple and robust method for
the determination of saturation intensities of nonlinear intense
field processes. The Z-scan measurement analysis presented
here takes advantage of the balance between the nonlinear
increase of product yield with decreasing z and the otherwise
detrimental volume effect. Surprisingly, as we show in the fol-
lowing, the peak intensity reached at the z position maximizing
product yield is directly related to the saturation intensity
of the nonlinear process by an easily evaluated geometric
factor. The detailed dependence of the geometric factor on
the spatial and temporal characteristics of the laser pulse and
its relatively negligible dependence on the nonlinearity of an a
priori unknown process are discussed. Moreover, we show
that reliable saturation intensities are obtained even using
finite depth targets without drastically limiting the interaction
volume. We demonstrate the power of the Z-scan method
implemented in our experimental setup for the study of intense
laser pulse interactions with molecular anions, allowing the
simultaneous determination of saturation intensities for several
multiple-detachment and dissociation processes.
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II. Z-SCAN METHOD

The probability P to produce a photoproduct by a linear
process can be generally described as

P ∝ 1 − e− σ
hν

∫ I (t)dt , (1)

where σ is the cross section for the particular process, hν is the
photon energy, and I (t) is the time-dependent instantaneous
intensity. For a given particular temporal pulse shape it is
comfortable to rewrite the probability in terms of the peak
intensity I0 and saturation intensity Isat at which the probability
reaches (1 − 1

e
) of its maximal value. We can then express the

product yield of a process governed by a more general power
law dependence on laser intensity as

yield ∝ A(1 − e−(I0/Isat)n), (2)

where A is the target area irradiated by peak intensity I0. Both
the beam area and peak intensity depend on the distance from
the focal plane z. Assuming constant pulse energy and a flat
intensity distribution over a round laser spot, the area scales
with z2 while the peak intensity has the inverse dependence
scaling as z−2. The two opposite trends lead to maximal
yield at an optimal zmax displacement and a corresponding
peak intensity Imax. While in the case of a linear process,
characterized by n = 1, the maximal yield is reached with
vanishing peak intensity covering a larger area, for nonlinear
processes characterized by n > 1 intensity power dependence
a maximal yield is reached at a finite zmax. By deriving the
condition for a vanishing derivative of the yield with respect
to z, i.e., yield′ = 0 we can obtain the extremum z positions

z

[
1 − e

−( Imax
Isat

)
n
(

1 + n

(
Imax

Isat

)n)]
= 0. (3)

The solution at z = 0 corresponds to the minimum yield
observed at the focal point due to the vanishing interaction
volume at the focal plane. As we show in the following, the
same z = 0 minimum yield is obtained also when considering
diffraction limited Gaussian beam focusing. Although the
explicit analytical expression for the maximal yield at a finite
z is nontrivial, Imax can always be written as

Imax

Isat
= Gn, (4)

where Gn is a geometric factor that depends on the specific
nonlinear intensity dependence of the process, as well as the
spatial intensity profile. Using Eq. (3) it is possible to show
that the geometric factor for a round flat top beam profile
approaches the asymptotic value of unity at the limit of infinite
n, lim

n→∞(Gn) = 1, i.e., the maximum yield is obtained at a z

displacement corresponding to the saturation intensity.
To explore the explicit dependence of the geometric factor

on n we solved Eq. (3) numerically up to n = 20. The blue
circles in Fig. 1(a) show the dependence in the simplified
case of a flat intensity profile. A maximal value of Gn = 1.2 is
obtained for n = 3 and then rapidly approaches the asymptotic
value of unity from above. The empty green squares show the
geometric factor for a more realistic Gaussian intensity profile,
calculated by integrating over the yield from the entire target
area. It can be expected that a nonuniform intensity profile
exhibits a higher geometric factor compared to a uniform
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FIG. 1. (Color online) (a) The n dependence of the geometric
factor that relates Imax and Isat, simulated for square (blue circles),
Gaussian (empty green squares), and sinc2 (red triangles) pulses,
calculated with a flat top temporal profile. (b) Comparing Geometric
factors calculated for Gaussian beam profile and flat top (empty
squares) and Gaussian (full squares) temporal pulse shapes. Square
markers with full line shows calculation considering also a finite
target depth of 3.5 × zr .

flat profile since the lower intensity areas will saturate at
stronger focusing thus shifting the balance between the volume
effect and nonlinear intensity dependence to higher Imax. As
expected, the resulting geometric factor for n = 2 reaches
a value of 2 and converges rapidly towards an asymptotic
value of 2.7, reaching 2.4 already for n = 5. As shown in
Fig. 1(a) the overall dependence on n is surprisingly weak,
thus no additional knowledge of the exact nonlinear response
of the yield is required to determine the saturation intensity
with ∼15% uncertainty. To illustrate the robust nature of the
method we performed numerical calculations of the geometric
factor also for a sinc2 like intensity profile. Again, as shown
in Fig. 1(a) since the low intensity tail of a sinc2 decays
slightly faster than the tail of a Gaussian profile, the geometric
factors derived for a sinc2 beam profile are ∼15% lower with
a similarly weak n dependence rapidly converging to a value
of 2.3. We tested further the robustness of our assumptions,
numerically calculating the geometric factor dependence on
the exact time-dependent shape assumed for I (t), comparing
rectangular flat top pulses to more realistic Gaussian and sech2

pulse shapes while maintaining fixed total power and temporal
FWHM. As could be expected, the gradual rise of the realistic
pulse shapes results in a slight increase of up to ∼15% in the
computed geometric factor for low n values, becoming less
significant with increasing n (opposite to the n dependence
calculated for realistic beam profiles). Thus, for the typical
Gaussian beam profile and Gaussian temporal pulse shape we
obtain the weak n dependence shown by the full squares in
Fig. 1(b), rapidly converging to the asymptotic value of 2.8.
Similar results were obtained for sech2 pulses with equivalent
FWHM.
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FIG. 2. (Color online) The effect of a realistic target depth on
the asymptotic geometric factor, simulated for a spatial and temporal
Gaussian pulse shape.

In a realistic experimental scenario one also has to consider
the finite target depth, i.e., its extension along the Z-scan
axis. We performed detailed numerical simulations including
our typical experimental signal to noise ratios, realistic beam
profile, and temporal 35-fs pulse shape as well as the change
of the Gaussian beam waist along the extended 5-mm target
depth, according to

w (z) = w0

√
1 +

(
z

zr

)2

, (5)

with a zr ∼ 1.5 mm Rayleigh length and a w0 ∼ 22 μm
minimal beam waist at the focal plane. The full line with
full square marker in Fig. 1(b) shows the resulting geometric
factor n dependence taking into account all the experimental
parameters of the spatial beam profile, focusing conditions,
temporal pulse shape, and finite target depth. We obtain an
asymptotic geometric factor of 3 and up to 7% systematic
error for low-order nonlinear processes. The geometric factor
is expected to grow with the extending target depth as the
balance shifts towards tighter focusing and higher Imax. Figure
2 shows the geometric factor correction that increases with
increasing target depth, calculated for high n values. Surpris-
ingly, for a target depth as large as 3.5 times the Rayleigh
length the geometric factor is systematically increased by
only ∼10%, while even 5 × zr target depth deviates by less
than 15%.

To illustrate the Z-scan analysis, Fig. 3 shows selected
Z-scan simulations, performed assuming n = 2,4, and 10;
Figs. 3(a) and 3(b) show calculations made with Isat values
of 1013 and 1014 W/cm2, respectively. The clearly visible
minimum yield at vanishing z values is in fact an important
experimental marker allowing in situ determination of the
z = 0 offset point, even if a direct measurement of the
beam waist at the interaction region is physically impossible.
The dashed lines indicate the zmax positions. The systematic
dependence of zmax and corresponding Imax on the saturation
intensity is clearly visible, with a tighter focusing required to
maximize the higher I sat process, and only weak dependence
on n.
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FIG. 3. (Color online) Simulated yield from Z scan for selected
nonlinear orders n = 2 (blue circles), n = 4 (green squares), and n =
10 (red triangles). Panels (a) and (b) show simulations performed for
Isat = 1013 and 1014 W/cm2, respectively. The dashed lines indicate
Imax position illustrating the relatively small effect of an a priori
unknown n.

III. EXPERIMENTAL SETUP

Figure 4 shows a schematic representation of our experi-
mental setup for the study of intense laser interactions with
molecular and cluster ions, previously described in Ref. [17].
Briefly, cold molecular and cluster anions of interest are
generated in a pulsed supersonic expansion Even-Lavie ion
source [41]. Typically, ∼200 eV electrons are directed at the
expanding gas mixture of ∼99% argon carrier gas and ∼1%
traces of precursor sample gas. After passing a differential
pumping section anions are accelerated to 4.6 keV by a set of
pulsed Wiley-McLaren electrodes towards the photofragment
spectrometer. Ions of interest are mass selected based on their
time of flight by the “mass gate” (vertical deflector electrodes
located at the entrance of the photofragment spectrometer
between two grounded shield electrodes). The top and bottom
deflector electrodes are supplied with opposite ±750 V poten-
tials achieving a well-localized electric field that is switched
off for ∼1 μs by two synchronized high-voltage switches to
allow selected ions to pass. Selected ions are then collimated
by 5-mm diameter apertures and accelerated by an additional
3-kV potential applied to the photofragment spectrometer with
a uniform gradient between the entrance electrode and the field
free interaction region. In the interaction region the ion beam
is intersected by the optical path of a focused intense laser
beam. After passing through the interaction region anions are
decelerated, while neutral products formed in the interaction
region continue with the same velocity and cationic products
are further accelerated by the photofragment spectrometer
potential. The parent anions, neutral, and cationic products
separate according to their charge over mass ratio along a
0.61-m flight before reaching a time and position sensitive
microchannel plate (MCP) detector. As indicated in Fig. 4, an
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FIG. 4. (Color online) Experimental setup scheme.

“asymmetric” 3.8 keV potential is applied to one electrode to
suppress a parasitic cation background on the detector due to
intense field ionization of the residual gas in the interaction
region, achieved with minimal trajectory distortions to cations
formed in the moving frame of the parent anion beam. A
computer-controlled time delay between the opening of the
mass-gate and laser pulse allows either to synchronize the
fs laser pulse with the ns ion bunch, or alternatively to
intentionally miss and carefully characterize the parasitic
background signals. In the experiments described here only
the time of flight (TOF) information, recorded by a multihit
time-to-digital-converter, is analyzed to retrieve the product
yields and demonstrate the Z-scan method. Figure 5 shows a
typical background subtracted SF6

− photofragment spectrum
produced by amplified 800 nm, 35 fs linearly polarized ∼3
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FIG. 5. (Color online) Typical background subtracted photofrag-
ment TOF spectrum showing single, double, and multiple dissociative
detachment products. TOFs are measured relative to the laser pulse
timing.

mJ laser pulses, focused by a 250 mm focal length lens and
reaching peak intensities of up to 2.7 × 1015 W/cm2. The
early TOF peaks are assigned to multiply charged atomic F2+,
S3+, and S2+ cations arriving, respectively, at 2.5, 2.7, and
3.3 μs after the laser passes through the interaction region.
The next TOF peaks arrive at 3.3 and 4 μs and correspond to
singly charged F+ and S+ cations, respectively, followed by
the molecular SFn

+ cation spectrum. Neutral product TOFs
are not mass resolved, arriving at ∼6.5 μs and parent anions
arrive at ∼8.5 μs TOF (not shown).

In a Z-scan measurement, the yields of different products
are recorded as a function of lens position displacement
using a computer-controlled translation stage. In a typical
measurement procedure, peak intensities are scanned over
two orders of magnitude by focal point displacement from
negative to positive z displacements and back in steps of
1 mm, collecting both signal and background TOF spectra
for ∼5000 laser shots at each z displacement. The Z-scan
is typically repeated a few hundred times until a satisfactory
signal to noise ratio is obtained. We also examine the explicit
peak intensity dependence of product yields, measured at fixed
focusing conditions. In these measurements the laser beam
power is systematically attenuated by a computer-controlled
rotation of a half wave plate in front of a thin film polarizer,
allowing continuous tuning of laser peak intensity without
modification of the temporal pulse shape.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 6 shows the relative yields of neutral products, singly
charged molecular cations, and singly and multiply charged
atomic products resulting from intense laser interactions
with SF6

− ions, measured as a function of a Z-scan and
the corresponding peak intensities. The vertical detachment
energy, required for the removal of a single electron from
the SF6

− anion is ∼3 eV [42–45]. The appearance energy
of molecular cations due to the dissociative ionization of
neutral SF6 is significantly higher, from 15.3 eV for the
production of the SF5

+ cation up to the 31-eV SF+ appearance
energy [46,47]. Complete fragmentation into atomic F+ and S+
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FIG. 6. (Color online) Z-scan yield profile of the different pho-
todetachment products: neutrals (red full triangles), atomic cations
(blue circles), molecular cations (green full squares), and multiply
ionized fragments (magenta diamonds). The maxima relate to the
balance between intensity and volume effects and are found to occur at
different zmax displacements of 12, 4, 3.5, and 1.5 mm corresponding
to Imax intensities of 0.4, 4, 6, and 18 × 1014 W/cm2 for neutrals,
molecular cations, atomic cations, and multiply ionized products,
respectively.

corresponds to even higher 37- and 38-eV appearance energies,
respectively [46]. The second and third ionization energies of
the sulfur atom each require an additional 10.4 and 23.3 eV,
respectively [48]. The second ionization energy of the fluorine
atom is 17.4 eV, while the F3+ cation that was not observed
in our spectra requires an addiational 35 eV [48]. Given
these vast differences in appearance energies, one expects to
find a strong systematic trend in the coresponding saturation
intensities. Table I lists the derived saturation intensities based
on the measured Imax and asymptotic geometric factor of 3
for the multiple deetachment processes and G2 = 2.35 for the
two-photon single detachment process. It should be noted that
the main source of error estimated in Table I and increasing
with increasing Isat does not stem from the Z-scan method
aproximations, but from the uncertainty in the estimated
absolute peak intensities that are increasingly sensitive to

TABLE I. Saturation intensities for different photoproducts de-
rived by a Z scan and by the method Hankin et al. use, contrasted by
estimated appearance energies (AE) relative to the anion precursor.

Neutrals Molecular Atomic Multiply
cations cations charged

estimated AE [eV] ∼3 18–34 40–41 50.4–63.3
Isat[1013 W/cm2] 1.7 ± 0.3 14 ± 6 19 ± 9 59 ± 30
Ĩsat[1013 W/cm2] 2.5 ± 0.5 36 ± 19 34 ± 9

the absolute z = 0 position uncertainty in this measurement.
In principle, finer Z-scan steps would enable reducing the
absolute Isat uncertainties down to the ∼15% uncertainty in
the geometric factor imposed by the a priori unknown nonlin-
ear response. Nevertheless, the relative saturation intensities
measured simultaneously in a single Z-scan are significantly
more robust as processes reaching maximal yield closer to the
focal plane saturate at correspondingly higher peak intensities.
Indeed, cation species production are found to saturate at
peak intensities that are an order of magnitude higher than
the saturation intensity derived for neutral production, while
even higher intensities are needed to saturate the production of
multiply ionized atoms. However, the difference between the
saturation intensities derived for molecular and atomic cations
are much smaller despite the significant difference in the
corresponding appearance energies. We interpret the apparent
discrepancy of the Isat and appearance energy trends to be due
to the particular highly efficient intense field mechanism for
multiple detachment from a molecular anion system [17]. It is
possible that efficient excitation to high-lying potential curves
prior to dissociation result in directly competing channels
for atomic and molecular cation production, which are hence
similar in saturation properties. Further studies investigating
this discrepancy are on their way.

As mentioned in the Introduction, Hankin et al. [34]
implemented an alternative method for the determination of
the saturation intensities based on an analysis of the asymptotic
linear dependece of the product yield curve as a function
of peak intensity logarithm. Assuming a parallel beam or
alternatively a vanishing target depth as well as a Gaussian
shape of the laser beam, Hankin et al. [34] showed that in
the limit of strong saturation the product yield converges to a
linear dependence on the peak intensity logarithm of the form

yield(I ) ∝ ln(I0) − ln(Ĩsat). (6)

For a nonlinear power-law dependence Ĩsat, as it is defined by
Hankin et al. [34,49], is directly related to Isat as defined in
Eq. (2) converging to the exact Isat value at the high n limit.

For a Gaussian pulse shape the Isat/Ĩsat ratio follows 2n

√
πe2γ

4n ln(2) ,
where γ is Euler’s constant, yielding a ratio of 1.15 for n = 2
and rapidly converging to unity.

Figure 7 shows the measured intensity dependencies of
neutrals, atomic as well as molecular cation products, recorded
during measurement periods comparable to the Z-scan mea-
surements. Note that due to the finite dynamic range of the
ability to attenuate laser power without affecting the temporal
pulse shape, the measurements were performed at two different
z offsets.

The Ĩsat saturation intensities fitted from the asymptotic
yield depenendence on intensity acording to Eq. (6), as
proposed by Hankin et al., are listed in Table I. Although
fitted Ĩsat values are found to agree within the experimental
errorbars with the absolute Isat saturation intensities obtained
from Z-scan data, an overall shift towards higher intensities
is evident. As the asymptotic yield dependence used in the
Ĩsat fit is intrinsically more sensitive to the target regions
sampled by lower peak intensities, the systematic shift can
be tentatively explained by the finite target depth. Numeric
simulations including the finite target effect indicate 25%-35%
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FIG. 7. (Color online) Intensity dependencies of neutral (red tri-
angles), as well as cationic atomic (blue circles) and molecular (green
full squares) products. Saturation intensities are defined by asymp-
totic linear fits, providing Ĩsat = 2.5 × 1013 W/cm2 for neutraliza-
tion and almost indestinguishable Ĩsat = 36 and 34 × 1013 W/cm2

for producing molecular and atomic cations, respectively.

Ĩsat overestimation, depending on assumed n, due to the
deviation from the parallel beam aproximation; thus ac-
counting for the systematic shift of Ĩsat values in Table I.
In addition to the uncertainty of absolute intensities, the
ambiguity in the asymptotic region contributes to the higher
Ĩsat errorbars, particularly for the molecular cations fit. The
errorbars reported in Table I were determined by system-
atically changing the asymptotic range fitted with a linear
curve, thus reflecting also the sensitivity of the model to the
nonperfect Gaussian mode of our laser beam (M2 ≈ 1.75).
In fact, a multiply charged species yield, measured for peak
intensities up to 8 × 1014 W/cm2 is found to be insufficient
for the reliable determination of the asymtotic dependence on
peak intensity.

V. CONCLUSION

A robust method for determining saturation intensities of
nonlinear intense field processes was derived from a Z-scan
analysis of product yields as a function of displacement of the
focal plane from a finite depth target. Saturation intensities
are determined based on the balance between the nonlinear
product yield dependence on peak intensity and the otherwise
detrimental volume effect. The geometric factor, relating satu-
ration intensities to the Imax peak intensity at zmax displacement
of maximal product yield can be numerically estimated for any
given laser beam charachteristics. Moreover, it is found to be

only weakly dependent on the model assumptions such as the
explicit nonlinear yield dependence on pulse intensity, tempo-
ral pulse shape, and exact beam profile. Most surprisingly, the
method allows the extraction of reliable saturation intensities
even under unfavorable extended target depths, making it
particularly suitable for low-target density samples.

The method is implemented in our experimental setup,
demonstrating a simultanous saturation intensity measurement
for several product channels of intense field interaction with
molecular anions. Indeed, the characterization of complex
competing processes with comparable rates by saturation
intensities is subject to higher-order effects. For example,
early quenching of the less efficient process can result in
its effective Isat attenuation. Similarly, product depletion by
sequential processes [30,36,38] with similar saturation may
shift Isat of the initial product to lower values due to the rise of
a secondary process. In this paper we demonstrate the Z-scan
method measuring saturation intensities spanning two orders
of magnitude for SF6

− nonlinear single and nonsequential
[17] multiple photodetachment processes. Nevertheless, the
method is not limited to ion-laser interaction measurements
and is well suited for practically any intense field experiment,
examining the interaction with a finite depth target.

The obtained saturation intensities are compared to sat-
uration intensities measured implementing the previously
proposed method employing a peak intensity scan at constant
focusing conditions. In contrast to the intensity scan method
requiring a well-controlled attenuation of ultrafast pulses over
a high dynamic range without affecting their temporal pulse
shape, the Z-scan method relies on the intrinsic peak intensity
variation as a laser beam approaches the focal plane. Thus
allowing reliable systematic peak intensity variation over
several orders of magnitude without introducing additional
optical elements that may distort the temporal ultrafast pulse
shape. In general, the analysis of the asymptotic product
yield relies heavily on the nearly parallel analytic Gaussian
beam profile, while the Z-scan method presented here can be
implemented using even low-quality beam profiles with mini-
mal adjustments made to the numerically evaluated geometric
factor, taking into account an actual beam profile measurement,
exact pulse shape, and extended target depth effects. The
robust derivations presented here will allow the extraction
of valuable quantitative data from the Z-scan measurment
procedure, routinely performed in many cross-beam intense
laser field experiments.
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