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Oscillation of the electron-density distribution in momentum space: An (e, 2¢) study
of H, at large momentum transfer
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Bond oscillation, a phenomenon characteristic of the molecular electron-density distribution in momentum
space, is demonstrated for the 1o, molecular orbital of H, with an (e, 2e) experiment at large momentum transfer.
Analysis of the experimental data in terms of two-center interference effects has revealed that different oscillatory
structures can be observed, depending on the model for describing (e, 2¢) ionization from the constituent H 1s
atomic orbitals. It is shown that bond oscillation is highly sensitive to the spatial pattern and chemical bonding

nature of the molecular orbital.
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The electronic structure of atoms and molecules can be
investigated by electron momentum spectroscopy (EMS),
which is (e, 2e) spectroscopy at large momentum transfer
[1-3]. It is now well documented that EMS cross sections
are directly related to the one-electron momentum density
distribution of the ionized molecular orbital (MO). EMS can
therefore offer an opportunity to study various properties
of MOs in momentum-space (p-space), rather than through
the usual position-space (r-space) description [1-3]. Such
p-space concepts [4,5] are common in solid-state physics,
while they are encountered less frequently in atomic and
molecular physics.

In p space, the constituent atomic orbitals (AOs) of a MO
are centered at the origin, and the information about the nuclear
positions (R ;) is only present in phase factors, exp(—ip - R ),
introduced by the Dirac-Fourier transform. Hence the electron
momentum density of a MO should exhibit, for example, cosi-
nusoidal or sinusoidal modulation with periodicity of 27/ R j;
along the bonding direction, where R j; is the distance between
atoms j and k. These oscillation phenomena, characteristic of
molecular electron-density distributions in p space, are called
bond oscillation [5,6] and its prediction can be traced back to
the early 1940s [4].

Experimental evidence of bond oscillation was, however,
given only recently for the three outermost MOs of CFy,
each of which consisted of a combination of nonbonding 2p
AOs located on the four F atoms [7]. This study showed not
only the presence of bond oscillation but also its sensitivity
to the spatial orientation of the constituent AOs. These
observations can also be recognized as a result of four-center
interference effects in EMS cross sections, i.e., coherent (e, 2¢)
scattering from the four different molecular centers at large
momentum transfer. In this regard, bond oscillation may be
a phenomenon analogous to the Cohen-Fano oscillations [8]
or the Young-type double-slit interference [9] observed by
photon- [8,10-12], electron- [13—17] and ion-impact [18,19]
studies for diatomic molecules. Note, however, that those
studies measured interference patterns in the energy and
angular distributions of free electrons emitted from molecules,
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and not the interference effects (bond oscillations) in the
momenta of electrons when they are bound to molecules.

Very recently, Zhang et al. [20] have reported a high-energy-
resolution (0.6 eV) EMS study on H, by using their state-of-
the-art spectrometer [21]. Here the observed deviation from
the Franck-Condon principle in vibrational ratio was ascribed
to two-center interference effects. However, the oscillatory
features due to bond oscillation remain somewhat unclear
owing to the large statistical uncertainties of the experimental
data and the narrow momentum range covered (<1 a.u.).
A much wider range of momenta up to 27 /Ryy = 4.5 a.u.
is at least required to observe the complete period of bond
oscillation in Hj, having the internuclear distance Ryy of
1.4 a.u. In fact, it has long been believed that it is unlikely that
bond oscillation in H, could be experimentally observed, with
an additional difficulty caused by the very small amplitude of
the expected oscillation [22,23].

In this paper, we report an EMS study on bond oscillation
in Hy, while greatly extending the earlier study on CF4 [7].
This extension is twofold. First, by employing our latest EMS
spectrometer [24] a substantially wider momentum range of
up to 6 a.u. is covered, compared with that done in the
study on CF4 (<3.6 a.u.). Here particular stress is placed upon
achieving high statistical precision at the expense of energy
resolution. Second, the influence of chemical bonding on the
bond oscillation behavior is investigated. H; is the simplest
molecule but its 1o, MO forms a covalent bond. This is
in sharp contrast to the study on CF4 [7]. It is shown that
bond oscillation is highly sensitive to spatial pattern and the
chemical bonding nature of the 1o, MO.

EMS involves coincident detection of the two outgoing
electrons produced by electron-impact ionization at large
momentum transfer [1-3]. Through the conservation of energy
and linear momentum, binding energy of the target electron
(Ebing) and recoil momentum of the residual ion (g) can be
determined:

Epina = Eo — E1 — E», (D
q=Po—P1— D> ()

Here E;’s and p;’s (j =0,1,2) are kinetic energies and
momenta of the incident, inelastically scattered and ejected
electrons, respectively. Since the collision kinematics of EMS
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FIG. 1. (Color online) A¢-angle integrated binding energy spec-
trum of H,.

most nearly corresponds to a collision of two free electrons
with the residual ion acting as a spectator, the momentum of
the target electron p, before ionization, is equal in magnitude
and opposite in sign to ¢ (p = —q). In the symmetric
noncoplanar geometry, two outgoing electrons having equal
energies (E| = E») and making equal scattering angles (6 =
6, = 45°) are detected. The magnitude of the target electron
momentum p is given by

p=+(po—Vap) + Wapisinag/21'. ()

with A¢ being the out-of-plane azimuthal-angle difference
between the two outgoing electrons [24].

The EMS experiment on H, was conducted at E, of
1180 eV, by using our latest spectrometer [24] that covers
almost the complete A¢-angle range available for the sym-
metric noncoplanar (e, 2¢) reaction. Briefly, electron-impact
ionization occurs where an incident electron beam collides
with a gaseous H, target. Two outgoing electrons emerging
at the scattering angle of 45° are detected with a spherical
analyzer followed by a large-area position-sensitive detector
(RoentDek Handels GmbH, HEX120). The experimental
results for H, were obtained by accumulating data for 15 days
run time at ambient sample gas pressure of 4.5 x 10~* Pa. The
instrumental energy and momentum resolution employed were
2.7 eV full width at half maximum (FWHM) and 0.26 a.u. at
A¢ = 0°, respectively.

Figure 1 shows a Ag¢-angle integrated binding energy
spectrum of H,. It can be seen that although the employed
energy resolution does not allow a separation of vibrational
levels in the final (lag)_l ionic state, the statistical precision
of the data is remarkably high. In fact, the number of the
true coincidence events accumulated for the (lag)’1 ionization
band amounts to ~1.5 x 107, which is two to three orders of
magnitude larger than ~3.5 x 10* obtained in the EMS study
on H; by Zhang et al. [20]. A similar counting procedure was
repeated for a series of spectra at each A¢ angle to create the

momentum profile for the 1o, MO, o}, i:l, shown in Fig. 2.

Here, af;ft is height normalized so as to have the intensity
of unity at p = 0.06 a.u. (A¢ =0°). The momentum range
covered up to 6 a.u. may be wide enough to investigate the
bond oscillation in H,. However, there are two issues to be
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FIG. 2. (Color online) Comparison of experimental and theoret-
ical momentum profiles for the (1o,)~! ionization transition of H,.

considered before undertaking such an investigation. One is
the choice of theoretical model to describe bond oscillation
in Hy, and the other is the range of momenta over which the
plane-wave impulse approximation (PWIA) is valid [1-3].

We begin by first discussing the choice of theoretical model.
The 1oy MO of Hy, ¥14,(r), can be described as a linear
combination of 1s AOs of two H atoms ¢,(r):

Via, () = [@15(r — R1) + ¢15(r — R)I/Q2 +28)"%. (4)

Here R and R, are the nuclear positions of the two H atoms
and S is the overlap integral. The Dirac-Fourier transform of
V10, (r) provides the p-space MO, Y14, (p), as

Vi, (p) = [exp(—ip - Ry) +exp(—ip - R)lgi5(p)/
24292, (5)

with ¢ (p) being the p-space representation of ¢, (r). Then
one has the spherically averaged quantity of |15, ( p)|? or the
lo, electron momentum profile, Fi,,(p) (Refs. [4,22]):

Fio, (p) = (4)”! / 4210, (P
= Fu(p1 + sin(p R/ pRanl/(L + S). (6)

Here Fy, (p) is the spherically averaged quantity of |y, (p) |°.
The function [1 + sin(p Ryy)/(p Run)] in Eq. (6) brings about
modulation into F, (p), so it is henceforth referred to as the
interference factor. Note that Eq. (6) has the same form as
the Cohen-Fano interference factor [8] but they are distinctly
different physical quantities, i.e., momenta of bound and free
electrons, respectively, as mentioned earlier.

We now consider the somewhat awkward second issue
regarding the range of momenta over which PWIA is
valid. Generally speaking, PWIA is the most widely used
(e, 2e) scattering model in EMS, which gives the EMS cross
section for the (lag)’1 ionization transition of a gaseous H;
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target, 0'15,(p), as

pPi1p2

710,(1) = @) P22 f (4 / Qv ()

= @r )4’"”2
Do

feeFlag(P) (7N

with f.. being the electron-electron collision factor. It is
obvious from Eq. (7) that PWIA directly connects the
experimental EMS cross sections to the momentum profile
of the ionized orbital. Hence, within PWIA, one can extract
in a straightforward fashion the interference factor from the
experimental data. For instance, in the case of the 1o, MO
of Hy dividing the experimental o1,,(p) by a theoretical
momentum profile o5 (p) of a constituent AO gives

010, (P)/015(p) < [1 + sin(pRun)/ p Runl. ®)

In this regard, however, one needs to be mindful of the
fact that PWIA is usually valid only for momentum values
up to ~1.5 a.u. at Ey values of the order of 1 keV [1-3].
This means that a study on bond oscillation in H, should
entail compensation for the failure of the PWIA description
at larger momenta above ~1.5 a.u. In order to illustrate this
situation, a theoretical 15, momentum profile obtained within
PWIA, o}", is included in Fig. 2. Here the PWIA result was
calculated by approximating ¥1,,(p) in Eq. (7) as the p-space
representation of a Kohn-Sham (KS) orbital [25], generated by
the GAUSSIAN9S program [26] using the B3LYP functional [27]
with the d-aug-cc-pVTZ basis set [28]. It was subsequently
folded with the instrumental momentum resolution and was
also height normalized to compare with the experiment. It
is evident from Fig. 2 that while PWIA reproduces well
the experiment at small momenta below ~1.5 a.u., at larger
momenta PWIA substantially underestimates the experimental
intensity. Such a tendency of PWIA has commonly been
observed in previous EMS studies on various targets [1-3]
and it has been attributed to distorted-wave effects [1,29]. This
is because, as the Dirac-Fourier transform indicates, the larger
p region of EMS experiments involves contributions from
the r-space regions closer to the nuclei, where the potentials
of the target and the residual ion may distort the incoming
and outgoing electrons from plane waves. The distorted-wave
impulse approximation (DWIA) [1,29] is an (e, 2e) scattering
model that was designed to include distorted-wave effects
for EMS. DWIA gives the EMS cross section for the (1s)~!
ionization transition of a H atom, o} DW (1), as

pP1p2
fee

oV (p) = @2n )4

x 3 |<x<‘><p1)x<—)<p2>|x<+><po>cms>|2. ©)

av

Here, ), represents a sum over final- and average over
initial-state degeneracies. x(p,) and x(p;) [x 7 (p,)]
are the distorted waves representing the incident and outgoing
electrons moving in the static potential of the neutral H
atom and that of the residual ion H™, respectively. Although
DWIA calculations are not yet available for any molecules
due to difficulties in working with the multicentered distorting
potential, for atoms DWIA is known to satisfactorily resolve
the differences at larger momenta between experiments and

PHYSICAL REVIEW A 90, 052711 (2014)

10!
10°
:‘E L
= 107k
ER:
e L
&S 1072k
2 E
= 3
8 107k
5 g
107
1079 . } t
(b)u aexp‘/aDW[H, H]
A (f“‘f"/aD [H,, H] iL
4 - ° O_expl/O-DW[HZ’ He ] % u
ZF oo™™o[He, e]% 1
=}
5. 3 DDDDDDDDDD@% % A -
Q a® % 7
< 3 o ]
~ o %
o
g | o b
RS
1 q ]
<o
<
00000000000000000QQQ§§§§ §§§§§§
0 o"VoPW —
F=--- 1+sin(pRHH)/(pRHH) 1
L | L | L
0 2 4 6

Momentum (a.u.)

FIG. 3. (Color online) (a) Theoretical momentum profiles for
the (1s)™' ionization transition of H and He. (b) Comparison of
experimental, theoretical, and analytical interference factors for bond
oscillation of H,. See text for details.

PWIA [1-3]. In particular, a recent study on Ne [24] has shown
that DWIA is valid over a range of momenta up to 8 a.u.
Having addressed the aforementioned two issues, the fol-
lowing data analysis has been made to assess bond oscillation
in Hy. Figure 3(a) shows four theoretical momentum profiles
employed as o,(p) in Eq. (8), each of which is height
normalized so as to have the intensity of unity at p = 0.06 a.u.
Here, all four of the calculations were made using the DWIA
[30] but with different AOs and/or distorting potentials.
‘713 [H, H] was calculated using the exact 1s AO of H as ¢y,
in Eq. (9) with the potential for H. o>" [H,, H] was obtained
using the same potential but with a different AO for ¢,,. Here,
a linear combination function for one H atom was generated by
picking all the s-type components out of the 1o, KS MO of H,.
In the procedure, it was found that more than 98% of the norm
of the 1o, KS MO is accounted for by the s-type expansion
functions. The linear combination function was then employed
as ¢, after being renormalized. o] DWH,, He] was calculated
with the same ¢y, used for o} W [H,, H], but with the potential
for He. oy, DWHe, He] was calculated as a reference by using

052711-3



YAMAZAKI, SATOH, WATANABE, JONES, AND TAKAHASHI

the Hartree-Fock 1s orbital of He and the potential for He.
The resulting experimental interference factors are presented
in Fig. 3(b). They were obtained by dividing aexm in Fig. 2 by
the corresponding theoretical momentum proﬁle in Fig. 3(a)
and by performing a normalization so that they all have the
value of 2 at p = 0.06 a.u. As another reference, a theoretical
interference factor o} /0 as well as the analytical factor
[1+ sm(pRHH)/(pRHH)] is included in Fig. 3(b). o, W/o
was calculated by dividing 01% in Fig. 2 by the PWIA
momentum profile of the linear combination function.

It is evident from Fig. 3(b) that the four experimental
interference factors show different oscillatory structures,
depending upon the model for oy (p). aexm /oPV [H, H]
exhibits significant deviations, in terms of both phase and
amplitude, from [1 + sin(p Ryn)/(p Run)]. Note that the phase
of UeXp '/oPV [H, H] indicates an unacceptable orbital spa-
tial pattern as if the 1o, MO were antibonding resulting
from destructive interference between the two 1s AOs.

o /oPV [H,, H] considerably reduces the deviations; a
good agreement with [1 + sin(p Ryn)/(pRun)] can be seen
in a limited momentum range up to ~ 1.5 a.u. This observation
can be understood by switching one’s eyes to Fig. 3(a) where
with the increase in momentum the intensity of o> [Hy, H]
falls off more slowly than that of o] DWTH, H]. By keeping
in mind the nature of the Dirac-Fourier transform that high
electron density in the 7-space regions close to the nuclei leads
to high density at large p and vice versa, the observation in
Fig. 3(b) therefore confirms the well-known knowledge that
the 1s AOs of two isolated H atoms shrink upon formation
of the H, molecule. Indeed, the linear combination function
indicates that the most probable distance between the proton
and electron is 0.81 a.u., smaller than the Bohr radius of an
isolated H atom. Furthermore, a good agreement over the entire
momentum range can be obtained by oexm /o ¥ [H,, He]. This
observation might be able to be understood from the fact that
H; is a two-electron system. In the real H, distorting potential
case, the residual H, " ion still has one lo, electron and
hence the effective nuclear charge is changeable. For instance,
when the binary electron-electron collision takes place in the
internuclear, chemical bonding region, the net effective nuclear
charge for the two outgoing electrons is likely to be larger
than the fixed value of +1 in the H potential case, as the
remaining lo, electron has the greatest probability of existing
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outside or at the “reduced” Bohr radius (0.81 a.u.) with less
shielding of the nuclear charge. These situations in H, can
be simulated with the isoelectronic system He (agw [H,, He))
but not with H (o2V [Ha, H]). A similar argument is also
possible for distortion of the incoming electron. However,
this understanding is merely a speculation, so the observation
eagerly awaits detailed theoretical explanations.

The above-mentioned observations superficially appear to
be a high-energy confirmation of the findings by Milne-
Brownlie et al. [14] and by Casagrande ez al. [15]. For example,
in the latter study [15] the ejected-electron angular distribution
in the coplanar asymmetric (e, 2¢) cross sections of H; at E
values of several hundreds of eV was found to agree nicely
with the Cohen-Fano interference factor when the denominator
was experimental (e, 2e) cross sections for He. However,
such cases are different with bond oscillation in H,. It is
clear from Fig. 3(b) that OEXP ‘/oPV [He, He] is vastly different
from [1 + sin(p Run)/( pRHH)] This demonstrates the unique
ability of EMS to measure momenta and energies of electrons
bound in matter.

Finally, it may be worthwhile to note that in Fig. 3(b)
there is a small but noticeable discrepancy between
af;pl/oDW [H,, He]and [1 + sin(p Run)/(p Run)]. The agree-
ment of UeXpt/a [H,, He] with O'IW/O' is surprisingly
good and thereby we believe that the dlscrepancy is real. A
possible clue for understanding the discrepancy may be to
consider the missing components in constructing the linear
combination function; p-type and d-type components. Thus
analysis of the discrepancy is expected to give a deeper insight
into chemical bonding effects beyond the s-type shrinkage
framework examined here. However, we leave such discussion,
regarding angular deformation of AOs upon molecular forma-
tion, for future high-statistics experiments with a wider range
of momenta. Furthermore, we expect that the inherent ability
of bond oscillation to simultaneously investigate the molecular
structure and electronic wave function can be cultivated for
various targets.
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