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Thermodynamics of a spin-1 Bose gas with fixed magnetization
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We investigate the thermodynamics of a spin-1 Bose gas with fixed magnetization including the quadratic
Zeeman energy shift. Our calculations are based on the grand canonical description for the ideal gas and the
classical field approximation for atoms with ferromagnetic and antiferromagnetic interactions. We confirm the
occurrence of a double phase transition in the system that takes place due to two global constraints. We show
analytically for the ideal gas how critical temperatures and condensed fractions are changed by a nonzero
magnetic field. The interaction strongly affects the condensate scenario below the second critical temperature.
The effect imposed by interaction energies becomes diminished in high magnetic fields where condensation of
both ferromagnetic and antiferromagnetic atoms agrees with the ideal gas results.
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I. INTRODUCTION

A spinor Bose-Einstein condensate is a multicomponent
condensate with an additional spin degree of freedom, which
has provided exciting opportunities to study experimentally
quantum magnetism, superfluidity, strong correlations, co-
herent spin-mixing dynamics, spin-nematic squeezing, en-
tanglement, etc., most of them in nonequilibrium situations
(see [1–6]). Despite successful experimental developments
on spinor Bose-Einstein condensates, our knowledge remains
limited regarding equilibrium properties and in particular
the thermodynamics of such a gas. The main reason is the
long time needed to reach an equilibrium state, typically
several seconds or tens of seconds, which may exceed the
lifetime of the condensate [7]. Nevertheless, recent experi-
mental developments allowed for investigation of the ground
state of an antiferromagnetic spinor condensate, providing
the opportunity to study in detail its properties at thermal
equilibrium [8].

The condensation of atoms with total spin F = 1 trapped
in the three hyperfine states mF = 1,0, − 1 in the absence
of a magnetic field was investigated theoretically by Isoshima
et al. [9]. The double-condensation phenomenon was predicted
in the presence of two global conserved quantities: the total
number of atoms N and the magnetization M . A condensate
starts to appear in the highest mF = 1 component for temper-
atures below the first critical temperature and simultaneously
in the two remaining components for temperatures below the
second critical temperature. Analytical expressions for the two
critical temperatures and condensate fractions were given for
the ideal gas and zero magnetic field [9,10]. The condensation
of an interacting spin-1 Bose gas was considered numerically
within the Bogoliubov-Popov approximation [9] and the
Hartree-Fock-Popov approximation [11]. In the latter, authors
confirmed the double phase transition for antiferromagnetic
interactions, but found a more complicated phase diagram for
ferromagnetic interactions with a possible triple-condensation
scenario. The experimental work of Pasquiou et al. [12]
touches upon the problem of the thermodynamics in chromium
atoms with total spin F = 3 but for free magnetization.
Indeed, for low magnetic fields when the magnetization is
approximately conserved the experimental results confirm the
occurrence of a double condensation.

In this paper we reconsider the topic of condensation in
the system of spin-1 bosons with fixed magnetization. The
ultracold gases are almost perfectly isolated in the experiment
and conservation of magnetization plays a major role. The
magnetic dipole-dipole interactions, which may change the
magnetization, are relatively weak and can be neglected for
F = 1 sodium or rubidium spinor Bose-Einstein condensates.

We examine the thermodynamics of the ideal gas in the
presence of the quadratic Zeeman effect within the grand
canonical ensemble. A nonzero magnetic field introduces a
different phase in the phase diagram of critical temperatures
that we characterize by the threshold magnetization. The
condensation scenario predicted by Isoshima et al. is present
for magnetizations larger than the threshold magnetization.
When the magnetization of the system is smaller than the
threshold magnetization, atoms start condensing not in the
highest mF = 1 component, as was the case for the zero
magnetic field, but in the mF = 0 component. That trivial
effect is present due to the shift of the lowest energy level of
the mF = 0 component below the lowest energy level of the
mF = 1 component. We give an explicit expression for the
threshold magnetization.

We study the interacting gas within the classical field
approximation [13] combined with the Metropolis algo-
rithm [14]. The method was successfully used to investigate
thermal effects in the single-component Bose-Einstein conden-
sates, including thermodynamics [15], vortex dynamics [16],
a critical temperature shift [17], spin squeezing [18], solitons
or the Kibble-Zurek mechanism [19], and many others, some
of them reviewed in [20]. This numerical method includes all
nonlinear terms present in the Hamiltonian at the expense of
introducing a free parameter that has to be well chosen. In
this paper we explain how to adapt the Metropolis algorithm
for a spin-1 gas with fixed magnetization. To demonstrate the
validity of the proposed algorithm we compare the results
of simulations with exact results for the ideal gas and with
the approximated Bogoliubov theory for antiferromagnetic
interactions. We confirmed double condensation for both
ferromagnetic and antiferromagnetic interactions. The con-
densation strongly differs from the result for an ideal gas below
the second critical temperature. In the high-magnetic-field
limit, when the quadratic Zeeman energy dominates over the
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interaction energy, details of condensation do not depend on
the interaction sign and are well described by the ideal gas
results.

II. MODEL

We consider a dilute and homogeneous spin-1 Bose gas in a
magnetic field. We start with the Hamiltonian H = H0 + HA,
where the symmetric (spin-independent) part is

H0 =
∑

j=−,0,+

∫
d3r ψ

†
j

(
− �

2

2m
∇2 + c0

2
n

)
ψj . (1)

Here the subscripts j = −,0,+ denote sublevels with mag-
netic quantum numbers along the magnetic field axis mF =
−1,0, + 1; m is the atomic mass; and n = ∑

nj = ∑
ψ

†
j ψj is

the total atom density. The spin-dependent part can be written
as

HA =
∫

d3r

⎡
⎣∑

j

Ejnj + c2

2
: F2 :

⎤
⎦ , (2)

where Ej are Zeeman energy levels, F =
(ψ†fxψ,ψ†fyψ,ψ†fzψ)T is the spin density, fx,y,z are
spin-1 matrices, ψ = (ψ+,ψ0,ψ−)T , and : : denotes the
normal order. The spin-independent and spin-dependent
interaction coefficients are given by c0 = 4π�

2(a0 + 2a2)/3m

and c2 = 4π�
2(a2 − a0)/3m, respectively, where aS is the

s-wave scattering length for colliding atoms with total spin S.
The total number of atoms

N =
∫

n d3r (3)

and the magnetization

M =
∫

(n+ − n−)d3r (4)

are conserved quantities.
The linear part of the Zeeman shifts Ej induces a homo-

geneous rotation of the spin vector around the direction of
the magnetic field. Since the Hamiltonian is invariant with
respect to such spin rotations, we consider only the effect of
the quadratic Zeeman shift.

For a sufficiently weak magnetic field we can approximate
Zeeman energy levels by a positive energy shift of the mF =
±1 sublevels δ = (E+ + E− − 2E0)/2 ≈ qh2, where h is the
magnetic-field strength and q = (gI + gJ )2μ2

B/16Ehfs, with
gJ and gI the gyromagnetic ratios of the electron and the
nucleus, μB the Bohr magneton, and Ehfs the hyperfine energy
splitting at zero magnetic field. Finally, the spin-dependent
Hamiltonian (2) becomes

HA =
∫

d3r

[
qh2(n+ + n−) + c2

2
: F2 :

]
, (5)

where F 2
z = n+ − n− and F 2

⊥ = 2|ψ+ψ
†
0 + ψ0ψ

†
−|2 are the

square of the magnetization density and the square of the
transverse spin density, respectively. In spinor condensates
realized in laboratories, the a0 and a2 scattering lengths have
similar magnitude. The spin-dependent interaction coefficient

c2 is therefore much smaller than its spin-independent coun-
terpart c0. For the 23Na condensate their ratio is about 1:30
and positive (antiferromagnetic order), while for the 87Rb
condensate it is 1:220 and negative (ferromagnetic order).

By comparing the kinetic energy with the interaction en-
ergy, we can define the healing length ξ = 2π�/

√
2mc0n and

the spin healing length ξs = 2π�/
√

2mc2n. These quantities
give the length scales of spatial variations in the condensate
profile induced by the spin-independent or spin-dependent
interactions. Here we consider system sizes smaller than the
spin healing length in order to avoid a domain formation. A
good basis for such a homogeneous system is the plane-wave
basis.

III. IDEAL GAS

We consider a uniform gas of noninteracting atoms (c0 =
c2 = 0) with hyperfine spin F = 1 in a homogeneous magnetic
field h within the grand canonical ensemble, taking into ac-
count the quadratic Zeeman effect. The effective Hamiltonian
of the system is

Heff =
∑

mF =1,0,−1

∑
k

(
εk + m2

F qh2)nk,mF
− μN − ηM, (6)

with

N = N+ + N0 + N− =
∑
mF

∑
k

nk,mF
, (7)

M = N+ − N− =
∑
mF

∑
k

mF nk,mF
. (8)

Here k = 2π/L(nx,ny,nz), L is the system size, nl =
0,±1,±2, . . . are integers, and nk,mF

are occupation numbers
of atoms of energy εk = �

2k2/2m. The chemical potential μ

and the linear Zeeman shift η are Lagrange multipliers enforc-
ing the desired total atom number N and the magnetization
M , respectively; NmF

is the number of atoms in the mF th
component. We consider a positive magnetization M � 0 and
a positive Zeeman energy shift qh2 > 0.

The nonzero magnetic field removes the degeneracy of
energy spectra

Ek,+ = εk − μ − η + qh2, (9)

Ek,0 = εk − μ, (10)

Ek,− = εk − μ + η + qh2. (11)

The ratio between η and qh2 determines the order of energy
levels. The lowest energy level is E+ for qh2 � η or E0 for
qh2 � η. In addition, two effects determine the state of the
system: (i) the occupation number imbalance enforced by the
fixed magnetization N+ � N− and (ii) the ground-state energy
level (E0 or E+) controlled by the magnetic field.

Since the Hamiltonian is diagonal, we may calculate the
grand canonical partition function

� =
∑

mF ,nk,mF

e−βEk,mF
nk,mF , (12)

where β = 1/kBT , T is the temperature, and kB is the
Boltzmann constant. The ensemble average of the occupation
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number nk,mF
is

nk,mF
= − 1

β

∂ ln�

∂Ek,mF

, (13)

which gives

nk,mF
= zmF

e−βεk

1 − zmF
e−βεk

(14)

with effective fugacities

z+ = eβ(μ+η−qh2), (15)

z0 = eβμ, (16)

z− = eβ(μ−η−qh2). (17)

In the thermodynamic limit, keeping only dominant terms of
O(N ), expressed in terms of fugacities, the number of atoms
in the lowest energy level of each mF component is

Nc
mF

= zmF

1 − zmF

, (18)

while the number of thermal atoms in each mF component is

NT
mF

=
(

L

λdB

)3

g3/2(zmF
), (19)

where λdB = h/
√

2πmkBT is the de Broglie wavelength and
gj (x) = ∑+∞

n=1 xn/nj is the Bose function.

A. Transition temperatures and condensate fractions

1. For qh2 � η

The first phase transition. The first phase transition occurs
for z+ → 1 (or μ → qh2 − η) when the mF = 1 component
starts condensing. That Nc

+ � 1 can be seen from (18). The
number of thermal atoms is then

NT
+ =

(
L

λdB

)3

g3/2(1), (20)

NT
0 =

(
L

λdB

)3

g3/2
(
eβqh2

zη

)
, (21)

NT
− =

(
L

λdB

)3

g3/2
(
z2
η

)
, (22)

with zη ≡ e−βη. The first critical temperature Tc1 can be
obtained from the following equations:

N =
(

L

λdB(Tc1)

)3

F+
3/2(Tc1,zηc1), (23)

M =
(

L

λdB(Tc1)

)3[
g3/2(1) − g3/2

(
z2
ηc1

)]
, (24)

where we have introduced the notation zηc1 ≡ zη(Tc1) and

F+
3/2(T ,zη) ≡ g3/2(1) + g3/2

(
eβqh2

zη

) + g3/2
(
z2
η

)
. (25)

Below Tc1, only the mF = 1 component condenses. It is jus-
tified to assume Nc

+ 
 Nc. Then relation Nc = N − ∑
σ NT

σ

defines the condensate fraction of the mF = 1 component

Nc
+

N

 1 −

(
T

Tc1

)3/2 F+
3/2(T ,zη)

F+
3/2(Tc1,zηc1)

. (26)

The second phase transition. The second phase transi-
tion occurs for zη → e−βqh2

(η → qh2) when Nc
0 � 1 and

Nc
− → e−2βqh2

/(1 − e−2βqh2
). In this regime T < Tc2, thermal

populations are

NT
+ =

(
L

λdB

)3

g3/2(1), (27)

NT
0 =

(
L

λdB

)3

g3/2(1), (28)

NT
− =

(
L

λdB

)3

g3/2
(
e−2βqh2)

. (29)

The second transition temperature Tc2 can be obtained
using the difference between the total atom number N

and the magnetization M . For temperatures T ∈ [Tc2,Tc1],
in the absence of condensates in the mF = 0, − 1 components,
the difference is N − M 
 2NT

− + NT
0 . The second transition

temperature expressed in terms of Bose functions present in
Eqs. (21) and (22) is

kBTc2 = 2π�
2

mL2

[
N − M

G3/2(Tc2)

]2/3

, (30)

where

G3/2(T ) ≡ g3/2(1) + 2g3/2
(
e−2βqh2)

. (31)

Below Tc2, the Bose-Einstein condensate can be formed
in all components and condensate fractions satisfy the set of
equations

Nc = Mc(T ) + (N − M)

[
1 −

(
T

Tc2

)3/2
G3/2(T )

G3/2(Tc2)

]
,

(32a)

Nc
+ − Nc

− = Mc(T ), (32b)

2

Nc
0

= 1

Nc+
+ e−2βqh2

Nc−
− 2 sinh(βqh2)e−βqh2

. (32c)

Here we have introduced the condensate part of the magneti-
zation Mc ≡ M − MT and the thermal part of magnetization

MT (T ) ≡
(

L

λdB

)3[
g3/2(1) − g3/2

(
e−2βqh2)]

. (33)

A derivation of Eqs. (32a)–(32c) is included in Appendix A.
An analytical solution of Eqs. (32a)–(32c) is presented in
Appendix B. We have checked the validity of the analytical
solution against the self-consistent numerical result.

2. For qh2 � η

First, one should note that this case does not exist in the
absence of an external magnetic field since η can take positive
values for M > 0. That is a new area of the phase diagram,
which appears due to the quadratic Zeeman effect.

The first phase transition. This time, the mF = 0 compo-
nent undergoes condensation first, which means that z0 → 1
(or μ → 0) and Nc

0 � 1. One obtains new expressions for NT
+ ,
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NT
0 , and NT

− , which hold under the critical temperature Tc1:

NT
+ =

(
L

λdB

)3

g3/2
(
e−βqh2

zη
−1

)
, (34)

NT
0 =

(
L

λdB

)3

g3/2(1), (35)

NT
− =

(
L

λdB

)3

g3/2
(
e−βqh2

zη

)
. (36)

The first critical temperature Tc1 and the fugacity at the critical
point zηc1 can be obtained from the following equations:

N =
(

L

λdB(Tc1)

)3

F 0
3/2(Tc1,zηc1), (37)

M =
(

L

λdB(Tc1)

)3[
g3/2

(
zηc1

−1e−qh2/kTc1
)

− g3/2
(
zηc1e

−qh2/kTc1
)]

, (38)

where we have introduced

F 0
3/2(T ,zη) ≡ g3/2

(
zη

−1e−βqh2) + g3/2(1) + g3/2
(
zηe

−βqh2)
.

(39)

At the critical point the fugacity is smaller than one [zη(Tc1) <

1] since M � 0 and g3/2 is an increasing function of its argu-
ment and takes positive values. Assuming that Nc

0 
 Nc for
T ∈ [Tc2,Tc1], once again the relation Nc = N − ∑

mF
NT

mF

defines the condensate fraction in the mF = 0 component

Nc
0

N

 1 −

(
T

Tc1

)3/2 F 0
3/2(T ,zη)

F 0
3/2(Tc1,zηc1)

. (40)

The second phase transition. One expects zη ∼ e−βqh2
,

implying that the mF = 1 component starts condensing: Nc
+ �

1 and again Nc
− → e−2βqh2

/(1 − e−2βqh2
). Nevertheless, in

this regime we should define Tc2 in the other way. Neither
N nor N − M can be used anymore since they involve

N0
c /N , which is now unknown in the intermediate region of

temperatures. The only solution is to use the magnetization M

and define Tc2 as the temperature for which Nc
+ 
 Nc

−  N ,
that is,

kBTc2 = 2π�
2

mL2

(
M

g3/2(1) − g3/2
(
e−2qh2/kTc2

))2/3

, (41)

which is equivalent to M = MT (Tc2). This choice is justified
in the thermodynamic limit when N � e−2βqh2

/(1 − e−2βqh2
)

and mathematically within our equations for βqh2 � 1 and
any N . Below Tc2, condensate fractions satisfy the set of
equations

Nc = N −
(

L

λdB

)3[
2g3/2(1) + g3/2

(
e−2βqh2)]

,

(42a)

Nc
+ − Nc

− = Mc(T ), (42b)

2

Nc
0

= 1

Nc+
+ e−2βqh2

Nc−
− 2 sinh(βqh2)e−βqh2

, (42c)

where only Eq. (42a) is different from the set of equa-
tions (32a)–(32c).

B. Phase diagram

The nonzero magnetic field changes dramatically the phase
diagram of the critical temperatures, which is shown in Fig. 1.
The phase diagram consists of four phases A, B, B ′, and
C separated by the two critical temperatures Tc1 and Tc2.
Depending on the value of the temperature, the system can
be A, a nondegenerate thermal gas; B, a condensate in
the mF = 1 component; B ′, a condensate in the mF = 0
component and thermal atoms in other components; or C,
a condensate in the mF = 0 and 1 and, in the mF = −1
component, a gas with a non-negligible fraction of atoms in
the lowest energy level for βqh2  1 or with a negligible
fraction of atoms in the lowest energy level for βqh2 � 1. A
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0
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FIG. 1. (Color online) (a) and (b) Phase diagram of the critical temperatures, with Tc1 marked by solid lines and Tc2 marked by
dashed lines. In (a) black lines are for qh2 = 0, red lines are for qh2 = 0.5�

2/mL2, and blue lines are for qh2 = 12.5�
2/mL2. Here

T 0
c = (2π�

2/mL2)[N/ζ (3/2)]2/3 is the critical temperature for the one-component condensate in the box potential. (b) shows the same
parameters for qh2 = 12.5�

2/2mL2. The arrow indicates the threshold at the critical temperatures’ intersection point. Particular parts of the
diagram are A, thermal atoms (no condensate); B, condensate in the component mF = 1; B ′, condensate in the component mF = 0 only; and C,
condensate possible in all components. (c) Threshold temperature Tth/T 0

c (solid line) and the threshold magnetization Mth/N (dash-dotted line)
at the critical temperatures’ intersection point as a function of the quadratic Zeeman energy shift qh2/ε with ε = �

2/2mL2. The asymptotic
values of the threshold critical temperature T ∞

th /T 0
th = 2−2/3 and the threshold magnetization M∞

th = 1/2 are marked by dashed and dotted
lines, respectively. Here the total number of atoms is N = 104.
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FIG. 2. (Color online) Condensate fractions for M > Mth, with N = 104 and M = 6 × 103, and (a) qh2 = 0, (b) qh2 = 0.1�
2/mL2, and

(c) qh2 = �
2/mL2. Here nc = Nc/N is the total condensate fraction (solid black line), nc

+ is the condensate fraction in the mF = 1 component
(dashed red line), and nc

0 and nc
− are the condensate fractions in the mF = 0 (dot-dashed green line) and mF = −1 (dotted blue line) components,

respectively. Lines are the solution of Eqs. (32a)–(32c), while points are the results of Monte Carlo simulations.

possible destination is controlled by the magnetization, with
a special role for the threshold magnetization at the critical
temperatures’ intersection point Mth ≡ M(T = Tc1 = Tc2). If
M < Mth then to obtain particular quantities one should use
expressions from Sec. III A 2 and in the opposite case (M >

Mth) from Sec. III A 1. The procedure to obtain numerical
values for the critical temperatures is explained in Appendix C.

Analytical expressions for the threshold critical temperature
Tth and the threshold magnetization Mth are

(
Tth

C

)3/2

= N

2g3/2(1) + g3/2
(
e−2qh2/kBTth

) , (43)

Mth

N
= 3g3/2(1)

N

(
Tth

C

)3/2

− 1, (44)

where C = h2/2πmL2kB . The above expressions are obtained
by comparing critical temperatures Tc1 and Tc2 for both
qh2 > η and qh2 < η. In Fig. 1(c) we show the threshold
critical temperature (43), the threshold magnetization (44), and
their asymptotic values for βqh2 → ∞, which are T ∞

th /T 0
th →

2−2/3 and M∞
th /N → 1/2, respectively.

C. Condensed fractions

Condensate fractions, i.e., solutions of Eqs. (32a)–(32c)
for M > Mth and solutions of Eqs. (42a)–(42c) for M < Mth,
are presented in Figs. 2 and 3, respectively, and are marked
by lines. Points are the results of the Metropolis algorithm
adapted to the model (more details concerning the algorithm
can be found in Sec. IV B).

Figure 2 is for values of the magnetic field in the area M >

Mth where qh2 � η. These graphs show that modifications of
condensed fractions occur mainly for low magnetic fields. The
effect of the nonzero magnetic field is the most visible on the
condensate fraction in the mF = −1 component. Notice that,
at zero magnetic field, the fraction of the condensate in the
mF = −1 component decreases simply with the temperature
[see Fig. 2(a)]. In the transient magnetic-field regime, the
condensed fraction in the mF = −1 component increases from
zero, reaches a maximum, and then decreases to zero at the
second critical temperature [see Fig. 2(b)]. The condensed
fraction in the mF = −1 component decreases quickly and can
be neglected in the high-magnetic-field regime [see Fig. 2(c)].
Condensed fractions are linked together when the condensed
fraction of the mF = −1 component disappears, whereas the

0 0.2 0.4 0.6 0.8 1
T/T0c

0

0.2

0.4

0.6

0.8

1
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nc+
nc0
n0-

(a)

0 0.2 0.4 0.6 0.8 1
T/T0c

0
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0.4

0.6

0.8
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nc+
nc0
nc-

(b)

FIG. 3. (Color online) Condensate fractions for M < Mth, with N = 104 and M = 50, and (a) qh2 = 0 and (b) qh2 = �
2/mL2. Here

nc = Nc/N is the total condensate fraction (solid black line), nc
+ is the condensate fraction in the mF = 1 component (dashed red line), and nc

0

and nc
− are the condensate fractions in the mF = 0 (dot-dashed green line) and mF = −1 (dotted blue line) components, respectively. Lines are

the solution of Eqs. (42a)–(42c), while points are the results of Monte Carlo simulations. Particular points in (a) correspond to averaging over
different representations of an ensemble and show strong fluctuations of condensate fractions in the regime of zero magnetic field and almost
zero magnetization.
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condensed fraction in the mF = 1 component decreases and
the condensate fraction in the mF = 0 component increases.
Nevertheless, the slope breaking that occurs at Tc2, already
present when h = 0, is still neat. The fugacity varies dramat-
ically near the zero temperature for small values of magnetic
fields, which explains sharp variations of the condensed
fractions in Fig. 2(b).

Figure 3 is for the magnetization M < Mth where qh2 �
η. The value of magnetization is M = 50 and very small
compared to N = 104; therefore the difference between Nc

+
and Nc

− is not visible. Notice the strong fluctuations of the
condensate fractions for zero magnetic field that are results of
Monte Carlo simulations [see the different points in Fig. 3(a)].
Indeed, for zero magnetization and zero magnetic field the
ground state of the ideal gas is strongly degenerate [11], which
gives rise to strong fluctuations of condensate fractions. The
nonzero magnetic field reduces degeneracy and hence reduces
fluctuations of condensate fractions in Fig. 3(b).

IV. INTERACTING GAS

The ground state of a spin-1 Bose gas in the presence of
ferromagnetic and antiferromagnetic interactions was widely
studied within the single-mode approximation [21] and be-
yond [22] and investigated in experiments for antiferromag-
netic condensates [8]. The structure of the ground state is
quite complex and depends not only on the magnetization
and magnetic field but also on the relative phase between
components of the Bose gas. It consists of a polar, nematic,
or magnetic state and two-component or three-component
solutions with phase and antiphase matching for ferromagnetic
and antiferromagnetic interactions, respectively. We are aware
of the temperature dependence of such structures, in particular
the boundaries between different phases.

The nonzero temperature introduces a multimode structure,
therefore we describe the system within the classical field
approximation that takes into account thermal populations and
interactions among many modes. Indeed, classical fields and
stochastic methods [23] as well as Hartree-Fock or Hartree-
Fock-Popov approximations [24] were applied for spinor
condensates at nonzero temperature but for free magnetization.
Among all of the finite-temperature methods that are used
for single-component condensates, those like classical fields
are not perturbative and thus contain all nonlinear terms that
are present in the Hamiltonian. It makes them very suitable
for studying thermodynamics in the whole temperature range,
which is not the case for methods based on the Bogoliubov
approximation. Below we just briefly recall the main concept
of the classical field approach; more details concerning the
foundations of the approximation can be found in [13].

A. Classical field approximation

The classical field approach consists of (i) replacement of
the creation and annihilation operators by complex amplitudes
and (ii) restriction of the summation over modes to a finite
number extended all the way to the momentum cutoff Kmax.
The field operator is replaced by a classical field (complex

function) of a well-defined number of momenta modes

ψj (r) =
∑

k�Kmax

aj (k). (45)

The energy Eψ of such a classical field is given by discretiza-
tion of the Hamiltonian H = H0 + HA [Eqs. (1) and (2)]. The
total number of atoms is

N =
∑

j

∑
k�Kmax

|aj (k)|2 (46)

and the magnetization is

M =
∑

k�Kmax

[|a+(k)|2 − |a−(k)|2]. (47)

Various observables have a more or less pronounced de-
pendence on the cutoff. Here we choose the cutoff momentum
such that in the thermodynamic limit the noncondensed
density for a single-component ideal Bose gas in the de-
generate regime is exactly reproduced by the classical field
model [25]. The condition gives EKmax 
 2.695kBT , where
EKmax = 3�

2(π/L)2/2m is the maximal kinetic energy on the
grid.

B. Metropolis algorithm for a spin-1 Bose
gas with fixed magnetization

We adapt the Metropolis scheme [14] to the system of
classical fields as described in [15]. The main idea of this
Monte Carlo method is to generate a Markovian process of a
random walk in phase space. All states of the system visited
during this walk become members of the statistical ensemble
and are used in ensemble averages.

In order to obtain a statistical average of any observable A,

Āj = 1

N

N∑
s=1

〈
ψ

(s)
j

∣∣A∣∣ψ (s)
j

〉
, (48)

one should generate N copies of the classical fields ψ
(s)
j . A

canonical average is obtained in the limit N → ∞ provided
the number of members of the ensemble with energy Eψ is
proportional to the Boltzmann factor e−Eψ/kBT . This can be
achieved in a random walk where a single step of the Markov
process is defined as follows.

(i) A set of amplitudes a
(s)
j (k) determines the state selected

to be a member of the canonical ensemble at the sth step
of the random walk. The corresponding energy Eψ of the
classical field is calculated according to (1) and (2). As the
initial condition (s = 1), any state that satisfies the condition
of the fixed total number of atoms N and the magnetization M

may be chosen as a member of the ensemble.
(ii) A trial set of amplitudes ã

(s)
j (k) is generated by a

random disturbance of ã
(s)
j (k) = a

(s)
j (k) + δ

(s)
j (k) followed by

normalization to account for the total number of atoms.
This way a trial classical field ψ̃

(s)
j is obtained. The corre-

sponding magnetization M̃s , energy Ẽψ̃ , energy difference
�s = Eψ − Ẽψ̃ , and the Boltzmann factor ps = e−�s/kBT are
then calculated.
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FIG. 4. (Color online) Test of the Metropolis algorithm for the 23Na spinor condensate in the low-temperature limit. The condensed fractions
nc

j , for j = ±,0, are plotted as a function of relative magnetization M/N for (a) qh2 = 0 and (b) qh2 = 0.01�
2/mL2. Particular colors denote

condensate fractions in the mF = 1 (red), mF = 0 (green), and mF = −1 (blue) components. Solid lines denote the Bogoliubov theory and
points Monte Carlo results. The total number of atoms is N = 105.

(iii) If the magnetization M̃s of a trial set of amplitudes
satisfies |M − M̃s | � δM , then ã

(s)
j (k) can be considered as a

new member of the ensemble.
(iv) A new member of the Markov chain a

(s+1)
j (k) is selected

according to the following prescription: (a) If �s < 0 then the
trial state becomes a new member of the ensemble a

(s+1)
j (k) =

ã
(s)
j (k) and (b) if �s > 0 then a random number 0 < u < 1

is generated. If u < ps then the trial state becomes a new
member of the ensemble. In the opposite case u > ps , the
initial state a

(s)
j (k) is once more included in the ensemble

a
(s+1)
j (k) = a

(s)
j (k).

The convergence of the procedure is the fastest when
approximately every second trial state becomes a member of
the ensemble. This factor depends on the assumed maximal
value of displacements δ

(s)
j (k) that can be modified during the

walk. The parameter δM should be small enough to ensure
almost constant magnetization M . Note that some number of
initial members of the ensemble should be ignored in order to
avoid the influence of the arbitrarily selected initial state of the
system.

In order to demonstrate the validity of the algorithm we
compare Monte Carlo simulations with the exact solutions
for the ideal gas in Figs. 2 and 3 and with the approximated

Bogoliubov theory for the antiferromagnetic condensate in
Fig. 4. In the latter case, analytical solutions are given by the
Bogoliubov transformation for antiferromagnetic interactions
and are valid in the low-temperature limit below the critical
magnetic field [26]. Both comparisons are satisfactory, which
allows us to use the algorithm in a wider range of interactions.

C. Numerical results

In Figs. 5 and 6 we show the results of numerical
simulations using the Metropolis algorithm. Figure 5 is for the
magnetization M = N/2 and Fig. 6 for M = 50. Condensate
fractions for atoms with antiferromagnetic interactions are
marked by closed points and those for atoms with ferromag-
netic interactions by open ones. Particular colored symbols
denote condensate fractions in the mF = 1 (red circles), mF =
0 (green squares), and mF = −1 (blue diamonds) components.
Solid lines denote results for the ideal gas, added in the figures
for comparison.

The double phase transition that occurs in the system
as it is determined by the ideal gas calculations is clearly
revealed. It does not seem that critical temperatures were
affected very much by interactions. Moreover, even condensate
fractions for the range of temperatures T ∈ [Tc2,Tc1] and any
magnetic field follow the ideal gas prediction. It is not very
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T/T0c
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0.2

0.4

0.6

0.8
(a)

0 0.2 0.4 0.6 0.8
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0

0.2

0.4

0.6

0.8
(b)

0 0.2 0.4 0.6 0.8
T/T0c

0
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0.4

0.6

0.8
(c)

FIG. 5. (Color online) Condensate fractions for 23Na atoms with antiferromagnetic interactions (closed points) and 87Rb atoms with
ferromagnetic interactions (open points). Particular colored symbols denote condensate fractions in the mF = 1 component (red circles),
mF = 0 component (green squares), and mF = −1 component (blue diamonds). Solid lines are the results for the ideal gas. The total
number of atoms is N = 104, the magnetization M = N/2, and the values of magnetic fields are (a) qh2 = 0, (b) qh2 = 0.124�

2/mL2, and
(c) qh2 = �

2/mL2.
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FIG. 6. (Color online) Same as in Fig. 5 but for magnetization M = 50. Condensate fractions for 23Na atoms with antiferromagnetic
interactions are marked by closed points and for 87Rb atoms with ferromagnetic interactions by open points. Particular colored symbols denote
condensate fractions in the mF = 1 component (red circles), mF = 0 component (green squares), and mF = −1 component (blue diamonds).
Solid lines are the results for the ideal gas. The total number of atoms is N = 104 and the values of magnetic fields are (a) qh2 = 0 and (b)
qh2 = �

2/mL2. In (a) condensed fractions for atoms with ferromagnetic interactions are presented in the main figure. Numerous points in the
inset show condensate fractions for atoms with antiferromagnetic interactions that are obtained by averaging over different representations of
ensemble members.

surprising since the system condenses in this regime like the
single-component gas. Below the second critical temperature
the condensate scenario results from the competition between
spin-dependent interactions (dominant at low magnetic fields)
and the quadratic Zeeman energy (dominant at large magnetic
fields). The impact imposed by interactions is the most
visible in the low-magnetic-field regime where ferromagnetic
atoms condense differently than antiferromagnetic and neither
matches the ideal gas curve [see Figs. 5(a) and 5(b)]. Nev-
ertheless, dissimilarity in populations of a given component
between both interaction types is not so large.

The antiferromagnetic interaction reduces the condensate
population in the mF = 0 component in all of the temperature
range for magnetic fields below its critical value known from
the ground-state analysis [21] [see Fig. 5(a)]. Simultaneously,
the condensate fraction in the mF = ±1 components decreases
like (T/T 0

c )3/2. The ferromagnetic interaction allows for
condensation in all components and populations in the lowest
momentum mode may decrease or increase up to the second
critical temperature depending on mF . In the other parameters
regime condensate fractions may not simply decay with the
temperature but may also increase up to some temperature,
reach a maximum, and then decrease [see, e.g., the closed
red points in Fig. 5(b)]. This feature is also observed for
the ideal gas. In the high-magnetic-field regime, where the
quadratic Zeeman energy dominates over the spin-dependent
interaction energy, the condensate scenario matches the ideal
gas prediction for both types of interactions, which can be seen
in Figs. 5(c) and 6(b).

The interesting case of almost zero magnetization and zero
magnetic field is presented in Fig. 6(a). We observe strong
fluctuations of condensed fractions for atoms with antifer-
romagnetic interactions (shown in the inset), which is not the
case for ferromagnetic atoms (shown in the main figure). In the
inset of Fig. 6(a) numerous points are obtained by averaging
over different representations of ensemble members. The
results of the Monte Carlo simulations strongly fluctuate and
additionally they are sensitive to the parameters of simulations
(members of ensemble or δM , for example). Similar to the

ideal gas, the ground state of the antiferromagnetic condensate
is degenerated, which gives rise to observed fluctuations.
The phenomenon that is behind this effect is called spin
fragmentation and has already been investigated theoretically
for the antiferromagnetic spinor condensate [27].

V. SUMMARY

We have studied the thermodynamics of a spin-1 Bose
gas with fixed magnetization in the presence of a nonzero
magnetic field. We have given explicit expressions for the
two critical temperatures and all condensate fractions for
the ideal gas. We have shown the occurrence of a peculiar
phase in the phase diagram of critical temperatures. The
interacting gas was studied within the classical field approach,
which is not perturbative and includes all nonlinear terms
present in the Hamiltonian. An alternative method, namely, the
stochastic projected Gross-Pitaevskii equation, was recently
adapted to the case of a spin-1 Bose gas but for free mag-
netization [23]. We found that interactions strongly affect the
condensation scenario below the second critical temperature
and for low magnetic fields. In this regime of parameters
the thermodynamics of ferromagnetic and antiferromagnetic
gases are different. The condensation is not affected much by
interactions for values of temperatures between the two critical
temperatures T ∈ [Tc1,Tc2] for all values of magnetic fields.
Furthermore, the condensation is not affected by interactions
in the whole temperatures range in the high-magnetic-field
limit. Generalization to a Bose gas with arbitrary spin F

is straightforward. Our results provide the opportunity to
study the influence of a multimode structure on the properties
of spinor condensates, providing an interesting direction for
future work.
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APPENDIX A: EQUATIONS FOR CONDENSATE
FRACTIONS WHEN T ∈ [0,Tc2]

Here we show how to obtain Eqs. (32a)–(32c) for condensed
fractions. Equation (32a) is obtained by writing Nc = Nc

+ +
Nc

0 + Nc
− = N − NT in the form

Nc = N −
(

L

λdB

)3[
2g3/2(1) + g3/2

(
e−2βqh2)]

. (A1)

Then, after introducing G3/2 and MT , it has the form

Nc = N − MT (T ) −
(

L

λdB

)3

G3/2(T ). (A2)

Knowing that N − M = (L/λdB)3G3/2(T ), after some algebra
one finds Eq. (32a).

Equation (32b) is obtained just by rewriting the total
magnetization in terms of its condensate and thermal parts
M = (Nc

+ − Nc
−) + (NT

+ − NT
− ) and an observation that the

whole thermal part simply reduces to MT (T ).
Equation (32c) is a bit more tedious to obtain. It is a peculiar

case of a more general formula, valid in any regime, that we
prove now. Starting from the set of equations

Nc
+ = z+

1 − z+
, (A3)

Nc
0 = z0

1 − z0
= z+zηe

βqh2

1 − z+zηeβqh2 , (A4)

Nc
− = z−

1 − z−
= z+zη

2

1 − z+zη
2
, (A5)

we rewrite

1

Nc+
= 1

z+
− 1, (A6)

1

Nc
0

= 1

z+zηeβqh2 − 1, (A7)

1

Nc−
= 1

z+zη
2

− 1, (A8)

which shows that

zηe
−βqh2

Nc−
+ zη

−1e−βqh2

Nc+
= 2

Nc
0

+ 2 − zηe
−βqh2 − zη

−1e−βqh2
,

(A9)

which leads to Eq. (32c) in the limit zη → e−βqh2
.

APPENDIX B: ANALYTICAL SOLUTION OF EQUATIONS
FOR CONDENSATE FRACTIONS WHEN T ∈ [0,Tc2]

Algebraic consideration of Eqs. (32a)–(32c) leads to the
following equation for Nc

0 :

Nc
0

3 + aNc
0

2 + bNc
0 + c = 0, (B1)

where

a ≡ 1 − 2uNc + 2ũ

u
, (B2)

b ≡ −2Ncũ − 2Meffu + 2Nc − uNc
2 + uM2

eff

u
, (B3)

c ≡ Nc
2 − M2

eff

u
, (B4)

with u(q,h,T ) ≡ sinh(βqh2)e−βqh2
and ũ(q,h,T ) ≡

cosh(βqh2)e−βqh2
. The quadratic Zeeman effect transforms

the equation for Nc
0 , which is a second degree polynomial for

the zero magnetic field, into a third degree polynomial. That
polynomial has three roots. One needs to select, among those
solutions, the only one that is physical: real, non-negative, and
with values between 0 and N . To avoid numerical difficulties,
one can find analytical solutions of this equation using, for
instance, Cardan’s method and select the one that has the
proper limit when qh2 → 0. To do so we define

X ≡ Nc
0 + a

3
, (B5)

which allows us to put the polynomial into the form

X3 + p̃X + q̃ = 0, (B6)

with

p̃ ≡ b − a2

3
, (B7)

q̃ ≡ a

27
(2a2 − 9b) + c. (B8)

Then we write

X ≡ u + v (B9)

and note that u3 and v3 are solutions of

X2 + q̃X − p̃3/27 = 0. (B10)

Then we introduce

� ≡ 27q̃2 + 4p̃3

27
. (B11)

Numerically, it appears that � < 0 and p̃ < 0, which means
that there are three solutions

Xk = 2
√

−p̃/3 cos

[
1

3
arccos

(
− q̃

2

√
27

−p̃3

)
+ 2kπ

3

]
,

(B12)

where k ∈ {0,1,2}. To find Nc
0 k

, we have to keep in mind that

Nc
0 k

= Xk − a

3
. (B13)

Eventually, we find that Nc
0 1 should always be selected for Nc

0
because it is the only solution that gives the appropriate limit
when qh2 → 0. Then, having Nc

0 , we can easily calculate Nc
+

and Nc
− with Eqs. (32a) and (32b).
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APPENDIX C: HOW TO OBTAIN THE PHASE DIAGRAM

In this appendix we explain how to compute numerically
the transition temperatures Tc1 and Tc2 for any fixed mag-
netization. There is an additional difficulty in computing Tc1

compared to the case when h = 0 since its definition involves
zηc1 ≡ zη(Tc1), which is unknown. We can determine zηc1 from
the constant of motion M/N , but to do so we have to know
the value of Tc1, as can be seen from the following sets of
equations:

Tc1 ≡ C

(
N

F+
3/2(Tc1,zηc1)

)2/3

, (C1)

M

N
= g3/2(1) − g3/2

(
z2
ηc1

)
g3/2(1) + g3/2

(
eqh2/kBTc1zηc1

) + g3/2
(
z2
ηc1

) (C2)

if qh2 � η and

Tc1 ≡ C

(
N

F 0
3/2(Tc1,zηc1)

)2/3

, (C3)

M

N
= g3/2

(
e−qh2/kBTc1zηc1

−1
) − g3/2

(
e−qh2/kBTc1zηc1

)
g3/2

(
e−qh2/kBTc1zηc1

−1
)+ g3/2(1) + g3/2

(
e−qh2/kBTc1zηc1

)
(C4)

if qh2 � η. There are no further independent equations
available for those two quantities, so they have to be solved in
a self-consistent way.

Let us suppose that the magnetization is such that the system
is in the area where qh2 � η. We know the value of Tc1 without
a magnetic field and can sensibly expect that if a magnetic

field is switched on, the critical temperature will be of the
same order of magnitude as it used to be, so we set the value of
Tc1 in the absence of any field qh2 = 0 to compute the value of
zηc1 and then put this value into (C1) to compute the corrected
value of Tc1, which can be used in (C2) to compute zηc1. Those
operations should be performed as many times as needed
to make the effect of the wrong initial value disappear. The
convergence is fast and after a few steps we are close to the
fixed point for Tc1.

We can proceed in the same way using (C3) and (C4) if
qh2 � η, but how is it possible to know at once if we are
in this case or in the other? We do not know it, but it is of
no importance whatsoever if we use a little trick familiar to
chemists. At the beginning we make some assumption and then
check if the computed value zηc1 is consistent with this guess.
If not, then it means that the assumption was wrong and that
the system is in the other area. We should begin calculations
again. Numerical problems can occur if we are really near the
border between the two areas, so we need to be careful.

Eventually, to find the second critical temperature, we
compute the only solution of the equation in Tc2,

Tc2 − C

(
N − M

MT (qh2,Tc2) + 3g3/2
(
e−2qh2/kBTc2

))2/3

= 0 (C5)

if qh2 � η or

Tc2 − C

(
M

g3/2(1) − g3/2
(
e−2qh2/kBTc2

))2/3

= 0 (C6)

if qh2 � η. The bisection method allows us to find this value
with the requested accuracy, taking 0 for the lower bound and
the temperature Tc1 for the upper bound.
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Rev. Lett. 106, 135301 (2011); T. Karpiuk, P. Deuar, P. Bienias,
E. Witkowska, K. Pawlowski, M. Gajda, K. Rzążewski, and
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