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The existing distributed quantum gates required physical particles to be transmitted between two distant nodes
in the quantum network. We here demonstrate the possibility to implement distributed quantum computation
without transmitting any particles. We propose a scheme for a distributed controlled-phase gate between two
distant quantum-dot electron-spin qubits in optical microcavities. The two quantum-dot-microcavity systems
are linked by a nested Michelson-type interferometer. A single photon acting as ancillary resource is sent
in the interferometer to complete the distributed controlled-phase gate, but it never enters the transmission
channel between the two nodes. Moreover, we numerically analyze the effect of experimental imperfections and
show that the present scheme can be implemented with high fidelity in the ideal asymptotic limit. The scheme
provides further evidence of quantum counterfactuality and opens promising possibilities for distributed quantum
computation.
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I. INTRODUCTION

Counterfactual quantum information processing suggests
that relevant quantum information tasks can be achieved
without exchanging physical particles between two distant
parties, so it has been attracting more and more attention in
recent years. Counterfactual quantum communication can be
seen as the generalization of interaction-free measurements,
which was proposed by Elitzur and Vaidman in 1993 [1]
and improved by Kwiat et al. in 1995 [2]. The basic idea
of these protocols is that if there is an obstructing object
in one of the arms of the Mach-Zehnder interferometer, the
interference of the photon passing through the interferometer
will be destroyed even though the photon was not absorbed
by the object at all. Hence the existence or absence of the
obstructing object can be revealed by the path information of
the photon without interaction between the photon and the ob-
ject. Subsequently, Hosten et al. [3] proposed a counterfactual
scheme for implementing Grover’s search algorithm by using
the “chained” version of the quantum Zeno effect in 2006,
which opened the probability for counterfactual quantum com-
putation. Counterfactual quantum key distribution (CQKD)
has also been investigated extensively since the first CQKD
scheme was presented by Noh in 2009 [4]. Experimentally,
CQKD with no particle transmitted has been realized by
different research groups [5,6], and its unconditional security
was proved in an ideal situation [7,8]. Recently, Salih et al. [9]
demonstrated that classical information can be transferred
from the sender to the receiver without any particles traveling
between them, which challenged the long-standing assumption
that information transfer requires physical particles to travel
between sender and receiver, and attracted much subsequent
attention [10–12].

Quantum computation is a central part of quantum infor-
mation science due to the incredible computational power
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over its classical counterpart. The building blocks of quantum
computation are quantum logic gates. Universal quantum
computation can be implemented by single-qubit gates and a
two-qubit controlled-NOT gate or a controlled-phase (CPHASE)
gate [13], that is, any complex gates can be decomposed into
these two elementary logic gates in principle. For a large-scale
quantum computation network, it is necessary to perform
computational tasks between qubits of distant nodes, which
is called distributed quantum computation [14,15]. Many
schemes for distributed quantum computation have been put
forward in the past few years [16–21]. Undoubtedly, the dis-
tributed controlled-NOT or CPHASE gate was the most important
part in these schemes. One method to realize the nonlocal
interaction was that remote qubits interacted respectively with
one particle of a two-body entangled pair, which means prior
entanglement sharing is required. Another method was that
a mediating particle was transmitted in the quantum channel
between the two nodes and interacted with the two separate
qubits successively. We also note that some quantum zeno
style gates based on interaction-free measurement have been
proposed in different systems [22–27]. These schemes took
advantage of the idea of quantum interrogation, and they were
local quantum gates. Although qubits in the gates did not
interact with each other, they needed direct contact or indirect
contact by an intermediate system between them, that is,
these interaction-free quantum gates also required to transmit
particles between qubits.

Here, we will demonstrate that distributed quantum com-
putation can be achieved without transmitting any particles. A
CPHASE gate between two nonlocal qubits will be constructed
in the quantum-dot (QD)-microcavity coupled system, which
is a promising physical system for solid-state-based quantum
information processing due to the recent developments in
semiconductor nanoelectronics technology. Many efforts have
been made on the QD-based quantum information, such
as fast initialization [28], nondestructive measurement [29],
and coherent manipulation [30,31] of single-electron spins
in QDs. Especially, Bonato et al. [32] showed that, in the
weak-coupling cavity QED regime, a good interaction existed
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between a photon and a charged self-assembled GaAs/InAs
QD. Based on the spin-selective photon reflection from a
double-sided microcavity, a series of quantum information
processing schemes based on the QD-microcavity system
were proposed in recent years [33–37]. All the above works
demonstrated that the quantum-dot system is one of the most
promising candidates for the storage and manipulation of quan-
tum information. In this paper, we propose a counterfactual
distributed CPHASE gate for quantum-dot spin qubits in double-
sided optical microcavities. Two nonlocal QD-microcavity
units are linked by a nested Michelson-type interferometer.
In order to achieve the CPHASE gate, an auxiliary single photon
needs to enter the interferometer, however, we will show
that the photon never passes through the channel between
the two nonlocal units. Therefore, the CPHASE gate can be
achieved counterfactually without transmitting any particles.
The present scheme further exhibits the counterfactuality of
quantum mechanics and maybe opens a different way for
distributed quantum computation.

II. COUNTERFACTUAL DISTRIBUTED CPHASE GATE
FOR TWO QUANTUM-DOT SPIN QUBITS

We first introduce the QD-microcavity unit. Consider a sys-
tem consisting of a singly charged self-assembled GaAs/InAs
QD with four relevant electronic levels, |↑〉, |↓〉, |↑↓⇑〉, and
|↑↓⇓〉 as shown in Fig. 1, being embedded in an optical
resonant double-sided microcavity. The charged exciton X−,
produced by the optical excitation of the system, consists of
two electrons bound in one hole. The two electrons in the
exciton are in a singlet state and have total spin zero, so
the electron-spin interactions with the heavy-hole spin are
avoided. The spin of the excess electron in the QD interacts
with two types of incident circular polarization photon, one
involving the photon with spin sz = +1 (|R↑〉 or |L↓〉) and the
other involving the photon with spin sz = −1 (|R↓〉 or |L↑〉).
According to the optical selection rules and the transmission
and reflection rules of the cavity for an incident circular polar-
ization photon, the interactions between photons and electrons
in the QD-microcavity coupled system can be described as
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FIG. 1. (Color online) Relevant energy levels and optical selec-
tion rules for the optical transition of negatively charged exciton X−.
The superscript arrows of the photon states indicate their propagation
direction along or against the z axis.

follows [32]:

|R↑,↑〉 → |L↓,↑〉,|L↑,↑〉 → −|L↑,↑〉,
|R↓,↑〉 → −|R↓,↑〉,|L↓,↑〉 → |R↑,↑〉,

(1)
|R↑,↓〉 → −|R↑,↓〉,|L↑,↓〉 → |R↓,↓〉,
|R↓,↓〉 → |L↑,↓〉,|L↓,↓〉 → −|L↓,↓〉,

where |R〉 and |L〉 denote the right-circularly polarized
photon state and the left-circularly polarized photon state,
respectively, and the superscript up arrow (down arrow)
denotes the propagating direction of polarized photon along
(against) the z axis.

We now discuss how to counterfactually implement the
CPHASE gate of two nonlocal spin qubits. The setup is shown
in Fig. 2, where switchable mirrors (SMs) can be switched on
and off by external means, and Mi (i = 1,2,3,4,5) is a normal
mirror. The grey part in Alice’s site and the device in Bob’s site
together form a Michelson-type interferometer, which, as an
inner interferometer, is inserted in one of the arms of the outer
Michelson interferometer formed by the light blue part and
Bob’s device. That is, the two optical paths SM1 → M1 and
SM1 → M3 form the outer Michelson-type interferometer, and
the two optical paths SM2 → M2 and SM2 → M3 form the
inner Michelson-type interferometer. Optical delay (OD1(2)) is
used to match the optical path lengthes of the different paths
of the interferometer. Two spin qubits belong to Alice and
Bob respectively. Bob’s QD-microcavity unit is inserted in
one of the arms of the interferometer. Suppose the electron
spins 1 and 2 are initially in the states α|↑〉1 + β|↓〉1 and
γ |↑〉2 + δ|↓〉2, respectively, and the input photon is in the
right circular polarization state |R〉, i.e., the initial state of the
system is

|ψ〉0 = |R〉(α|↑〉1 + β|↓〉1)(γ |↑〉2 + δ|↓〉2). (2)

The photon |R〉 first enters the nested Michelson-type inter-
ferometer via the optical circulator C1. The SM1 is initially
switched off, i.e., allowing the photon to be transmitted, but
it remains on (reflects the photon) as the photon subsequently
travels M cycles in the outer interferometer. After entering
the interferometer, the photon is rotated an angle ϑ (ϑ =
π/2M) by the switchable polarization rotator SPR1, i.e.,
|L〉 → cos ϑ |L〉 + sin ϑ |R〉 and |R〉 → cos ϑ |R〉 − sin ϑ |L〉.
The system state becomes

|ψ〉0 → (cos ϑ |R〉 − sin ϑ |L〉)(α|↑〉1

+β|↓〉1)(γ |↑〉2 + δ|↓〉2). (3)

Then the photon passes through a polarizing beam splitter in
the circular basis (c-PBS), which transmits the right-circularly
polarized photon and reflects the left-circularly polarized
photon. Thus, the |R〉 component of the photon will be
propagated to the normal mirror M1 and stays in Alice’s
site, and the |L〉 component of the photon will enter the
inner Michelson-type interferometer via SM2 and may be
propagated to Bob’s site and interact with the QD spin 1.
Similar to SM1, SM2 is switched off initially (transmits
photons) and then remains on (reflects the photon) once the
photon enters into the interferometer until the photon finishes
the N th cycle in the inner interferometer.
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FIG. 2. (Color online) Schematic of counterfactual distributed CPHASE gate for two spin qubits. Spin 1(2) denotes the QD spin coupled with
two optical microcavity. Ck and Mk (k = 1,2,3 . . .) are optical circulator and normal mirror, respectively. SM1(2): switchable mirror. SPR1(2):
switchable polarization rotator, which rotates the polarization by an angle ϑ(θ ). c-PBSk (k = 1,2,3 . . .): polarizing beam splitter in the circular
basis. Dk (k = 1,2,R,L): conventional photon detector. PS is the phase shifter used to perform the transformation |R〉 ↔ −|R〉.

Obviously, the inner interferometer is only used to achieve
the interaction between the |L〉 component of the photon
and the spin qubit 1 at Bob’s site, so we can introduce
the action of the inner interferometer using the component
|φ〉 ≡ |L〉(α|↑〉1 + β|↓〉1) in Eq. (3). After passing through
SM2, the component |L〉 is first rotated as cos θ |L〉 + sin θ |R〉
by SPR2, that is

|φ〉 → cos θ |L〉(α|↑〉1 + β|↓〉1)

+ sin θ |R↑〉(α|↑〉1 + β|↓〉1), (4)

where |R↑〉 indicates the right-circular polarization will be
injected into the microcavity along the z axis of the QD spin 1
by passing through c-PBS2, C6, and c-PBS3 in sequence, and
the component |L〉 will be reflected by c-PBS2 and propagated
to M2. According to Eq. (1), after the photon-spin interaction,
Eq. (4) will become

|φ〉 → cos θ |L〉(α|↑〉1 + β|↓〉1) + α sin θ |L↓〉|↑〉1

−β sin θ |R↑〉|↓〉1. (5)

According to Fig. 2, the |L↓〉 component in Bob’s site will be
reflected by c-PBS3 and absorbed by the detector D2, but the
|R〉 component will undergo a π phase shift (|R〉 → −|R〉)
from the phase shifter (PS) and come back to the SM2 in
Alice’s site. Thus, for the case that the photon finishes the first
cycle in the inner interferometer and the detector D2 does not

click, the state above is given by

|φ〉 → α cos θ |L〉|↑〉1 + (cos θ |L〉 + sin θ |R〉)β|↓〉1. (6)

Compared with Eq. (5), Eq. (6) has ignored the component
α sin θ |L↓〉|↑〉1, because the |L↓〉 component would be ab-
sorbed by D2 in Bob’s site. By the same process, after N inner
cycles, the SM2 is switched off to allow the photon to leave
the inner interferometer, and Eq. (6) becomes

|φ〉 → α cosN θ |L〉|↑〉1 + [cos(Nθ )|L〉 + sin(Nθ )|R〉]β|↓〉1.

(7)

Therefore, by setting θ = π/2N , the action of the N inner
cycles in the inner interferometer can be represented as

|L〉(α|↑〉1 + β|↓〉1) → α cosN π

2N
|L〉|↑〉1 + β|R〉|↓〉1. (8)

It is not difficult to calculate that the probability that D2 does
not click during the N inner cycles is |α|2 cos2N (π/2N ) +
|β|2. Now, substituting Eq. (8) into Eq. (3), the system state
becomes

|ψ〉0 →
[

cos ϑ |R〉(α|↑〉1 + β|↓〉1)

− sin ϑ

(
α cosN π

2N
|L〉|↑〉1 + β|R〉|↓〉1

)]

× (γ |↑〉2 + δ|↓〉2). (9)
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FIG. 3. (Color online) The parameters xM − zM , xM + zM , and yM in Eq. (15) vs the different values of N and M . (a) xM − zM is close to
−1 for large N and appropriate M . (b) xM + zM approaches 1 for appropriate values of N and M . (c) yM is close to 1 with the increase of M

and does not change with N .

Then the photon returns to c-PBS1 from the inner interfer-
ometer and M1, so the |R〉 component coming from the inner
interferometer will be transmitted by c-PBS1 and absorbed by
the detector D1, and other components will return to SM1.
Now the first outer cycle is finished, and the joint system state
evolves to

|ψ〉1 =
[

cos ϑ |R〉(α|↑〉1 + β|↓〉1)

−α sin ϑ cosN π

2N
|L〉| ↑〉1

]
(γ |↑〉2 + δ|↓〉2). (10)

Repeat the process from Eq. (2) to Eq. (10) M times, i.e., the
photon finishes M outer cycles, the system state can be written
as

|ψ〉M = [αxM |R〉|↑〉1 + βyM |R〉|↓〉1 − αzM |L〉|↑〉1]

× (γ |↑〉2 + δ|↓〉2), (11)

where the parameters xM , yM , and zM satisfy the recursion
relations

xM = xM−1 cos ϑ − zM−1 sin ϑ,

yM = yM−1 cos ϑ, (12)

zM = (xM−1 sin ϑ + zM−1 cos ϑ) cosN π

2N
,

with x1 = y1 = cos ϑ and z1 = sin ϑ cosN (π/2N ). Then SM1

is switched off and the photon leaves the outer interfer-
ometer. Next, the photon is rotated by a half-wave plate
(HWP) oriented at 22.5◦ [|R〉 → (1/

√
2)(|R〉 + |L〉), |L〉 →

(1/
√

2)(|R〉 − |L〉)]. After passing through c-PBS4, the com-
ponent |R〉 (|L〉) will be injected into the microcavity against
(along) the z axis of the QD spin 2. Hence the system state can
be expressed as

|ψ〉M → 1√
2

[αxM (|R↓〉+ |L↑〉)|↑〉1 + βyM (|R↓〉+ |L↑〉)|↓〉1

−αzM (|R↓〉 − |L↑〉)|↑〉1](γ |↑〉2 + δ|↓〉2). (13)

The photon enters the microcavity at Alice’s site to interact
with spin 2. According to Eq. (1), we can obtain

(|R↓〉 + |L↑〉)(γ |↑〉2 + δ|↓〉2)

→ (|R↓〉 + |L↑〉)(−γ |↑〉2 + δ|↓〉2),

(|R↓〉 − |L↑〉)(γ |↑〉2 + δ|↓〉2)

→ (−|R↓〉 + |L↑〉)(γ |↑〉2 + δ|↓〉2). (14)

By substituting Eq. (14) into Eq. (13), the resulting photon-
electron state can be obtained:

|ψ〉M → 1√
2
|R〉[−αγ (xM − zM )|↑〉1|↑〉2

+αδ(xM + zM )|↑〉1|↓〉2

−βγyM |↓〉1|↑〉2 + βδyM |↓〉1|↓〉2]

+ 1√
2
|L〉[−αγ (xM + zM )|↑〉1|↑〉2

+αδ(xM − zM )|↑〉1|↓〉2

−βγyM |↓〉1|↑〉2 + βδyM |↓〉1|↓〉2]. (15)

We plot the variation trend of the parameters xM − zM , xM +
zM , and yM with the values of N and M , as shown in Fig. 3. It
can be seen that (xM − zM ) ∼ −1, (xM + zM ) ∼ 1, and yM ∼
1 for large values of N and M . Therefore, by choosing suitable
outer (inner) cycle numbers M (N ), which can be controlled
by choosing a switching time of SM1(2), the final state can be
approximately written as

|ψ〉M → 1√
2
|R〉[αγ |↑〉1|↑〉2 + αδ|↑〉1|↓〉2

−βγ |↓〉1|↑〉2 + βδ|↓〉1|↓〉2]

− 1√
2
|L〉[αγ |↑〉1|↑〉2 + αδ|↑〉1|↓〉2

+βγ |↓〉1|↑〉2 − βδ|↓〉1|↓〉2]. (16)

After being either transmitted or reflected by the optical cavity,
the photon is forwarded to c-PBS4, c-PBS5, and detectors,
which are used to measure the polarization of the photon.
From Eq. (16), we can see, if the photon is in the state |L〉 (DL

clicks), the CPHASE gate of two spin qubits is directly achieved;
if the photon is in the state |R〉 (DR clicks), the CPHASE gate
can also be accomplished by performing a σZ operation on
electron spin 1.

By now, the distributed CHPASE gate has been achieved
by repeatedly using the nested Michelson-type interferometer.
Reviewing the whole process, we can see that the incident
photon has played a critical role, but it has never passed
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through the transmission channel between Alice and Bob.
That is because as long as the photon passed through the
channel, on the way back from Bob’s site to Alice’s site,
the components |L〉 and |R〉 would be absorbed by D2 and
D1 respectively, and the photon cannot interact with spin
2. The scheme suppresses the probability that the photon
enters the transmission channel by repeatedly using the
nested Michelson-type interferometer, which ensures that
the distributed CPHASE gate can be implemented without
transmitting any physical particles. Therefore, compared with
the existing schemes, the present one is counterfactual.

III. DISCUSSION AND CONCLUSIONS

Now we begin to analyze and discuss the performance of the
present scheme in the practical experiment and some practical
issues that may affect the implementation of the scheme. The
key procedure of the scheme is choosing suitable values of
the outer cycles M and inner cycles N , i.e., the photon’s
rotated angles θ and ϑ by SPR1 and SPR2, which can suppress
the probability that the photon passes through the channel.
Therefore, the value of M(N ) directly affects the success
probability of the counterfactual scheme. From the section
above, we can see that the scheme will succeed only when the
photon is not absorbed by detector D1 or D2, so the success
probability is equivalent to the probability that both detectors
D1 and D2 did not click. We numerically evaluate the success
probability change with M and N as shown in Fig. 4, which
shows that the scheme can be achieved successfully for large
M and N . For example, the success probability P = 0.9169
for M = 20 and N = 500, and P = 0.9615 for M = 60 and
N = 2000. The cycle numbers M and N are determined by
the switching time of SM1 and SM2, respectively. For the
given optical path length and M(N ), the required switching
time of SM1(2) can be easily worked out. Experimentally, the
SM1(2) can be controlled accurately by a computer via the
switching-time sequences [36,38,39]. What is more, ultrafast
optical switches without disturbing the photon’s quantum
state have been demonstrated with a switching window of
10 ps [40,41].
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distributed CPHASE gate vs the loss probability γ for the different
values of M and N .

From the analysis above, we can see that the gate operation
requires large cycle values M and N , so the photon’s loss in
the transmission process will be a critical influence factor for
the gate performance. To quantitatively analyze the effect of
loss, we can define the loss probability as γ , which indicates
the probability that the photon is absorbed by other objects in
the transmission channel of every cycle rather than detector
D1 or D2. Then we rederive the process of the distributed
CPHASE gate with the loss probability γ . By evaluating the
fidelity of the CPHASE gate, we can qualify the influence of
loss. The gate fidelity is defined as [42] F = 〈ψ0|U †ρtU |ψ0〉,
where the overline indicates the average over all possible input
states |ψ0〉, U is the ideal CPHASE gate (note that here U is
the CPHASE gate in the case of given values of M and N

rather than the complete ideal CPHASE gate), and ρt is the
density matrix of the final state after the practical CPHASE

gate operation. We numerically evaluate the gate fidelity
for different values of γ , M , and N in Fig. 5. It can be
seen that the present scheme is sensitive to loss, and the
CPHASE gate has higher fidelity when the loss probability is
suppressed under about 0.5%. The success probability of the
scheme is also affected by the loss in the similar manner.
For example, it can be calculated when γ = 0.2%, M = 60,
and N = 1000, the fidelity F = 96.16% and the success
probability P = 73.06%. Therefore, the present CPHASE gate
can function well with better performance for lower loss
probability.

The basic module in the present scheme is the QD-
microcavity system. Note that the optical transition rules in
Eq. (1) were obtained without regard to the side leakage and
cavity loss. When these factors are not negligible, the reflection
and transmission rules of the coupled and the uncoupled
cavities in Eq. (1) need to be modified. Suppose that the
coupling strength between X− and the cavity field is g; the
cavity field decay rate, the side leakage rate, and the X−
dipole decay rate are described by κ , κs , and γ , respectively.
The reflection and transmission coefficients of a double-sided
optical microcavity for weak excitation limit can be described
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by [33,34]

r(ω) =
[
i(ωX− − ω) + γ

2

][
i(ωc − ω) + κs

2

] + g2[
i(ωX− − ω) + γ

2

][
i(ωc − ω) + κ + κs

2

] + g2
,

(17)

t(ω) = −κ
[
i(ωX− − ω) + γ

2

]
[
i(ωX− − ω) + γ

2

][
i(ωc − ω) + κ + κs

2

] + g2
,

where ω, ωc, and ωX− are respectively the frequencies of the
input photon, the cavity field, and the X− transition. For the
cold cavity, i.e., the QDs do not couple to the cavity field (g =
0), under the resonant interaction condition ωc = ωX− = ω0,
the reflection and transmission coefficients become

r0(ω) = i(ω0 − ω) + κs

2

i(ω0 − ω) + κ + κs

2

,

(18)

t0(ω) = −κ

i(ωc − ω) + κ + κs

2

.

Therefore, under the realistic case of considering the side
leakage and the cavity loss, the rules of optical transitions
in Eq. (1) become [33,34]

|R↑,↑〉 → |r(ω)||L↓,↑〉 + |t(ω)||R↑,↑〉,
|R↓,↓〉 → |r(ω)||L↑,↓〉 + |t(ω)||R↓,↓〉,
|L↑,↓〉 → |r(ω)||R↓,↓〉 + |t(ω)||L↑,↓〉,

(19)
|R↑,↓〉 → −|t0(ω)||R↑,↓〉 − |r0(ω)||L↓,↓〉,
|R↓,↑〉 → −|t0(ω)||R↓,↑〉 − |r0(ω)||L↑,↑〉,
|L↑,↑〉 → −|t0(ω)||L↑,↑〉 − |r0(ω)||R↓,↑〉.

We need to derive the realistic evolution of the system state
during the process of the CPHASE gate operation by replacing
the optical transitions in Eq. (1) with Eq. (19). To qualify the
effect of the side leakage and the cavity loss on the performance
of the CPHASE gate, it is necessary to evaluate the fidelity of
the CPHASE gate by some tedious calculations. We numerically
simulate the varying of the fidelity of the final photon-spin state
versus κs/κ and g/κ for N = 500 and M = 60 as shown in
Fig. 6, which shows that the cavity side leakage and cavity
field decay have an obvious effect on the gate fidelity, and
the effect from κs/κ is greater than g/κ . The scheme has
higher fidelity for κs � κ , for example F = 95.13% for κs =
0.1κ and g = 3κ , and F = 98.19% for κs = 0.01κ and g =
0.5κ . The present scheme requires a microcavity with lower
side leakage, which can be suppressed with the improvement
of fabrication techniques [43]. The weak coupling with g <

(κ + κs + γ )/4 can be easily achieved in experiment, and the
electron spin qubit used in the present scheme and its fast
initialization have also been demonstrated [21,28].

The electron-spin decoherence will also reduce the fidelity
of the scheme. In the GaAs/InAs QD, the decoherence of
the excess electron spin is mainly caused by the hyperfine
interaction between the electron and the nuclear spins. De-
scribe the electron-spin relaxation time and coherence time
by T e

1 and T e
2 . Generally, T e

1 is considerably larger than
T e

2 [44], which means that the fidelity of the scheme is affected
by pure-dephasing processes on the time scale T e

2 and the
effective gate operation should be achieved in the time T e

2 .
The spin decoherence will decrease the fidelity by a factor
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FIG. 6. (Color online) The fidelity of counterfactual distributed
CHPASE gate for the case N = 500 and M = 60 vs the side leakage
rate κs/κ and the normalized coupling strength g/κ . Here we have
set γ = 0.1κ , which is experimentally achievable.

F ′ = [1 + exp(−�t/T e
2 )]/2 [33,34], where �t is the time

interval between two inputs of a photon. In the present scheme,
only when the photon completed the M outer cycles, it can en-
ter into the cavity 2, so the �t here is actually the time from the
release of the photon until it is measured. The scheme requires
the photon to travel many cycles in the interferometer, and
the CPHASE gate should be completed within the electron-spin
coherence time, i.e., �t < T e

2 . Therefore, the coherence time
not only affects the fidelity but also limits the distance between
the two nodes. The approach to prolonging the electron-spin
coherence time is to suppress nuclear spin fluctuations. In
recent years, many works have demonstrated that spin-echo
techniques can greatly suppress the nuclear spin fluctuations
effectively and prolong the electron spin coherence [44–48].
Especially, recent experiment has showed dephasing time T e

2
can exceed hundreds of microseconds by using spin-echo
techniques and a multiple-pulse Carr-Purcell-Meiboom-Gill
echo sequence [49,50]. In the present scheme, we suppose the
optical path length between the two QD-cavity units is L, so
the required time to achieve the counterfactual CPHASE gate is
�t ≈ 2NML/c (c is the speed of light). For the coherent time
T e

2 ∼ 200 μs, �t ∼ 100 μs, M = 30, and N = 500, we can
obtain the fidelity F ′ = 0.8033 and the distance between the
two nodes is limited to the scale of meter magnitude.

In addition, the detectors D1 and D2 in the present scheme
are only used to absorb the photon passed through the
transmission channels, so the sensitivity and dark counts
of the detectors does not influence the efficiency of the
scheme. Hence these detectors can even be replaced with other
absorption objects. While the detection efficiency of DR and
DL will affect the performance of the CPHASE gate, that is
because the successful achievement of the scheme is dependent
on the detection results of DR(L). Nevertheless, DR and DL are
only required to distinguish the vacuum and nonvacuum state
rather than distinguish the number of the photons, which thus
decreases the requirements of the photon detection in practical
realization.

Note that the key component in the present scheme is
the quantum-dot-microcavity unit, which can control the
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transmission or absorption of right-circularly polarized pho-
tons by the quantum state of the electron spin. In this sense,
as long as the quantum control device can be achieved, the
present scheme is universal for other systems. Some alternative
quantum control devices have also been proposed in previous
quantum zeno style gates [22–27]. These local quantum gates
were essentially achieved by use of the quantum version of
interaction-free measurement, so they needed to exchange
particles between two quantum nodes. In principle, these
schemes can be straightway extended to the counterfactual
distributed quantum gates without transmitting any particles
as proposed here, however, this extension might be unpractical
because of their complicated circuits and intrinsic difficulties
of their physical systems. For example, Ref. [22] proposed
that interaction-free quantum computation can be achieved
using flying electrons and positrons, and the implementation of
this scheme needed to employ an accelerator, which no doubt
increased experimental difficulty and cost. The schemes with
single-atom and single-photon qubits required strong coupling
between photon and atom [24–26], otherwise the probability of
success is very small. For this reason, Ref. [27] suggested that
the Rydberg atom ensemble can be used to construct photon
gates. The proposal used the photon’s dual-rail path encoding
and used the combined system of single atom and atom
ensemble as the intermediate system, which also increased the
complexity of the experimental implementation. Therefore, by
contrast, maybe the present scheme is more realistic.

In conclusion, we have proposed a counterfactual scheme
for a distributed CPHASE gate between two distant quantum-dot
electron-spin qubits in optical microcavities. Compared with
the existing distributed quantum computation schemes, the
present scheme does not need to transmit any particles between
two distant nodes in the quantum network. The results of
numerical analysis on the effect of experimental imperfections
showed that the scheme can be effectively implemented
with high fidelity in the ideal asymptotic limit. Once the
distributed CPHASE gates are implemented, the distributed
universal quantum computation and nonlocal entanglement
generation can be straightway achieved. Though the present
scheme requires high experimental conditions, perhaps the fact
that two spatially separated qubits can be controlled by each
other without transmitting any particles is more interesting,
and the fundamental idea may be useful.
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