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We investigate quantum-computational complexity of calculating partition functions of Ising models. We
construct a quantum algorithm for an additive approximation of Ising partition functions on square lattices. To
this end, we utilize the overlap mapping developed by M. Van den Nest, W. Diir, and H. J. Briegel [Phys. Rev.
Lett. 98, 117207 (2007)] and its interpretation through measurement-based quantum computation (MBQC). We
specify an algorithmic domain, on which the proposed algorithm works, and an approximation scale, which
determines the accuracy of the approximation. We show that the proposed algorithm performs a nontrivial task,
which would be intractable on any classical computer, by showing that the problem that is solvable by the proposed
quantum algorithm is BQP-complete. In the construction of the BQP-complete problem coupling strengths and
magnetic fields take complex values. However, the Ising models that are of central interest in statistical physics
and computer science consist of real coupling strengths and magnetic fields. Thus we extend the algorithmic
domain of the proposed algorithm to such a real physical parameter region and calculate the approximation
scale explicitly. We found that the overlap mapping and its MBQC interpretation improve the approximation
scale exponentially compared to a straightforward constant-depth quantum algorithm. On the other hand, the
proposed quantum algorithm also provides partial evidence that there exist no efficient classical algorithm for
a multiplicative approximation of the Ising partition functions even on the square lattice. This result supports
the observation that the proposed quantum algorithm also performs a nontrivial task in the physical parameter

region.
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I. INTRODUCTION

Classical spin models have been widely studied in statistical
physics for a long time as simplified pictures of magnetic
materials. The Ising model is the simplest model consisting
of two-state discrete spin variables, up and down, but exhibits
a rich enough structure to be applied to not only magnetic
materials but also lattice gases [1], binary alloys, neural
systems [2], and economic models [3]. One of the main goals
is to calculate a partition function, which tells us statistical
properties of a system in thermodynamic equilibrium, such
as free energy, magnetization, specific heat, and so on. Many
techniques have been developed to calculate the Ising partition
functions in both exact and approximated manners. Only the
restricted type of Ising models, such as Ising models on two-
dimensional planar lattices without magnetic fields, are exactly
solvable [4,5]. In general, exact calculation of Ising partition
functions belongs to #P-hard problems, which are highly
intractable in classical computing [6]. Furthermore, even an
efficient (multiplicative) approximation of antiferromagnetic
Ising partition functions on general lattices does not exist
unless RP = NP [7,8], which is highly implausible [9,10].
It is a natural question how a quantum computer is useful in
this context [11,12].

Recently, quantum information theory shed new light on
the computational complexity of Ising partition functions.
Bravyi and Raussendorf argued the classical simulatability
of measurement-based quantum computation (MBQC) [13]
on a planar surface code by mapping it into an Ising partition
function on a planar lattice [ 14]. Van den Nest ez al. established
a correspondence between the quantum-stabilizer formalism
and classical spin models [15]. In this mapping, a partition
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function of a classical spin model is expressed as an overlap
between a stabilizer state and a product state. This overlap
mapping allows us to apply powerful results obtained in
the context of quantum information theory to statistical
physics [15,16]. Although a transfer matrix approach and a
state overlap have already appeared in an earlier work [12],
the overlap mapping makes the problem much more tractable,
allowing us to interpret the overlap as MBQC and associated
quantum circuits. For example, Van den Nest et al. showed
that the Ising model on a square lattice is complete in the
sense that a partition function of any classical spin model on
an arbitrary graph can be expressed as a certain instance of
it [17,18]. De las Cuevas et al. have shown that all classical
spin models can be unified as a four-dimensional lattice
gauge theory with real coupling constants [19,20]. Such a
unification has been achieved not only for the discrete spin
variables but also for the statistical models with continuous
variables [21]. Furthermore, by using the overlap mapping,
classical simulatability of MBQC on certain stabilizer states
provides an efficient classical algorithm to calculate the
corresponding partition functions [15,22].

Based on the overlap mapping, De las Cuevas et al.
have proposed a quantum algorithm to approximate partition
functions of classical spin models, such as Ising, Potts, vertex,
and gauge models, in a complex parameter regime [23].
Furthermore, they showed that additive approximations of
certain classical spin models are BQP-complete. (BQP stands
for bounded-error quantum polynomial time computation and
is a class of decision problems that can be efficiently solved
by a quantum computer.) This means that all problems that
are solvable by a quantum computer can be mapped into
these problems. The consequences of this result are twofold.

©2014 American Physical Society
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First, at least for these types of classical spin models, we can
utilize a quantum computer to estimate their partition functions
efficiently. Second, BQP-completeness implies that there is
less of a possibility to do this task using a classical one. (If
it were possible, we could simulate a quantum computer by a
classical computer, which is highly implausible.)

In addition, the quantum-computational complexity of not
only Ising partition functions but also link invariants such
as Jones and Tutte polynomials has also been argued in the
circuit models [24-28], and their additive approximations
have been shown to be BQP-complete. Recently, a sampling
problem related to Ising partition functions was shown to
be classically intractable, although it can be done by using
commutable quantum circuits [29], so-called instantaneous
quantum polynomial time computation (IQP), which seems
to be much weaker than universal quantum computation [30].
These results provide a clue to understanding not only the
complexity of calculating classical spin partition functions but
also problems that are solvable by a quantum computer and
the origin of a quantum speedup.

In this paper, we further investigate the complexity of
calculating Ising partition functions based on the overlap map-
ping [15] and its interpretation through MBQC. We specifically
consider a quantum algorithm that approximates Ising partition
functions on square lattices, where each instance of the
problem is encoded into the coupling strengths and magnetic
fields. In this sense, the present work is complimentary to the
work done in Refs. [23,31], where instances of the problem
are encoded into the topology of the graphs while keeping the
coupling strengths and magnetic fields constant. Furthermore,
we specify adomain, in which the proposed quantum algorithm
works, and an approximation scale, which determines the
accuracy of the additive approximation. We also provide proof
that the problem solved by the proposed quantum algorithm is
BQP-hard. This indicates that the proposed quantum algorithm
performs a nontrivial task, which would be intractable on any
classical computer.

We also establish a way to approximate general Ising
partition functions including real coupling strengths and
magnetic fields, which are especially of interest in statistical
physics. The proposed quantum algorithm for the general Ising
partition functions on a square lattice allows us to approximate
partition functions of any classical spin model by virtue of
the universality result [17]. In a general parameter region,
however, the gate operations performed by MBQC are no
longer unitary and are linear operators in general. Thus we
construct a quantum algorithm that approximates such a linear
operator following the method used in Refs. [24,26]. This
allows us to calculate the approximation scale for general
coupling strengths and magnetic fields.

We should note that related work has recently been done
by Iblisdir et al. [28]. In their work, certain types of quantum
circuits are mapped into the Ising partition functions on square
lattices. Specifically, they utilize a transfer matrix approach
to map quantum circuits into the Ising partition functions.
(A similar approach was also taken in an earlier work [12].)
The construction of the quantum algorithm in this work can
be regarded as a measurement-based version of these earlier
studies, which would be simpler for people who are familiar
with MBQC. In Ref. [28], the authors have also considered
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the approximation of the Ising partition functions with real
coupling strengths and magnetic fields, although a rather
different approach, analytic continuation, was taken (see also
arelated work [11]). Instead of analytic continuation, here we
straightforwardly simulate linear operators by using unitary
circuits. Since the proposed quantum algorithm provides the
approximation scale explicitly for all parameter regions, the
proposed quantum algorithm allows us to compare the perfor-
mances. Furthermore, the quantum circuits that approximate
the physical Ising partition functions can also be written
down explicitly, which would be helpful for understanding
the performance of the proposed quantum algorithm in the
physical parameter region.

Unfortunately, it is still unknown whether or not the
proposed quantum algorithm performs a nontrivial task in the
physical parameter region. However, we also provide partial
evidence that a multiplicative approximation of the Ising
partition functions in the physical parameter region cannot
be attained by any classical computer unless the polynomial
hierarchy collapses at the third level. This result strongly
supports the fact that the proposed quantum algorithm actually
performs a nontrivial task even in the physical parameter
region. We believe these quantum algorithms in the real
parameter regime and their approximation scales provide
an essential clue to understanding the potential of quantum
computation in solving combinatorial optimization problems.

The rest of this paper is organized as follows. In Sec. II,
we review the correspondence between the quantum stabilizer
formalism and the Ising partition functions by defining the
notation. In Sec. III, we propose a quantum algorithm that
approximates the Ising partition functions on square lattices.
We also show that the proposed quantum algorithm solves
a BQP-complete problem and hence performs a nontrivial
task, which would be intractable on any classical computer.
In Sec. IV, we extend the domain of the proposed quantum
algorithm to general coupling strengths and magnetic fields,
which include real parameters. We calculate the approximation
scale of the quantum algorithm in this domain and demonstrate
the performance of the proposed quantum algorithm in the
physical parameter region. Section V is devoted to conclusions
and discussion.

II. QUANTUM FORMULATION OF THE ISING MODEL

In this section, we briefly review the correspondence
between the quantum-stabilizer formalism and Ising partition
functions by defining the notation. We consider a classical
Ising model defined on a graph G = (V,E), with V and E
being sets of vertices and edges, respectively. The Ising model
consists of classical two-state spin variables 0, = *1 defined
on each vertex a € V of graph G. Two spins, o, and oy,
connected by an edge {a,b} € E interact with each other by a
coupling strength J,;,. Furthermore, each spin o, is subjected
to a local magnetic field 4,. The Hamiltonian of the system is
given by

He(0) == > Ja0a0h — Y _ haGa, (1)

{a,b}eE aeV
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FIG. 1. Graph G, the corresponding decorated graph G, and the decorated graph state |G) (from the left to the right). The partition function
of the Ising model on a graph G is related to an inner product between the graph state |G) and a product state |er) defined in Egs. (6)—(8) with

an approximation scale A,.

where o indicates a spin configuration. The partition function
is defined by

Zc = Z e*ﬂHc(G)’ (2)

g

where the summation ) _ _ is taken over all spin configurations
and B is the inverse temperature, § = 1/kgT, with kg
and T being the Boltzmann constant and the temperature,
respectively.

We express the partition function as an inner product
between a product state and a stabilizer state [17]. We first
define the stabilizer state, which is described as a graph state
associated with another graph G. Graph G = (V,E), which
we call a decorated graph, is defined by adding a vertex on
each edge of graph G, as shown in Fig. 1. The decorated
graph G has |V| = |V| + |E| vertices and |E| = 2|E| edges.
The set of vertices V is defined by V = V U Vi, where Vp =
{eqws|{a,b} € E} corresponds to the set of vertices added on the
edges. The set of edges E is defined by E = {{a,eq}|a,b €
V,eqas € Vi). Assigning a qubit on each vertex in V, we define
a |V |-qubit stabilizer state:

o) =212 Q) s @) Qlsa), )

s eq.n€Vg acV

where s, = 0,1, ZS is taken over all configurations of s =
{s.}, and s, @ s;, indicates the addition modulo 2. The binary
variable s, = 0,1 is related to the Ising spin o, = £1 below.
The qubits belonging to V and Vg are referred to as vertex
and edge qubits, respectively. We can easily confirm |pg) is a
stabilizer state since it can be obtained as

) = | [T T1 Aee® | @I Q) 10), 4

a€V eeN, aeV eeVgp

where A; ;j(A)indicates the controlled- A gate between qubits i
(control) and j (target) and N, C Vg denotes the set of vertices
adjacent to vertex a € V on the decorated graph G. Let |G)
be the graph state associated with graph G [32]. Using the
equality A; ;(X) = H;A; j(Z)Hj, |p¢) is related to the graph
state |G) as follows:

lpg) = l_[ H,, l_[ l_[ Aao(Z) | |H)BIV Vel
eap€VE acV eeN,
= 1_[ Heab |G>7 (5)
ear€VE
where H,,, is the Hadamard gate acting on edge qubit e,,.

Next, we define a product state by which the stabilizer state
|@¢) is taken as an inner product:

) = Q) Hlae,,) X) lota). 6)
e €V aeV
where the single-qubit states are defined as
eBJa (0l,, + e BJab (1le,,
\/|eﬁ\]ab|2 + |e=BJu |2
ePha (0], + e Pha(l],

[|ePha|2 & |e—Bha 2

for all vertices e,, € Vg anda € V.

Now, we relate the Ising partition function to the inner
product between the product state |«) and the graph state |G)
as follows:

)

(aea}, | =

®)

{og| =

Zo =0 | Q) (@, | Rl | l0g) = AollG). (9

e €VE acV
where the approximation scale A, is defined by

AO = 2|V‘/2 1_[ \/|e,5~]ab|2 _|_ |e_ﬂ-]ab|2
{a,b}eE

x [T V1eP P + le=Pha 2. (10)

aeV

Equation (9) can be understood as follows. The stabilizer
state |@g) (or the graph state |G)) has information about the
geometry of the Ising interactions. More precisely, each vertex
qubit has a superposition of spin-up and -down states, and each
edge qubit encodes the information about whether the two
spins interacting with each other are parallel or antiparallel.
Depending on the state of the vertex and edge qubits, weights
e*Pha and e*PJer are assigned by the product state through
the inner product. Then, the superposition of all spin states is
reduced to the summation over all spin configurations, which
recovers the partition functions Z¢ on the left-hand side (lhs)
of Eq. (9).

Next, we translate the overlap equation (9) into quantum
computation, which is one of the most important tasks to
establish a bridge between quantum computation and Ising
partition functions. States (c,,,| and {(«,| can be expressed by
using unitary gates A,, and A, acting on the computational
basis state, respectively,

(aeah| - <0|A€a[77 (aa| = (0|Aa, (11)
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po =3 (1 4 Re <oy®"U|o>®”>
%
p =1 (1 —Re (0]*" U yo>®“)
po =3 (1-1m (0" U 0)°")
- p =1 (1 +Tm <0|®”U|o>®")
2

FIG. 2. The Hadamard test to estimate a matrix element (0|®"U|0)®" with an additive error 1/poly(n). The real and imaginary parts
of the matrix element, Re({0|®"U|0)®") and Im({0|®"U |0)®"), respectively, are estimated from the probability distributions of the Z-basis
measurements in the circuits in (a) and (b), respectively. Here Re(-) and Im(-) indicate the real and imaginary parts, respectively.

where we define single-qubit unitary gates

A 1 ePJab e PBJab (12)
eah — \/|eﬁlub|2+|e*ﬂfub|2 (e_ﬂ-]ab)* _(eﬁ-]ub)* ’

1 ePha e Pha 3
A, = /—|eﬂha 71 le Ph? ((eﬂh,,)* _(eﬂha)*)' (13)

Then, the product state («| can be rewritten as

Q) Ao H ((X) Aa> = (01",

e €VE aeV

(a] = (0|®\V|+|E\

(14)

where A is defined as the tensor product of the single-qubit
gates. On the other hand, by virtue of the properties of the
graph state [33], there exists a |V |-qubit unitary gate F such
that

1G) = F|0)®IV. (15)

Specifically, if the degree of graph G is finite, as considered
here, F is a constant-depth Clifford circuit consisting of
Hadamard gates and controlled-Z gates. Then, Eq. (9) is
rewritten as

Zs = Ao (0127 AF|0)®V]. (16)

The quantum circuit AF consisting of only poly(|V|) quan-
tum gates can be efficiently implemented on a quantum
computer. The matrix element of AF can be estimated
using the Hadamard test (see, e.g., [24-26]), as shown in
Fig. 2. More precisely, we can obtain an approximation ¢ of
(01®VIAF|0)®!VI within the following additive error:

1
poly(IV])’

Accordingly, the partition function Zg can efficiently be
approximated with an additive error A,/poly(|V|).

The approximation scale A, of the above quantum algo-
rithm is far from optimal since we utilized only constant
depth quantum circuits. By using the idea of MBQC, we

lc — (0171 AF|0)®!71| < (17)

can compress the number of qubits employed utilizing non-
constant-depth quantum circuits. This allows us to improve the
approximation scale as follows. The overlap («|G) is regarded
as an MBQC implemented by the sequence of projections
(a| on the resource state |G). If the projection («| satisfies a
certain condition such that the MBQC interpretation works
appropriately, we can rewrite the overlap as teleportation-
based n-qubit quantum computation,

(@|G) = 2-1VI=m2 & )0y &, (18)

where U is a non-constant-depth quantum circuit. Note the
number n of qubits on the right-hand side (rhs) are reduced
compared to | V| on the lhs. By using this identity, Eq. (9) can
be rewritten as

Zg = A0I1®"U10)"", 19)

where an approximation scale is defined as A = A2~ V1772,
By using the Hadamard test to evaluate the rhs, the partition
function Z is approximated by an additive error A /poly(n).
Note that the approximation scale A is exponentially improved
from A,. On the other hand, computation time is increased
only polynomially. Thus we can still obtain an exponential
improvement of the accuracy of the approximation taking into
account the computation time. The improved approximation
scale and the algorithmic domain can be calculated according
to the details of how to embed the Ising models in MBQC as
done below.

III. A QUANTUM ALGORITHM FOR ISING
PARTITION FUNCTIONS

In this section, we propose a quantum algorithm to
approximate the partition function of the Ising model by
establishing a mapping between a class of Ising models and
MBQC.

We consider an Ising model on an n x m square lattice
G with m = poly(n) [see Fig. 3(a)]. We define vertical
and horizontal coupling strengths, J?, and J, for the vertical
and horizontal edges {a,b}, respectively. The Hamiltonian is
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FIG. 3. (Color online) (a) The graph G on which the Ising
modelis defined. (b) The corresponding decorated graph state |G" ™).
(c) The brickwork state |bw) consisting of two-dimensional (2D)
unit cells and one-dimensional (1D) unit cells at the top and bottom
boundaries.

given by
Horn(0) = — Y J3,0400 = Y Jf,0a0p
{a,b}eEY {a,b}eEM
= > haoa. (20)
aecV

where EV and E" are the sets of vertical and horizontal edges,
respectively. Specifically, we consider the following problem:

Problem 1 (approximation of Ising partition functions).
Consider an Ising model on an n x m square lattice, where
m = poly(n). The magnetic fields {8h,} and the vertical
coupling strengths {8J),} are arbitrary imaginary numbers,
and the horizontal coupling strengths {f Jj‘b} are given by
{rap +1Q2kyp + 1) /4}, where r,y, is a real number and &, is
an integer. The problem is defined as an approximation of the
partition function Zgn«n of the given Ising Hamiltonian Hgnxn
with an additive error A /poly(n), where the approximation
scale A is given by A = 2" D2 T, o /cosh(2ryp).

In the following sections, we will show two theorems:
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Theorem 1 (quantum algorithm). There exists an efficient
quantum algorithm that solves Problem 1.

Theorem 2 (BQP-hardness). Problem 1 is BQP-hard.

By combining these results, we will conclude the following
theorem:

Theorem 3 (BQP-completeness). Consider Problem 1 and
note that |Zgnxn | is promised to be either <A /3 or >2A/3.
Then the problem to decide whether or not | Zgnm| < A /3 is
BQP-complete.

A. Construction of a quantum algorithm (proof of Theorem 1)

In this section, we prove Theorem 1. We first construct
a quantum algorithm which solves Problem 1. To this end,
we interpret horizontal edges of graph G"*™ as wires of an
n-qubit quantum circuit. According to the coupling strengths
and magnetic fields, quantum gates are assigned on the wires
from the left to the right as follows [see Fig. 4(a)]:

(i) H®" are assigned as initial gates.

(ii) According to the vertical coupling strength 8J),, a
two-qubit gate U,,, = ef’w?%i is assigned on the correspond-
ing ith and jth wires. Since BJ, is an imaginary number,
U,,, is a two-qubit unitary gate. Specifically, if 8J), = 0, an
identity gate is assigned.

(iii) According to the magnetic field gh,, a single-qubit
gate U, = HeP"?i is assigned on the corresponding jth wire.
Since Bh, is an imaginary number, U, is a single-qubit unitary
gate.

(iv) According to the horizontal coupling strength ,BJ;},,
we assign a single-qubit gate U,,, = e!®ka+tDm/4 feitwZ; on
the corresponding jth wire. Here &,, € [—7 /2,7 /2] is an
angle that satisfies sin&,, = (—1)ke+le~"aw /. /2 cosh(2ryp).
[Recall that BJ = rop, + i(2kap + D /4.]

(v) Repeat steps (ii)—(iv) for each column of the decorated
graph G"*™ from left to right.

After the above procedure, we obtain a quantum circuit

c=| [] v, u®, @1

e Vnxm

where the multiplication HneV“m is performed over all

vertices 7 € V"™ of the decorated graph G"*" from the left
to right columns. In the same column, the multiplications for
vertical edge qubits are taken first, and those for vertex qubits
are taken second.

Next, we will show that the quantum circuit C is related to
the partition function as

Zgon o (o] G™™) o (01" C|0)E". (22)

We interpret the projection by («| as a sequence of mea-
surements in MBQC, whose resource state is given by the
graph state |G"*"). The measurements are assumed to be
performed from left to right. (In the projection (x|, the
measurement outcomes are always determined, and there is
no feed-forward in the present MBQC interpretation. Thus
we chose a convenient measurement order, from left to right,
without loss of generality.) As shown below, the projection
by («| induces a sequence of unitary gates in a measurement-

022304-5



AKIRA MATSUO, KEISUKE FUJII, AND NOBUYUKI IMOTO

G |G)

hu ‘](}le <(J{eub‘ H
<au‘
;b (ce, | H
(a)
. a
1
(b) BT (e, | H
J
b
) Bhy (ol
J
© ~+-
(e, | H

h
Jb

() qﬁ—ﬁ

PHYSICAL REVIEW A 90, 022304 (2014)

Z — f—
BT Zi 75

j — -

J— H ePhaZ; L

j — ei(2kab+1)7r/4He’i§aij -

FIG. 4. (Color online) The left column shows the parameters of the Ising model. The middle column shows the projections made on the
graph state. The right column shows the resulting quantum gates. (a) The whole picture of constructing the quantum circuits. (b) The vertical
coupling strength and the resulting two-qubit gate. (c) The magnetic field and the resulting single-qubit gate. (d) The horizontal coupling

strength and the resulting single-qubit gate.

based way, which corresponds to the n-qubit quantum circuit
C constructed.

The projection (o, |H = (e’ (0 + e~ #/ir (11)H /~/2 on
the vertical edge qubit can be written as

<ae(,b | Heab Aa,eé,l, (Z)Ab,e(,b (Z)H')eub | Gn e \eab>

1 AnXm
= —=U,, |G""" \eap).

23
NG (23)

Here |G"*™\e,;) indicates a graph state associated with the
decorated graph, where vertex e,, and adjacent edges are
deleted. This tells us that the projection on the vertical edge
qubit on e,, can be replaced by the two-qubit gate U,, =
ePlaZiZi on the corresponding wires, as shown in Fig. 4(b).

The projection on the vertex qubit is regarded as quantum
teleportation, which propagates quantum information from left
to right with a single-qubit unitary gate. The standard argument
for MBQC [13] tells us the projection by (a,| = (e« (0] +
e Pha(1])/+/2 results in the single-qubit gate U, = HePhZi,
The projection on the horizontal edge qubit is done with the
Hadamard gate:

(e, |H = [cosh (BJ1,)(0] + sinh (BJ1,) (1] /+/cosh(2ras)
= ol Chart D/ (g1 (0] 4 o150 (1) /+/2. (24)

Recall that &,, € [—7/2,m/2] and satisfies siné&,, =

(= Dkwtle=ra /. /2 cosh(2r,;). Similar to the previous case,

this projection results in a single-qubit gate U,
e Ckap+V)7/4 [ pi6arZ;

ab

By repeatedly using the above arguments, we obtain a
unitary gate

(25)

Mo 1T w).
ae%. UEV"W“
where V, is the set of n vertices of the right boundary of
G. The initial state of MBQC is |+)®" = H®"|0)®", and
hence the Hadamard gates are implemented on |0)®" as
initial gates. The readout of the output qubits is done by the
projections @,y (| = &),y ((0]A,) on vertex qubits at
the right boundary. Since A, = U, = HeP"Zi U] and A, are
canceled out. This yields the following relation:
Zgrn = Do{ar|G™™) o< (0]%"C10)*", (26)

where A, = 2!VIFIVel/2 [0 zn v/€OSh(2r4). Since the prob-

ability amplitude of the resource state is reduced by 2~!/2 for
each projection in MBQC, we obtain
(@|Gm¥my = 2~ (VIHIVel=m/2 g @n )0y @n 27)
Thus we conclude that
Zgmn = A{0]2"C|0)®", (28)
where we defined the approximation scale
A= AOZ*QV“HVE‘*’ZVZ
=222 T Jeosh(@rap). (29)

{a,b}eEM

The matrix element (0|®"C|0)®" can be estimated with an
additive error 1/poly(n) using the Hadamard test (see Fig. 2),
which utilizes the controlled-C gate. Accordingly, the quantum

022304-6
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algorithm consisting of the (n + 1)-qubit controlled-C gate
and the single-qubit measurement for the Hadamard test
approximates the partition function Zg»» with an additive
error A /poly(n). While the approximation scale is improved
exponentially compared to A, for the constant-depth al-
gorithm, it is still unclear whether or not the constructed
quantum algorithm performs a nontrivial task, which would
be intractable on any classical computer. To provide such
evidence, in the next section, we will show Problem 1 is
BQP-hard (Theorem 2). That is, we can simulate an arbitrary
quantum computation by calculating a partition function with
a specific parameter in Problem 1.

B. BQP-hardness (proof of Theorem 2)

In this section, we will prove Theorem 2, that is, BQP-
hardness of Problem 1. We define a subproblem of Problem
1:

Problem 2 (BQP-hard subproblem). Consider an Ising
model on G"*™ and the corresponding decorated graph state
|G"*™). The magnetic fields are taken homogeneously as
Bh, = im /4. The vertical coupling strengths {8 J )}, } are chosen
to be 0 or ir/4. The horizontal coupling strengths {BJ},

are chosen to be i/4 or Q = In(v/2 + 1)/2 + in/4. Then
the problem is defined as an approximation of the partition
function Zg» of the given Ising Hamiltonian Hgr» with an
additive error A /poly(n). The approximation scale is defined
as A = 2"0m+D/24#2/4 \yith #Q being the number of horizontal
couplings of €.

Below, we will show Problem 2 is BQP-hard. We use the
fact that the approximation of a matrix element (0|®"U |0)®"
of an n-qubit unitary circuit U with an additive error
O(1/poly(n)) is BQP-hard [24,34,35]. This is also the case
when U consists of a polynomial number of nearest-neighbor
two-qubit gates acting on a one-dimensional array of qubits.
We have already established the relation between the partition
function Zgn«» and the quantum circuit C as given in Eq. (28).
Thus the goal here is to show that an arbitrary unitary circuit
U can be constructed by C with specific coupling strengths
and magnetic fields. This can be shown by using universality
of MBQC on certain resource states with a restricted type
of projection, which is available in Problem 2. A brickwork
state [36,37], a type of graph state, as shown in Fig. 5, is useful
for this purpose since we can show universality of MBQC on
it with a restricted type of single-qubit measurement. Also,
in blind quantum computation, the single-qubit measurements
that Alice can command Bob to do in secret are restricted.
Thus a brickwork state is utilized to show the capability of

FIG. 5. An example of the brickwork states.
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FIG. 6. The rules for transformations of graph states by Pauli-
basis projections. (a) Projection (0] on a vertical edge qubit. (b)
Projection (Y;| on an edge qubit. State (¥;| (j = 0,1) is an eigenstate
of the Pauli-Y operator with an eigenvalue (—1)/, i.e., (¥;| = [(0] —
(—1)/i(1]]/+/2. The local Clifford gate SZ/ ® SZ/ is applied as a
by-product depending on the projected state (Y;|. (c) A sequence of
Y projections connects the neighboring qubits directly to the Pauli-Z
by-products.

universal blind quantum computation using such a restricted
type of measurement [37,38].

In order to obtain the brickwork state, we transform the
graph state using the Pauli-basis projections [33,39]. The
transformation rules are summarized in Fig. 6. For example,
the Z-basis projection (with eigenvalue +1) removes the qubit
from the graph state, as shown in Fig. 6(a). The Y-basis
projection (with eigenvalue +1) connects the adjacent qubits
directly to the local Clifford by-product operator S ® S,
as shown in Fig. 6(b), where § = diag(1,7). Specifically, a
sequence of Y-basis projections on three neighboring qubits
connects the adjacent qubits directly to the local Z operator,
as shown in Fig. 6(c).

We decompose («| into (| = (y| ® (5|, where the pro-
jection (y| is used to transform the graph state |G"*") into
a brickwork state as follows. Let us consider a unit cell
G**15 of the square lattice G"™ and the corresponding

(a)

(b)

(c)

I S00000000¢ J0000000000000000E
o 3 P

FIG. 7. (Color online) (a) The unit cell G>**'>. (b) The corre-
sponding decorated graph state |G>*!%). (c) Qubits colored green
(light gray) are deleted by the projections (0|. (d) Qubits colored by
red (medium gray) and blue (dark gray), corresponding to vertex and
edge qubits, are projected by (Y| and (Y[, respectively. (e) After the
projections, we obtain the 2D unit cell of the brickwork state up to
local Clifford gates shown.
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identity gate

= Us

Ua

Ell
atinll

FIG. 8. (Color online) (left) The MBQC interpretation of the projections on the brickwork state. (right) The projections on the 1D and
2D unit cells are translated into one- and two-qubit gates, respectively. The qubits colored red (medium gray) are projected by (Y| =
(418 = ({0] + i (1])/~/2, which corresponds to the coupling strength JN =im/4. The qubits colored blue (dark gray) are projected by
(1T = ({0] + €™/*(1])/+/2, which corresponds to the coupling strength 8J", = Q.

decorated graph state |G), as shown in Figs. 7(a) and 7(b),
respectively. We perform the Z-basis projections on certain
vertical edge qubits, which are colored green (light gray)
in Fig. 7(c), to cut the corresponding edges. This is done
by choosing the corresponding vertical coupling strengths to
be BJ), = 0. Next, we perform the Y-basis projections on
those qubits colored red (medium gray) and blue (dark gray)
in Fig. 7(d). Specifically, the red (medium gray) and blue
(dark gray) qubits are projected by (Yy| = ((0] — i(1|)/«/§
and (Y| = (0| +i(1|)/\/§, respectively. This is done by
choosing the corresponding magnetic fields and coupling
strengths to be fh, = im/4 and ,BJ;,;V = i /4, respectively.
By using the transformation rules shown in Fig. 6, we obtain
a two-dimensional (2D) unit cell of the brickwork state as
shown in Fig. 7(e) up to local Clifford gates. If the above
projections are made on the square lattice G"*", the brickwork
state with local Clifford gates is prepared as shown in Fig. 3(c),
which we define as |bw). At the top and bottom boundaries,
one-dimensional (1D) unit cells also appear. (We can also
consider a square lattice with a periodic boundary condition.)
These projections are described as

where A, = 27#7/2_ with #y being the number of the qubits
in (y|, and (4| is a tensor product of the remaining horizontal
edge qubits on the brickwork state.

The brickwork state |bw) can be shown to be a universal
resource for MBQC using a restricted type of measurement
available in Problem 2:

Lemma 1 (universality of the brickwork state). Let U be an
arbitrary quantum circuit consisting of a polynomial number
of nearest-neighbor two-qubit gates in one dimension. We can
always find the horizontal coupling strengths 8.J ;‘b € {ir/4,Q2}
for the unmeasured qubits, such that the projection (§| on them

satisfies

(012" U10)" — AZ(81bw) | < :

poly(n)

where A, = 2-#~"/2 with #8 being the number of the qubits
in (8]

Proof of Lemma 1. It is sufficient to show that a universal set
of gates can be implemented by choosing the remaining hori-
zontal coupling strengths 8.J ;‘b from {im /4,2}. The horizontal
coupling strength BJ%, = im /4 corresponds to the projections
by (., |H = (+|S, which results in an HS gate through
gate teleportation. Similarly, the horizontal coupling strength
,BJ;‘b = In(v/2 + 1)/2 + in /4 corresponds to the projections
by (@, |H = (+|T, with T = diag(1,e™/*), which results in
a HT gate through gate teleportation. [This can be confirmed
by considering special instances of the previous case, as shown
in Fig. 4(d).]

As for the 1D unit cell of the brickwork state lying at the
boundaries, we can choose the coupling strengths such that
the resulting single-qubit gate is an identity gate, as shown in
Fig. 8(a). Patterns of the horizontal coupling strengths for the
2D unit cell and the resulting two-qubit gates are shown in
Figs. 8(b)-8(e). Specifically, the following two-qubit gates are
realized:

€19

U =2®°Z, (32)

U,=(Z®Z) [Z(—%)@I], (33)

)@I], (34)

Us = (ST ® Z)A(Z) [x (—%) ® 1] AZYXST® D), (35)

A~ 9

Us=(ZQ Z) [x(-
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where X(0) = e %%/2 and Z(0) = ¢~"?%/2. By using these
two-qubit gates, the identity gate is constructed as U,2. The
single-qubit /8 gate is constructed as T = (U;U»)” up to
a global phase. Z(km/4) and X(km/4) gates for an integer
k=0,1,...,7 are constructed as Z(kn/4) = (U; U»)¥* and
X (km/4) = (U U3)37*, respectively. The Hadamard gate is
constructed as H = Z(w/2)X(7w/2)Z(r/2). The controlled-
NOT gate is constructed as

= [3(5) o] [i(5) o e
L)1)

Since a universal gate set {T,H,A(X)} [35] is constructed,
the gate set {U;,U,,Us, Uy} is also a universal set of gates.
This guarantees that the matrix element (0|®"U|0)®" can be
decomposed into a polynomial number of elementary gates
{U,,U,,Us,U,4} in the sense of an approximation by the Kitaev-
Solovay algorithm [35]. This yields

A7 (SIbw)| < L (37

[(0]®"U10)®" — < :
poly(n)

where A, = 2~#~"/2 meaning that the probability amplitude
is factored by 27!/2 at each projection except for the projections
for the final readouts of n qubits. |

By using Lemma 1 and Eqgs. (9) and (30), we conclude that

|AT Z g — (012" U10)®"| <

, 38
poly(n) .

with A = A A A, = 2!VI/2+#2/44n/2 Thjg indicates that if we
have an approximation Z?ﬁxm of the partition function Zgnxm
with an additive error A /poly(n), it satisfies

|A—1Zap

G — <0|®HU|0>®"| <

poly(n)” &
This indicates that Problem 2 is BQP-hard and hence can
simulate an arbitrary quantum computation. This completes
the proof of Theorem 2.

From Theorems 1 and 2, we conclude that Problem 1 (and
also Problem 2), the approximation of the partition functions
of the Ising model on a square lattice with an additive error
A /poly(n), is BQP-complete.

Problem 2 seems to be tight in the sense that some coupling
strengths are prohibited; we could not show BQP-hardness.
If the horizontal coupling strength €2 is prohibited, the
corresponding quantum circuit C becomes a Clifford circuit
and hence is classically simulatable [35]. Similarly, if the ver-
tical coupling strength iz /4 is prohibited, the corresponding
quantum circuit C is decomposed into single-qubit rotations
without any interactions, which apparently is classically
simulatable. If the vertical coupling strength 8J), =0 is
prohibited, each qubit interacts with nearest-neighbor qubits at
every step. Even in such a case, there is a possibility of showing
universality by using, for example, the scheme developed by
Raussendorf [36], where spatially homogeneous operations
with temporal modulations are cleverly employed for universal
quantum computation. BQP-hardness in such a case is an open
problem for a future work.

PHYSICAL REVIEW A 90, 022304 (2014)

Finally, we mention another subproblem of Problem 1,
which can also be utilized to show BQP-hardness:

Probelm 3 (another BQP-hard subproblem). The horizontal
coupling strengths are chosen to be BJ = in /4. The vertical
coupling strengths are chosen to be ,BJ;‘,) =0 or =in/4.
The magnetic fields Bh, are chosen from {0,im/4,im/8}.
The problem is defined as an approximation of the partition
function Zg» of the given Ising Hamiltonian Hgrx» with an
additive error A /poly(n), where the approximation scale is
defined as A = 2""+D/2,

Problem 3 is apparently a subproblem of Problem 1. We can
also show the BQP-hardness of Problem 3 straightforwardly
by following the strategy developed above.

IV. EXTENSION TO GENERAL COUPLING STRENGTHS
AND MAGNETIC FIELDS

In the previous section, we formulated the quantum algo-
rithm to approximate the Ising partition functions by using
the overlap mapping and its MBQC interpretation, reducing
the approximation scale. Unfortunately, the coupling strengths
and magnetic fields in Problem 1 take complex values. In
this section, we extend the domain of the proposed quantum
algorithm to general coupling strengths and magnetic fields,
including physical Ising models with real parameters, which
are of central interest in statistical physics and computer
science. In such a case, the projections are not always mapped
into unitary quantum circuits, and nonunitary operations
appear. Below we will first explain how to simulate nonunitary
operations originating from MBQC in the general parameter
region by introducing ancilla qubits. Based on this strategy, the
approximation scale A for the general domain is calculated.
We will confirm that the approximation scale in the previous
unitary case can also be obtained as a special case. If coupling
strengths and magnetic fields are finite, the approximation
scale A is always smaller than A, for the constant-depth
circuits obtained solely from the overlap mapping.

Unfortunately, we cannot show BQP-hardness inside the
physical region with real coupling strengths and magnetic
fields. Thus it is still not known if the proposed algorithm
performs a nontrivial task inside this domain. However, the
extended quantum algorithm also provides partial evidence
that there is no efficient multiplicative approximation of the
Ising partition functions with the real physical parameters.
This result strongly supports the observation that the proposed
quantum algorithm performs a nontrivial task even in the
physical parameter region.

A. Simulation of linear operators

We first explain how to simulate general liner operators
using ancilla qubits and unitary gates, following the scheme
developed in Refs. [24,26]. Let M be an arbitrary d x d
matrix acting on a d-dimensional space. The singular value
decomposition yields M = WDP', where W and P are
unitary matrices. D = diag(ry, ...,ry) is a diagonal matrix
whose diagonal elements are real nonnegative values subject
tor; = ry = -+ 2 rqg = 0. The eigenstate with the eigenvalue
r; is denoted |i) for all i = 1,2,...,d. If d is finite, it is
obvious that W and P’ can be implemented by a quantum
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computer. Thus it is sufficient to consider an implementation
of the diagonal operator D on a d-dimensional space.

In order to simulate D we utilize an ancilla qubit |0) and a
unitary operation D on the composite system,

b= Zn z|®[ (10301 + 1)(1)
ri 2
+ 1—(j> (—|o><1|+|1><0|>]

d
=Y 1)@ Y(©), (40)
i=1

where Y (6;) = ¢~"%Y/2 is a Y -rotation gate on the ancilla qubit
with an angle 6; = 2 arccos(r;/r;) € [0,7]. Since Y (0,) = I,
the unitary operator D acts like a controlled-Y -rotation gate,
which is controlled by the d-dimensional system. Denoting the
input state as [¢¥)|0) = (Zflzl ¢;17))]0), this unitary operation

yields
2
Ti
1— (—) |1):|.
ri

d d
Z ) ®10) = Zcili)®[:—i|0)+
i=1 i=1 !
(41)

By projecting the ancilla qubit to |0), we obtain

|M|| ZC"’

(42)

d

d
@ ODD Y ciliy®10) =) :—'lc, i) =

i=1 i=1

where ||M| = r; is an operator one-norm. Thus the linear
operator M is simulated as

(1 ODWDP (1) ©10) = o M1V,
up to the factor 1/ ||M]||. The simulation of linear operators
succeeds only when the ancilla qubit is projected by (0.
However, in the proposed quantum algorithm no postselection
is required since the matrix element of a unitary circuit
including ancilla qubits is estimated by using the Hadamard
test, as shown below.

(43)

B. Extended quantum algorithm

Now we return to the quantum algorithm for the Ising
models with the general parameter regions. The projections
in the MBQC interpretation of the overlap Eq. (9) can be
classified into two types, types I and I, as depicted in Figs. 9(a)
and 9(b), respectively.

Let us first consider a type-I projection with (x| = x¢(0] +
x1(1|, where xo and x| are complex numbers with |xo|> 4
|x1|?> = 1. For an arbitrary single-qubit input state |), this
projection yields

1
(x| @ DAZ)(|Y) ® |+)) = —=HM|y),

44
NG (44)

where the resultant operator

M = /2 diag(xo,x1) (45)

PHYSICAL REVIEW A 90, 022304 (2014)

is not a unitary gate in general [see Fig. 9(a)]. The operator one-
norm ||M|| is given by ||M|| = V2 max(|xol,|x1 ). To simulate
this operator M on a quantum computer, we decompose it into
M = DW, where D is a positive diagonal operator and W is
a unitary operator,

D = V2 diag(|xol,|x1]), W = diag(e'®0,e/®1).  (46)
Here ¢,,, = argxo; (i.e., xo = €'%0|xo| and x; = €1 |x;]).
We introduce an indicator function

[ 0 if |XO 47
it R <1 @7
A Y-rotation gate is defined as
cos(0/2) —sin(6/2
vy = (€502 —sin@/2)
sin(6/2)  cos(6/2)
TR
- - 21y <xo1)’ @
1= H
where the angle 6 € [0,7] is given by
(G
6 = 2 arccos ( all ) . 49)
X0

As previously mentioned, we can simulate M by using the
controlled-Y (9) gate A(Y(0)) as follows:

i MIy) = (0L Hi X\ Ay 2(Y (0) X Wil)110),

= (012Q1¥)110)2, (50)

where the sequence of the unitary gates is denoted by Q [see
the circuit diagram in Fig. 9(a)]. From Egs. (44) and (50) we
obtain

1Ml
NG

The type-I projections are made on the vertex qubits and
horizontal edge qubits. Specifically, the projection (x| on the
vertex qubit is described as

(XA LD +)2 = —=(0101¥)110)>. 61V

ePha 0] + e Pha (1]
/|ePha |2 + |e—ﬂha|2'

The indicator function, angle of the Y rotation, and norm are
calculated for each vertex qubita € V as

(x] = x0 (0] + x1 (1] =

(52)

L 0 if [e*Ph > 1, (53)
i e < 1,
0, = 2 arccos(|e~ "V 2ha)), (54)
V2|~V Bha|
M, ]l = (35)

ViePha 2 4 =P 2
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_______________________

FIG. 9. (left) Projections on the graph states, (middle) the resultant linear operations, and (right) the quantum circuits that simulate the
corresponding linear operations. The middle column shows a circuit representation of MBQC of the left column. (a) Projection on vertex and
horizontal edge qubits, which we refer to as type-I projection. (b) Projection on a horizontal edge qubit, which we refer to as type-II projection.

In the case of a horizontal edge qubit, the projection is made
with the Hadamard gate:

P (0] + e Plan(1]

Similar to the previous case, the indicator function, angle of
the Y rotation, and norm are calculated for each horizontal
edge qubit {a,b} € E" as follows:

{(x] = xo(0] + x1 (1]

H. (56)

0 if |coth(BJh)| =1,
[0 o) o
1 if  |eoth (BJE,)] < 1,
6. = 2arccos [|{ tanh (ﬂjahb)}(_l),ah ], (58)
Blly 4 (—1)labe—BTl
M) = 2L D (59)

9t + e

Next, we consider the type-II projection, as shown in
Fig. 9(b). A type-II projection with (x| = x¢(0| + x; (1| on
an arbitrary two-qubit input state [v/) » yields

1
(12 ® (x13)A23(Z2)A 1 3(2) (V) 12 ® [+)3) = —ZMW)LL

(60)
where M is given by

M = diag(xg + x1,xX0 — X1,X0 — X1,X0 + x1)  (61)

and ||M| = max(|xo + x1|, |xo — x1|) [see Fig. 9(b)]. The
operator M is decomposed into a positive diagonal operator D
and a unitary operator W:

D = diag(]xo + x11, |xo — x1], |x0 — x1|, [x0 + x1]), (62)

W — diag(ei¢x0+xl 7ei¢"‘0’-"1 ’ei¢x0—x1 ,ei¢"‘0+v"l )’ (63)
where ¢y, +r, = arg(xo £ x1) (i.e., xo + x; = et |xg + x|
and xg — x| = €0 |xy — x;|). We introduce an indicator
function

: Xo+X1
l: {0 lf ’)C(]*)ﬂ} 2 1’

1oif ) o,

Xo—X1

(64)

and a Y-rotation gate

|xofx] |(—1)l — /1= |x07x1 |2(—1)I
Y(6) = Xo+X Xo+x1 ) 65
( ) _ }xo—xl }2(—1)’ ‘xo—xl ‘(—1)’ ( )
X0+X] Xo+xi

where the angle 6 € [0,7] is given by

X0 — X1

© = 2 arccos
Xo + X1

-1y
) . (66)

Then, the linear operator M is simulated [see the circuit
diagram in Fig. 9(b)] as follows:

1
M
Wil V)12

= (013X} Aa3(Y(=0) A1 5(Y (@)X Wi2]¥)12]0)3

= (0[30[¥)1,210)3. (67)

From Egs. (60) and (67) we obtain
M
(x[3823(Z2)A1 3D )12 4+)3 = %(WaQW)l,zlo)s-

(68)

[In a mild abuse of the notation, the two types of circuits shown
in Figs. 9(a) and 9(b) are both denoted by Q. In the following,
the subscript 1 of Q, identifies which of these two types of
circuits is adopted.]

The type-II projection corresponds to the projection on
vertical edge qubits. The projection for each vertical edge
qubit is done using

BT 01 4 e—Pln (1
(x = xo(0] 4+ x, (1] = S OEe 7L )
V0ePli|2 + |e=Plu 2

The indicator function, angle of the Y rotation, and norm are
calculated for each vertical edge qubit {a,b} € E" as follows:

l O if > 1, (70)
PN A (e <1,
0, = 2 arccos (‘e_(_l)["hzﬁjﬂvb ), (71)

022304-11



AKIRA MATSUO, KEISUKE FUJII, AND NOBUYUKI IMOTO

VA

\/ B

We have constructed quantum circuits @, (n € VU E by
EY) that simulate linear operators arising from the MBQC
interpretation with the general parameters. Each projection in
the overlap mapping equation (9) is replaced with a unitary
circuit 9y, as shown in Fig. 9 (right). Including the initial state
and the final readout, this yields

[ Mapll =

(72)

2 + |g_ﬁ‘/avb 2.

Zmn = Aol G™™y = AOI1VICI0)®V, (73)

where the quantum circuit C is given by

c=QA| [] o @ ") (4

aeV, neV\v,

The product ﬁn v\, is taken over all qubits on the decorated

graph state |G) from left to right except for the vertex qubits
at the right boundary. The approximation scale is calculated as

Mol IMell py I Mel
A=A, [] I1 [1—% 05
veV\V, ﬁ ecEh ﬁ ecEY ﬁ

where the multiplication [ ], cv\v, is taken except for the right
boundary.

Similar to the unitary case, we can evaluate the matrix
element (0|®!VIC|0)®!Vl by using the Hadamard test. Thus,
by using a quantum computer, the partition function Zgnm
with the general coupling strengths and magnetic fields can
be approximated with an additive error A /poly(n). This
concludes the extension of the algorithmic domain of the
proposed quantum algorithm.

Let us discuss the behavior of the approximation scale.
The norm [|M, || is subject to 1 < ||M,| < +/2 for all 5 €
VUEM"UE". If |M,| =1 for all ne€VUE"UE", the
multiplication of ||M,|| is the smallest. In order to achieve
this, the coupling strengths and magnetic fields have to satisfy

Re(Bh,) =0,
Re(BJ),) =0, (76)
Im(BJ),) € {(2k + D) /4lk € Z},

where Re(-) and Im(-) indicate the real and imaginary parts,
respectively. These conditions reproduce the algorithmic do-
main and the approximation scale in the unitary case defined
in Problem 1. This is because in the unitary parameter region
in Problem 1, the diagonal matrix D becomes an identity, and
hence the angle 6 of the Y rotation is zero. This decouples the
ancilla qubits from the circuits. Then, the unitary gates W
and H, as shown in Fig. 9, constitute the unitary circuit
constructed in the previous section. When the parameters
are changed continuously, the approximation scale A is
also changed continuously. Thus we expect that an efficient
approximation with this approximation scale is also hard for a
classical computer around the parameters in Problem 1.

On the other hand, if |M,| = +/2 for all n € VUE"U
EY, we obtain A, = A, which means that the accuracy of
the approximation of the proposed quantum algorithm is

PHYSICAL REVIEW A 90, 022304 (2014)

equivalent to that of the constant-depth algorithm mentioned in
Sec. II. The conditions on the coupling strengths and magnetic
fields read

Re(Bh,) — £oo,
Re(BJ),) — oo, (77)
Re(BJ),) =0AIm(BJ),) € {kn/2]k € Z)}.

If the parameters are chosen to be finite, then the approximation
scale A is always smaller than A, of the constant-depth algo-
rithm. This indicates that the constructed quantum algorithm
gives a better approximation than the constant-depth algorithm
in almost all parameter regions.

Let us examine a representative example with A, =1,
JY, = =£1, and J = +1. The partition function is given as
a function of the inverse temperature Z(8). The signs of the
Ising interactions are chosen randomly with a probability of
1/2. In this case, we can calculate the approximation scale
explicitly as follows:

A = 211me(2nm—n—m)ﬂ [COSh(ﬂ)]nm_n [COSh(Z/B)]n/z. (78)

Accordingly, we can approximate the free energy per site
F(B) =In Z(B)/(nmp) with an additive error,

€(B) = In{l + A/[poly(m)Z(B)1}/(nmp). (79)

Unfortunately, the approximation scale A still depends on the
size n of the system. Thus an approximation of the free energy
per site with an additive error 1/poly(n) cannot be achieved,
although this is also the case for other quantum algorithms
approximating the Ising partition functions [11,24,28,40].

The accuracy of the proposed algorithm is comparable
to that in Ref. [28] (at least in the size of the lattice
mentioned), which utilizes an analytical continuation in order
to estimate the partition function with real parameters. In the
ferromagnetic case without magnetic fields, the scheme in
Ref. [28] does a better approximation at lower temperature.
This is because the scheme in Ref. [28] intrinsically takes
into account the duality between low and high temperatures.
On the other hand, the proposed algorithm does not take it
into account. For harder instances without any symmetry, we
expect that both schemes result in a comparable accuracy.

One advantage of the proposed algorithm is that the
approximation scale A can be calculated easily. This property
would be helpful for comparing other approaches to ap-
proximate Ising partition functions. Furthermore, the explicit
construction of the unitary circuits that approximate the Ising
partition function with the physical parameter region also
provides a clue to obtain a classical hardness result, as
discussed in the next section.

C. Partial evidence of classical hardness
of a multiplicative approximation

We have established a quantum algorithm that approximates
the Ising partition functions with the general coupling strengths
and magnetic fields. While Problem 1 has been shown to
be BQP-complete, it is still unknown whether or not the
proposed quantum algorithm performs a nontrivial task in the
physical parameter region with real coupling strengths and
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magnetic fields. Thus there remains a possibility that a clas-
sical algorithm achieves a much better approximation in the
physical parameter region. To reduce this possibility, we show
partial evidence that an efficient multiplicative approximation
cannot be attained by using a classical computer, unless the
polynomial hierarchy collapses at the third level, which is
highly implausible.

Suppose we have a classical algorithm that approximates
the Ising partition functions with an additive error:

eA
poly(n)’

Here € indicates the improvement made by the classical
algorithm. If € A /[Zgnmpoly(n)] < ¢ with a constant ¢, we
can approximate the partition function with a multiplicative
error as follows:

(1 — ) Zgmm <

_ 7w

| ZG”Xm Gn xm ~

(80)

Zgwon < (A4 0)Zgrn. (81)

Gnxm

Below we will show partial evidence that there is no classical
algorithm that achieves an improvement € such that c < 1 —
2714, To this end, we show the following theorem bridging
the physical Ising partition functions and a class of quantum
computation, the so-called instantaneous quantum polynomial
time computation (IQP) [29,30]:

Definition 1 (IQP). Let n be the number of qubits. A
commuting gate is defined by

D(;,S;) = exp [i@, I1 Zki|, (82)

kES/'

where 6; € [0,27) is a real number meaning the rotational
angle and {S;} is a set of subsets of {1,2,...,n}, on which
the commuting gates act. We refer to a poly(n) number of
commuting gates, including the input state |[+)®" and the X-
basis measurements, as an IQP circuit. IQP is defined as a
sampling problem from the IQP circuit, whose probability
distribution is given by
2

Pige({si}1{0;),48;) = |Q)(+x | [ [ D@ SHIH="| . (83)
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where s; € {0,1} is the measurement outcome and |+;,) =
Zo+).

Theorem 4 (Ising partition functions and IQP). The parti-
tion function Zg»» of an Ising model on the square lattice
G™™ with real coupling strengths and magnetic fields is
equivalent to a probability amplitude of an instance of IQP
up to the scale factor

AIQPE Aoz(WHlEhD/zl—[ ”M l l—[ ||M l 1—[ ||M ”

veV ecEh ecEY
(84)
Proof. Here we consider another quantum circuit
—
¢ =T] o (85)

nev

acting on n + |V| qubits, where the initial and final states
are |[+)®"0)®V! and (+|®"(0|®!"!, respectively. This quantum
circuit also satisfies

Zanm — A/(—|—|®n<O|®|V‘C/|+>®n|0)®“7|, (86)
with the approximation scale
M, M, M,
2,,/21—[ | M| 1—[ | Ml 1—[ I II 87)

veV ecEh ecEY

(In contrast to the previous case, the final projection is also
simulated in C’, and hence the approximation scale A’ is
slightly different from A.)

The quantum circuit C' consists of single-qubit gates
{X! H}, and two-qubit gates A(Y(0)) since W becomes an
identity gate in the physical parameter region. By using a
single-qubit Clifford gatte R=(X+Z+Y +il)/2, the Y
rotation can be transformed into a Z rotation Z(6) = e~/9%/2
[see Fig. 10(a)]. Then the initial and final states of the ancilla
qubit are transformed into |+) and (+|, respectively. Thus we
obtain

= ; Zgmen = /<+|®n+\‘7lp|+>®n+\‘7l’ (88)

(a) — —

) Y@} (o 0) Y(0) (0] + —z0)F +

.

(b) — e(—D0'i0Z07Z/4

+) —{2(6)— (+] + - (+]

R i A (+
(c) p— = ciTZRZ/A '
e e

FIG. 10. (a) A circuit equivalence between controlled-Y and controlled-Z rotation gates. (b) Transforming a controlled-Z gate to rotational
gates with respect to the operators Z and Z ® Z, where X' is taken in the rotational angle. (c) A measurement-based implementation of the

Hadamard gate.
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where D is obtained from C’ by replacing all controlled-Y
rotations A (Y (6)) with controlled-Z rotations A(Z(6)).

The controlled-Z rotation is decomposed into single- and
two-qubit Z rotations:

Nap(Z(9)) = 010ZaZy/4 ,=i0Z/4 89)

The two Xla gates before and after A, ;,(Z(6)) are absorbed
into the rotational angles [see Fig. 10(b)],

S O A A CA (U

The Hadamard gate can be implemented using an ancilla qubit
|+), the two-qubit gate A(Z), and the projection (+| in a
teleportation-based way [see Fig. 10(c)]. The A(Z) gate can
also be represented as single- and two-qubit Z rotations:

Aa,a’(z) — e*in/4ei7TZ[,Z”//4efi7TZ[,/4efi7TZ0//4’ (91)

where the subscripts a and @’ denote the labels of the input
and output qubits of the gate teleportation.

Accordingly, the circuit D can be reformulated as a
commuting circuit D’ acting on the qubits on graph G’ as
shown in Fig. 11:

<+|®n+\V|D|+)®n+IV|
— 2(|V\+\Eh\—n)/2<+|®|‘7\+\V|+|Eh|'D/|+>®|V\+\V\+\Eh|’ (92)

where the final Hadamard gates are taken by the final state (+|
without teleportation and the number of qubits is equal to that
of vertices |V'| = |V| 4 |V| + |E"| of G’. The commuting
circuit D’ consists of only single- and two-qubit Z rotations
with appropriately chosen angles {6,,,6,} (see also Fig. 12):

D = H eiéﬂ,,zaz;, H eié,zZa’ 93)

{a,b}eE’ aeV’

where the multiplication is taken over the set of edges E’ and
the set of vertices V' of graph G’. The matrix element on
the rhs of Eq. (92) is regarded as a probability amplitude of an
instance of the IQP circuit. Specifically, the corresponding IQP
circuit consists of single-qubit and nearest-neighbor two-qubit
commuting gates acting on a 2D graph G’. Then, we obtain
the correspondence between the Ising partition function and
the probability amplitude of the IQP circuit,

ZGuxm = A/2(|V|+|Eh\—n)/2(+|®IV/ID/|+>®IV/I. (94)

|
Suppose the partition function Zg« can be approximated
with a multiplicative error 2!/4, that is,

274 ZGuen < Zgpn < 2V Z G (93)

Due to Theorem 4, this means that we can approximate the
probability of the output of the corresponding IQP circuit with
a multiplicative error +/2. On the other hand, as shown in
Refs. [29,30], even a weak simulation of a large class of IQP
circuits with the multiplicative error +/2 is hard for a classical
computer unless the polynomial hierarchy collapses at the third
level, which is highly implausible. A strong simulation, the
calculation of a probability distribution, is much harder than
a weak simulation, which samples the outcomes according
to the distribution [41]. Thus we reasonably conjecture that
there is no efficient classical algorithm that approximates
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the Ising partition functions in the physical parameter region
with a multiplicative error 2!/4. (By considering a polynomial
number of replicas of Zgnm, the multiplicative error can be
improved to be 2!/P°V® although the following final result
does not change.) If this conjecture is true, the classical
improvement of the approximation scale € is limited to
€ > (1 —27*"poly(n)Zgn / A. Since we are interested only
in the exponential behavior, a possible improvement of the
approximation scale by a classical algorithm is € ~ Zgnxm /A.

For the ferromagnetic Ising models with a constant mag-
netic field on arbitrary graphs, a fully polynomial randomized
approximation scheme (FPRAS) has been shown to exist [9].
However, under the random magnetic fields, approximation
of ferromagnetic Ising partition functions belong, under an
approximation-preserving reduction, to the class #BIS, which
is defined as a counting problem of the number of independent
sets of a bipartite graph [42]. The class #BIS is known to
lie in between FPRAS and #SAT under an approximation-
preserving reduction. Here #SAT indicates a counting problem
of the number of satisfying configurations and does not have
an efficient (polynomial) multiplicative approximation unless
NP = PR [7]. Moreover, it has been shown that a multiplicative
approximation of antiferromagnetic Ising partition functions
on d-regular graphs (d > 3) are NP-hard [43]. While an
efficient approximation of Ising partition functions on the
square lattices would still not be excluded, these facts and the
above partial evidence support the possibility that the proposed
quantum algorithm of an additive approximation performs a
nontrivial task even in the physical parameter region.

There is also another interesting corollary of Theorem 4.

Corollary 1 (real-imaginary correspondence). An arbitrary
Ising partition function Zg»x» on a square lattice G"*™ with
real parameters can be mapped into an Ising partition function
Zg on a lattice G’, shown in Fig. 11(b), with imaginary
parameters with a scale factor A’2—>m+2ntm,

Zgmom = A/27mm¥mtmy . (96)

Proof. In Ref. [29], a correspondence between IQP and
Ising partition functions with imaginary parameters has been
established. It indicates that the matrix element on the rhs of
Eq. (94) is equivalent to an Ising partition function Zs on a
lattice G’ with imaginary parameters with a scale factor 2/V'I:

Zo = z\V'\<+|®IV'ID/|+>®IV’I_ 97)
Combining Eq. (97) with Theorem 4, we obtain

Zanm — A/z(\V|+|Eh|—n)/22—|V/|ZG, — A/2—5nm+2n+mZG“
(98)

|
There has been a transformation, such as a duality transfor-
mation [44], that maps an Ising partition function with a real
coupling strength into an imaginary one for a restricted case.
However, Corollary 1 can be applied for Ising models with
arbitrary real coupling strengths and magnetic fields. Since
imaginary and real Ising partition functions have been well
studied in quantum and classical information, respectively, the
real-imaginary correspondence would be useful to bridge these
two fields.
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(a) @ b &

FIG. 11. (a) Graph G, on which the Ising model with real
parameters is defined. (b) Graph G’, on which the commuting circuits
for IQP are defined. The Ising model with imaginary parameters is
also defined on graph G’.

V. CONCLUSIONS AND DISCUSSION

We have constructed a quantum algorithm for an additive
approximation of the partition functions of Ising models
on square lattices. Specifically, we have argued both BQP-
completeness [23,31] and the extension toward the physical
parameter region [24] within the same model. This allows
us to calculate the approximation scale explicitly and to
investigate the behavior of the approximation scale penetrating
from the unitary case (Problem 1), which includes the BQP-
complete problem, to the physical parameter region, which is

PHYSICAL REVIEW A 90, 022304 (2014)

of central interest in statistical physics and computer science.
We have shown that the MBQC interpretation always provides
a better approximation than the constant-depth straightforward
quantum algorithm as long as the coupling strengths and
magnetic fields are finite.

The overlap mapping and the MBQC interpretation are
quite useful for translating the partition functions into quantum
circuits and calculating the resultant approximation scale.
While we have only considered square lattices, this method
could also be generalized to the Ising models on general
lattice structures. In such a case, the MBQC interpretation is
made on general graph states. In this context, flow theory and
its generalization, gflow [45,46], would provide an efficient
scheme to construct the corresponding quantum circuits.

Compared to the recent related work [28] based on an
analytical continuation, the proposed construction with linear
operator simulations provides a comparable approximation
error for the random-bond Ising models with magnetic fields
(at least with the size mentioned in Ref. [28]). One advantage
of the proposed algorithm in the physical parameter region
is that the approximation scale can be easily obtained, which
allows us to compare the performance with other approaches.

We have also provided partial evidence that there is no
efficient classical algorithm for a multiplicative approximation
of the Ising partition functions in the physical parameter

() —eo— --- —o (b) o-0-0— -+ -0
1 2 m 1 2 3 2m —1
+) —, =
¢ 0
9 e
+) [+ 0, [~ (+]
+) Y
2m—1
+) — (+
] - ] —i0n Z /4 | — E —— ] —inZ/4 —
0, — 6(—1)l"i¢9nZ®Z/4 = — CiTZRZ[4 E
AT - T
(@) P22 ... &
1 2 3 2m —1
(e) (1) ® A Conzem (h)
[+) — T it Z0z/a | (+

FIG. 12. The correspondence between the Ising models with real and imaginary parameters on a square lattice G and another lattice
G', respectively. (a)—(d) A 1D lattice with magnetic fields and horizontal couplings (i.e., n = 1). (a) A 1D lattice G. (b) The corresponding
decorated graph state |G). (c) A quantum circuit 7', which is decomposed into single- and two-qubit Z-rotation gates, as shown in Fig. 10. (d)
Graph G’, on which the Ising model with imaginary parameters is defined. (e) A vertical coupling for the case of a square lattice G. (f) The
corresponding decorated graph state |G). (g) The corresponding unitary gate in 7. (h) The corresponding part of graph G’, on which the Ising
model with imaginary parameters is defined. By combining (a)—(d) and (e)—(h) we can obtain Theorem 4.
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region. This has been shown by relating the quantum circuit
that corresponds to the Ising partition functions to an IQP
circuit. On the other hand, in the unitary case, the problem
(Problem 1) that can be solved by the proposed quantum
algorithm is BQP-complete. These facts strongly support the
observation that the proposed quantum algorithm performs a
nontrivial task even in the physical parameter regime with real
coupling strengths and magnetic fields.

Unfortunately, it is still not known whether the proposed
quantum algorithm performs a nontrivial task inside the
physical parameter region. However, the problems that we
have to tackle are now made clear. First, we have to rigorously
prove that classical simulation (strong simulation with a
multiplicative error) of the related IQP circuits is hard.
This could be solved by clarifying whether or not the IQP
circuits become universal for quantum computation with the

PHYSICAL REVIEW A 90, 022304 (2014)

help of postselection [29,30]. Second, we have to find a
quantum algorithm or instances of the parameters that attain
a multiplicative approximation. Otherwise, we have to show
that an additive approximation with the approximation scale A
is still hard for a classical computer. In doing so, the quantum
circuits we have constructed would provide us with a clue. If
these problems were solved, we could have another nontrivial
quantum algorithm that solves quite important problems in
statistical mechanics and computer science.
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