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Quantum metrology enhances the sensitivity of parameter estimation using the distinctive resources of quantum
mechanics such as entanglement. It has been shown that the precision of estimating an overall multiplicative
factor of a Hamiltonian can be increased to exceed the classical limit, yet little is known about estimating a
general Hamiltonian parameter. In this paper, we study this problem in detail. We find that the scaling of the
estimation precision with the number of systems can always be optimized to the Heisenberg limit, while the time
scaling can be quite different from that of estimating an overall multiplicative factor. We derive the generator
of local parameter translation on the unitary evolution operator of the Hamiltonian, and use it to evaluate the
estimation precision of the parameter and establish a general upper bound on the quantum Fisher information.
The results indicate that the quantum Fisher information generally can be divided into two parts: one is quadratic
in time, while the other oscillates with time. When the eigenvalues of the Hamiltonian do not depend on the
parameter, the quadratic term vanishes, and the quantum Fisher information will be bounded in this case. To
illustrate the results, we give an example of estimating a parameter of a magnetic field by measuring a spin-%

particle and compare the results for estimating the amplitude and the direction of the magnetic field.
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I. INTRODUCTION

Quantum metrology [1,2] is a scheme that uses entan-
glement to increase the precision of parameter estimation
by quantum measurements beyond the limit of its classical
counterpart. In classical parameter estimation, the estimation
precision scales as v=2, where v is the number of rounds
of measurement. The scaling can be rewritten as (N v)’%,
where N is the number of qubits used in each round, for
parameter estimation by quantum measurements if the N
qubits are not entangled. This scaling is often termed as the
standard quantum limit (SQL) [3], which characterizes the
precision limit of quantum measurements in the presence of
the shot noise. A more fundamental imprecision of quantum
measurement originates from the Heisenberg uncertainty
principle, which is one of the most fundamental properties of
quantum mechanics, due to the probabilistic nature of quantum
measurements. Research in quantum metrology has shown
that with the assistance of n-qubit entanglement, the optimal
scaling of the estimation precision can be raised to N~! V3,
i.e., the Heisenberg limit, implying an improvement of N 2
over the SQL.

Quantum metrology is rooted in the theory of quantum
estimation, which was pioneered by Helstrom [4] and Holevo
[5] who proposed the parameter-based uncertainty relation.
Braunstein et al. [6,7] developed that theory from the view
of the Cramér-Rao bound [8], which characterizes how well a
parameter can be estimated from a probability distribution,
and obtained the optimal Fisher information over differ-
ent quantum measurement schemes for a given parameter-
dependent quantum state. This is often called quantum Fisher
information.

Given the importance of precision measurement in different
fields of physics and engineering, the quantum Fisher informa-
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tion has attracted great interest from researchers. Giovannetti
et al. [1] found that the scaling of the quantum Fisher

information has an N2 improvement compared to its classical
counterpart if an N-qubit maximally entangled state is used.
This stimulated the emergence of quantum metrology, which
has been applied to different quantum systems to raise the
precision of measurements.

The optimality of quantum metrology in terms of the
scaling of the measurement precision was proved in [9] for
different initial states and measurement schemes, and also
by [10] from the viewpoint of the query complexity of a
quantum network. Moreover, when there is interaction among
the N entangled qubits or the Hamiltonian is nonlinear, the
measurement precision can be further increased to beyond the
Heisenberg limit [11-16].

Many applications of quantum metrology have been found,
including quantum frequency standards [17,18], optical phase
estimation [ 19-25], atomic clocks [26-30], atomic interferom-
eters [31], quantum imaging [32,33], and quantum-enhanced
positioning and clock synchronization [34]. The quantum
Fisher information has also been studied in open systems
[35—41], along with growing research on protocols assisted by
error correction [42—44]. Moreover, quantum metrology with
nonlinear Hamiltonians has received considerable attention
[12,15,45-52]. For reviews of the field of quantum metrology,
refer to [1,2].

Studies of quantum metrology have mainly focused on the
precision of measuring an overall multiplicative factor of a
Hamiltonian, e.g., the parameter g in a Hamiltonian gH, a
setting particularly suitable for enhancing phase or frequency
estimation in devices such as optical interferometers or atomic
spectroscopes. However, generally speaking, a parameter can
appear in a more general form in a Hamiltonian, not necessarily
as an overall multiplicative factor. For example, the parameter
can appear with different orders in the eigenvalues of the
Hamiltonian or even in the eigenstates of the Hamiltonian. An
understanding of the quantum limits in estimating this kind
of general parameter is emerging (e.g., [53] from the view
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of information geometry), but is still rather limited so far,
which restricts the potential range of applications of quantum
mechanics to metrology.

This paper extends quantum metrology to estimating a
general parameter of a Hamiltonian. We will show that the
optimal scaling of the measurement precision with the number
N of systems is still N~!, but the time scaling will be different.
In detail, it will be shown that the quantum Fisher information
can generally be divided into two parts: one is linear in the
time ¢, corresponding to the variation of the eigenvalues,
and the other is oscillatory, corresponding to the variation
of the eigenvectors of the Hamiltonian. The oscillating part is
bounded no matter how long the time ¢ is. We will obtain an
upper bound on the Fisher information for the general case.

The study of this problem will extend the current knowledge
of quantum metrology to a more general case, and more kinds
of precision measurements will benefit from this extension, es-
pecially those that go beyond phase or frequency measurement.
For instance, as we show as an example in this paper, it can
enhance the precision of measuring the direction of a magnetic
field by a spin-% system, which is useful for calibrating the
field. Therefore, the results of this paper will be useful to both
theory and experiments in quantum metrology.

II. BACKGROUND

Let us first review some concepts of the estimation
theory and their quantum counterparts. The task of parameter
estimation is to determine a parameter from a set of data
which depends on the parameter. A general procedure for
estimating a parameter is as follows: first acquire a set of data
X1, -..,Xx, which obey a probability distribution dependent on
the parameter f,(x), where g is the parameter to estimate; then
estimate g from xi,...,x, by a certain estimator and obtain
the estimated value geq(x1,...,x,). While there are many
different estimation strategies, such as the method of moments
and maximum-likelihood estimation, the performances of
those strategies differ. One of the most important benchmarks
of a strategy is the estimation precision, which is usually
characterized by the estimation error [6]:

So = 8est _ 1

7 ldlgeoerdsl —© @
where the factor |d(ges),/dg| is to eliminate the local differ-
ence in the units between the estimator and the real parameter
for different g. If the estimation procedure is repeated many
times, the estimated value g.y may have fluctuations. So
an appropriate measure to quantify the performance of an
estimator is the root-mean-square error of the estimation
results ((Bg)z)%. A cornerstone of the classical theory of
parameter estimation is the Cramér-Rao bound [8], which
bounds the precision limit of an estimator by the following
relation:

(69)%) = (8g)%, 2)

V()

where F,, is the Fisher information defined as

Fo = [10,0 fi0P S 0d. 3)
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The second term on the right side of (2), (8g)?, characterizes
the bias of the estimator. If the estimator is unbiased, i.e.,
(gest>g = g, then (3g) = 0.

The achievability (or the tightness) of the Cramér-Rao
bound (2) is addressed by the Fisher theorem. Fisher proved
that for asymptotically large v, the Cramér-Rao bound can
always be achieved by maximum-likelihood estimation (MLE)
and the estimation result is unbiased. Because of this property,
MLE has been widely adopted in parameter estimation
protocols.

In quantum metrology, one measures a parameter-
dependent state, say p,, to estimate g. The process of a
quantum metrology protocol splits into two stages. First,
measure the state in some basis [or, more generally, perform
a positive operator-valued measure (POVM) on it] and record
the measurement result. When such a measurement is repeated
v times for the same p,, we will acquire v measurement results.
These results depend on g, so they can be used as sample data
to estimate g. The second stage is estimating the parameter
g based on the measurement results by some appropriate
estimation strategy. The precision of the estimation is bounded
by (2) as usual. The complexity of quantum metrology comes
from the many different choices of the measurements (or
POVMs). Different choices lead to different precisions of the
estimation results. The aim of quantum metrology is to increase
the estimation precision by optimizing the measurement basis
(or POVM).

Braunstein and Caves obtained the optimal Fisher infor-
mation over all POVMs for a given p, [6], which is called
the quantum Fisher information, through the logarithmic
derivative L,:

F{9 =Tr(Lip,L,). 4)

The logarithmic derivative L has several different but equiva-
lent definitions. The most common is the symmetric logarith-
mic derivative (SLD), defined as 9,0, = (Lgpg + pgLg)/2.
L, in this definition is Hermitian, and the quantum Fisher
information F{? (4) can be simplified to Tr(pgL}). In the
eigenbasis of p,, an explicit form of L, can be found:

Ly =2y leleli) )
. it

where the 7;’s are the eigenvalues of p, and the |n;)’s are the

corresponding eigenstates.

In the current literature of quantum metrology, most
research interest has been focused on estimating an overall
multiplicative factor of a Hamiltonian, for example, estimating
g in a Hamiltonian g H. Usually an initial pure state |\W) is used
to undergo evolution by the Hamiltonian, so that

pe = exp(—igt H)|\W) (W] exp(igt H). ©)

In such a case, the quantum Fisher information F{¢ can be
simplified to
F{@ =4 (W|AH?| V). (7)

It can be proved [9] that (W|AH?|W)ny = i(Emax -
Emin)?, where Enax and Eni, are the maximal and minimal
eigenvalues of H, respectively. Since Ey.x and Epy, grow
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linearly with the number of systems N, F’ g(Q) o N2, which is

the origin of the /N improvement of the precision scaling in
quantum metrology compared with the SQL.

III. N SCALING OF QUANTUM FISHER INFORMATION

Now we turn to the major problem of this paper. We are
interested in quantum metrology for a general parameter in
a Hamiltonian. Both the eigenvalues and the eigenstates of
the Hamiltonian may depend on the parameter. We mainly
consider the scaling of the quantum Fisher information with
the number of the systems N in this section, and leave the
more general results for the next section.

We first introduce the general framework of how to derive
the quantum Fisher information of estimating a Hamiltonian
parameter. Suppose the Hamiltonian of a single system is H,,
the initial state of the system is pg, and the parameter we want
to estimate is g. After the evolution under thel Hamiltonian,
the state of the system becomes p, = Uy poUy, where U, =
exp(—itH,). The sensitivity of p, to the parameter g can
be characterized by the generator of the local parameter
translation from p, to pg14,, Where dg is an infinitesimal
change of g.

In detail, when g is changed to g +dg, p, is updated
t0 pysdg = UgragPoU], g Since Ug.ag ~ Uy + 8,U,dg, the
translation from p, to p,4 4 can be written as

pyrag ~ (Ug + dgdUp)po(U] + dgd,Uy)
= [I +dg(d,U)U1U,poU(I + dgU,d,U})
~ exp(—ihgdg)p, exp(ihgdg), (8)
where
hy = i(3,U)U}. 9)

Here, h, is the generator of parameter translation with respect
to g, and the subscript g is to indicate that this generator is
local in g. It can be shown [6,7] that when the initial state of
the system is a pure state |\V), the quantum Fisher information
of the evolved state U, | W) is

F{9 = 4(V|AR;|W). (10)

And the variance of h, is maximized when |V¥) =
\%[Mmax(hg) + €| Amin(hy))] (€' is an arbitrary phase) [9],
so the maximal quantum information is

F(Q) = [)‘-max(hg) - )‘mi“(hg)]z’ (1 1)

g, max
where Apmax(fg) and Apin(h,) are the maximal and minimal
eigenvalues of A, respectively.

When there are N systems, the total Hamiltonian is
Hg total = Hy 1 + -+ -+ Hg y, where H, ; is the Hamiltonian
for the ith system alone, ie., Hy; = I®™' ® H, ® I®N .
Since [H;,H;] =0,Vi,j =1,...,N, we have

) ae—ing,mwl
hg totat =1 93 ! o
=hg1+---+hgn. 12)
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As H,y,...,H, y are the same Hamiltonian on different
systems, it is obvious that

Kmax(hg,tolal) = N)‘max(hg)v

(13)
)\min(hg,total) = N)”min(hg)'
So according to (11),
max Fg(%tal = N2F§9,%ax, (14)

where F ;%ml is the total quantum Fisher information of the N
systems.

Equation (14) is interesting since it implies that the optimal
scaling of the total Fisher information using N systems can
always reach N2, which beats the classical scaling limit
and is universal for estimating an arbitrary parameter in the
Hamiltonian. Of course, if there are interactions among the N
systems, the optimal scaling of the Fisher information may be
even higher, which has been found for estimating an overall
multiplicative factor of a Hamiltonian [11,13]. In that case,
the total Hamiltonian becomes Hy ioa1 = Zil ..... i\ Hg i ..ipy if
there are k-body interactions among the N systems. Obviously,
the total Hamiltonian can grow nonlinearly with N in general,
so the quantum Fisher information may increase faster than
N?2. Such a case is beyond the scope of this paper and we do
not consider it in detail here.

yeey

IV. QUANTUM FISHER INFORMATION FOR GENERAL
HAMILTONIAN PARAMETERS

In this section, we study quantum metrology for general
Hamiltonian parameters in detail. We consider only single
systems here and focus on the time scaling of the quantum
Fisher information, since the scaling with the number of
systems was treated in the previous section. It can be seen
from Eq. (11) that the key to the quantum Fisher information
F{@ is the generator /i, (9) of the local parameter translation
from U, to Ugig,, so our main effort is to derive h, in the
following.

A. Resultfort <« 1

First, we study the derivative of exp[—it H(g)] with respect
to g which is needed in Eq. (9). This derivative is nontrivial,
since H, does not commute with d, H, in general. To obtain
this derivative, we start from an integral formula for the
derivative of an operator exponential [54]:

9 expl—ifH ()]
o
oH()
ar

explin —ip)H(M)ld .,

15)

B
:—i/ exp[—iuH)]
0

where u,B € R. By this formula and according to the
definition of &, (9), we get

t
hg =/ exp(—iuH,)0, Hy exp(ipnHy)d 1. (16)
0

When ¢ « 1, the first-order approximation of (16) is
hg ~ 10, H,.
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As shown in Appendix B, we can get an upper bound for the
quantum Fisher information in this case,

l‘2
F9 ETr(agHg)Z. (17)

gmax\

B. Result for general ¢

For larger ¢, direct calculation of the integral in Eq. (16)
is not easy. Of course, one can use the Baker-Campbell-
Hausdorff formula to expand the integrand, but that will yield
an infinite series that is difficult to treat. So we resort to a
different approach to work out &, which was first proposed in
Ref. [54].

Denote the integrand of (16) as Y (u):

. 0H, .
¥(0) = exp(~inHy) 7 £ explinHy). (18)
The derivative of Y (u) with respect to u satisfies
a i[H,, Y] (19)
— =1 ) )
au 8

and the initial condition is Y (0) = 9, H,.
To solve the differential equation (19), consider the follow-
ing eigenvalue equation:

[H,,T'] = AT. (20)

In this equation, H, can be treated as a superoperator acting
on I'. To distinguish H, as a superoperator from that as an
operator, we denote the superoperator of H, as H,, and (20)
can be rewritten as

H,T = iT. @)

It is easy to verify that H, is an Hermitian superoperator
(see Appendix A). Therefore, H, has d real eigenvalues, some
of which may be degenerate. Suppose the eigenvalues of H,
are Ay, ...,Ap2,andthatAy = Ofork = 1,...,r and A; # Ofor
k=r+1,...,d* and denote the corresponding orthonormal
eigenvectors as I'y, ...,["p, satisfying Tr(Fl.TFJ-) = §;;. Then,
0, H, can be decomposed as

d2
8gHg = chFk, (22)
k=1
where ¢, = Tr(I‘ZBg H,). Since Y () can also be decomposed
in terms of I'y,..., Iz, and Y(0) = 9, H,, the solution of
Eq. (19) is
d2
Y(u) =Y Tr(D[d, Hy)e Ty (23)
k=1

Now, we can insert the above solution for Y (i) into (16), and
since the first r eigenvalues of H, are zero,

=1 Tr(I[d, Ho)Ty
k=1
& 1—e —iAit
—i Y ————Tr(I[3, H,)T. (24)
k=r+1
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Equation (24) is the general solution for h,. When one
obtains the eigenvalues and eigenvectors of H, from (20) and
plugs them into (24), h, can then be derived.

If we know the eigenvalues and eigenstates of H, (as
an ordinary operator), the solution for h, (24) can be
greatly simplified. Suppose H, has n, different eigenvalues,

Ey, ..., E,, the degeneracy of Ej is di, and the eigenstates
corresponding to Ej are |E,((1)), ... ,|E,Ed")). The eigenvectors

and eigenvalues of H, are

i) = |ENEP|, WP =E - E,. (25)

It is obvious that the degeneracy of the zero eigenvalue

is d? + —|—d2 , and the corresponding eigenvectors are
F,E’,f),i j=1, ...,dk, k =1,...,n,. The coefficients of these

eigenvectors in i, are
() () (@)
Tr(Cy" 9 Hy) = (E;” |05 He | E,”)
= 0, E¢dij. (26)

The eigenvectors with nonzero eigenvalues of H,, are F,(c'/ ), k #
[, and their coefficients in /i, are

Tr(rliilm Og Hg) = (El(j) ‘ g H, ’ E,i“)

- (B0 E)+ Bl |EY)

= (Ex — EDE” |9, EP), 27)

where we have used (El(j)|8gE,(f))+(8gE1(j)|E]((i))=

3, (E/”|E{) = 0.
By plugging (25)-(27) into (24), we finally have

dy d

DN D)

k#l i=1 j=1

X sin M(El(n ’agEl(gi)HEl(j))(El(j)

. (28)

where P; is the projection onto the eigensubspace corre-
sponding to Ej: P, = Zflkzl |E,§'))(E,(f)|. We have used 1 —
e {E—ENt — 9 exp *i(EkZ*Et)t sin (Ek;EI)t.

The form of &, in Eq. (28) implies that the quantum Fisher
information F’ g(Q) can be divided into two parts: one is due to
the dependence of the eigenvalues E; on g, and this part is
linear in the time ¢; the other is due to the dependence of the
eigenstates |E,E')> on g, and that part oscillates with time.

When the dimension of the system is low, one may find the
eigenvalues and the eigenstates of the Hamiltonian explicitly,
so Eq. (28) is amore direct and compact result for #,. However,
if the dimension of the system is very high, e.g., a condensed-
matter system, then the eigenvalues and the eigenstates will be
extremely difficult to obtain, and the general result (24) will
be more helpful. In this case, the eigenvalues and eigenstates
of H, are still unavailable, but one can get some knowledge
of the quantum Fisher information F{? from the symmetry of
the Hamiltonian.

For example, if H is invariant under a unitary operation
U = exp(—if), then [H,,2] =0, which implies that €2 is
an eigenvector of H, with eigenvalue zero. Thus one can
calculate the coefficient Tr(Q20,H,) and check whether Q
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belongs to the support of d, H,. If it does, then the quantum
Fisher information F{% will scale as #* when 7 >> 1. So we
can see that even lacking details about the eigenvalues and
eigenvectors of H,, (24) can give some information about the
scaling of F{? through the symmetry of H,.

C. Upper bound on the quantum Fisher information Fg(Q)

From (24) or (28), we can obtain an upper bound on the
quantum Fisher information F g(Q).
First, we note that
2
(An)

< 3Te(hlhy) (29)

max

(see Appendix B for a proof), so from (10) and (24), we can
derive

2 " Tr(Df 0, Hy)
k=1

FO <

g, max

& f 2
Tr(I' 0, H At
| ( kYg g)| sin2 k ]

¥ (30)

k=r+1

And when we know the eigenvalues and eigenstates of the
Hamiltonian H,, the upper bound can be simplified to

<27 ) di(BEr)
k=1

FO

g, max

di d

82> ).

k£l i=1 j=1

2

: (E|a, EOP.

in—(E, — E)t
sin 2( k 1)

€1V

In particular, if the eigenvalues of H, are independent of g,
the upper bound of F g(Q) will not grow as t> when ¢ is large,
and the bound becomes

de 4 )
1 , .
Ao <8233 |sing (B = £ (£ 06 )
KA i=1 j=I
de 4 . .
<8 D > B |o.EL) (32)
k#l i=1 j=1

In this case, the quantum Fisher information F/ ;Q) is always
finite, no matter how long the time ¢ is, in sharp contrast to
the time scaling of the Fisher information for estimating an
overall multiplicative factor of a Hamiltonian.

V. EXAMPLE: A SPIN-% PARTICLE IN A
MAGNETIC FIELD

In this section, we consider an example to illustrate the
results in the previous sections. We study the quantum Fisher
information in estimating a parameter of a magnetic field by
measuring a spin-% particle in the field.

Suppose the magnetic field is Bny, where B is the
amplitude of the magnetic field and n_g = (cos 6,0, sin ),
gives its direction. The parameter 6 denotes the angle between
the direction of the magnetic field and the z axis. Now we place

PHYSICAL REVIEW A 90, 022117 (2014)

a spin-% particle, e.g., an electron, in this magnetic field and
our task is to estimate the angle 6 by measuring this particle.

The interaction Hamiltonian between the the particle and
the magnetic field is

Hy = B(cosfo, + sinfo,), 33)

where o, and o, are Pauli operators. We have assumed e =
m = ¢ = 1 in the above Hamiltonian for simplicity.

The eigenvalues of Hy are £B, and the corresponding
eigenstates are

B cos(%—%) oy sin(%—%)
o= 8) Fo= ()

(34)

According to (28), the generator 4 of the local translation with
respect to the parameter 0 for an evolution of time 7 is

—iBt o
h— B< 0 e sth)

e'B! sin Bt 0 33)

The eigenvalues of & are £ B sin Bt, so the maximum quantum
Fisher information is
F'9 = 4B?sin’ Bt.

max

(36)

We can also extend this result to a more general case.
Suppose the direction of the magnetic field 7 has an arbitrary
form with ||n_§ || = 1, then the Hamiltonian of the interaction
between the particle and the magnetic field is

—

Hy=Bn; -7, (37)

where @ = (0, ,0y,07) is the vector of the Pauli operators.
We can obtain & from (28),

h = Bsin Bt (cos Btdgng + i sin Btogng x ng)- o . (38)
. — . — —
Since dyng x ny is orthogonal to dyng, and ||dgng X ng|| =

H .
|0an¢ ||, the eigenvalues of & are

__9 .
+B||dgng|| sin Bt. 39)

Therefore, the maximum quantum Fisher information of
estimating 0 is

—>
F'9 = 4B?||9yny|? sin® Bt.

max

(40)

From (36) and (40), we can see that the maximum quantum
Fisher information oscillates with the time ¢, and the period of
the oscillation is %. This implies that the maximum quantum
Fisher information is always bounded in this case, and the

upper bound is 4Bz||89—n;||2. This is in sharp contrast to
the case where the parameter to estimate is an overall
multiplicative factor of the Hamiltonian (compare to the
amplitude case below). In that case, the maximum quantum
Fisher information grows as t2, and is unbounded as t — oo.

By way of comparison, if instead we want to estimate a
parameter in the amplitude B, of the magnetic field, where g
is the parameter to estimate, and the direction of the magnetic
field 7 is fixed, then

h=0,B 7 - @41)
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In this case, the maximum quantum Fisher information is

Fadl = 40, Bo)*r?, (42)
which recovers the time scaling 2, which is known in quantum
metrology for phase estimation.

The maximum quantum Fisher information (40) for es-
timating 6 has an intuitive physical picture. The derivative

89—11; characterizes how fast the direction 77; changes with the
parameter 6. If n, changes quickly with the parameter 6, it will
be more sensitive to distinguish different 6, so the precision of
estimating 6 will be higher.

VI. CONCLUSION

In summary, in this paper we studied quantum metrology for
estimating a general parameter of a Hamiltonian. We obtained
the generator h, of the infinitesimal parameter translation
with respect to g, of which the variance is the quantum
Fisher information, and also a general upper bound on the
quantum Fisher information. The results show that the optimal
scaling of the quantum Fisher information with the number of
systems can always reach the Heisenberg limit, but the time
scaling can be different from that of estimating an overall
multiplicative factor. We considered estimating a parameter of
a magnetic field by measuring a spin-% particle as an example
to illustrate the results, and compared estimating a parameter
of the magnetic field amplitude to estimating a parameter of
the magnetic field direction. When estimating a parameter of
the magnetic field amplitude, the time scaling of the quantum
Fisher information is #2, but when estimating the parameter of
the magnetic field direction, the quantum Fisher information
oscillates as a sine function of ¢. This example clearly shows
the difference between estimating an overall multiplicative
factor and estimating a general parameter, and gives a physical
picture illustrating the general results.
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APPENDIX A: PROOF OF THE HERMICITY OF 'H,

Suppose {0y, ...,0,2} is an orthonormal basis in the
operator space; then the (7, j)th element of the superoperator

PHYSICAL REVIEW A 90, 022117 (2014)

H, is
(Hy)ij = Tr(o, [Hy,0,]), (A1)
and

(Ho); = Tr((o; . Helo)). (A2)

If H, is Hermitian, it must satisfy (H,);; = (H, )jj. We can
check whether this is true directly from (A1) and (A2). Note
that

(He)ij — (Hp)]; = Tr(o [Hy.07)) + Tr([H.0/1o})

= Tr([H,.0, 5/]) (A3)
=0,
so this proves the Hermicity of H,.
APPENDIX B: PROOF OF EQUATION (29)
First, we note that [9]
2 1 2
(Ahg>max = Z()\max - )\min) s (Bl)

where Amax and Ap, are the maximum and minimum eigen-
values of &, respectively.
On one hand7 |)"max - )\min| g |)\max| + |)"min|a SO

<Ah§) < <|)Lmax| + |)\min|)2
max 2

< |)\max|2 + |)\min|2 i
2
where the second inequality follows from the well-known

power mean inequality: for any real positive numbers
X1, ...,X, and nonzero p, ¢,

1 1
(Xi’+~-~+xff)" < (xlp+--~+xr’f>” if p>gq

(B2)

n n
(B3)
If we take ¢ = 1 and p = 2, it will produce (B2).
On the other hand,
Tr(hi[ghg) = Z |)\k|2 P |)\max|2 + |)\min|2a
k
where A runs over all eigenvalues of 4, so we have
(882),, < ST0CLR,) (B4)

which proves Eq. (29).
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