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Orienting CO molecules with an optimal combination of THz and laser pulses:
Optimal control simulation with specified pulse amplitude and fluence
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Pulse-amplitude and fluence-specified optimal control simulation with linear (dipole) and nonlinear
(polarizability) interactions is applied to find the best way to orient CO molecules with a combination of
THz and laser pulses. The optimal pulses are numerically designed with a specified maximum amplitude of the
THz pulse and a specified fluence of the laser pulse within the ranges of Emax = 50 MV/m ∼ 150 MV/m and
f0 = 2.5 J/cm2 ∼ 4.5 J/cm2 at temperature T = 0 K ∼ 10 K. The optimal pulse almost always consists of
a near-single-cycle THz pulse of zero area and a laser pulse that is mainly composed of three subpulses. There
is no temporal overlap between the THz pulse and the laser subpulses. The THz pulse, which virtually contains
no dc components, induces rotational transitions in a resonant way, whereas the three laser subpulses efficiently
induce multiple rotational transitions through Raman scattering. Comparing the optimal control simulations with
and without laser pulses, the laser pulses effectively increase the degrees of orientation by approximately half
through the polarizability interaction with inversion symmetry.
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I. INTRODUCTION

In macroscopically isotropic ensembles, such as gases and
liquids, the control of molecular alignment or orientation is
essential prior to performing molecular-fixed-frame exper-
iments [1], and therefore, it has attracted much attention
in the past few decades. As rotational degrees of freedom
weakly couple with electric fields, strong fields are required
to generate torques to align or orient molecules. To avoid the
undesirable effects of such strong fields, molecular alignment
or orientation under the field-free condition is desired. In this
regard, intense laser pulses are often used to align or orient
molecules. When the optical frequency of a laser pulse is
much higher than the frequencies associated with rotational
transitions, molecules interact with the laser pulse through
the cycle-averaged-induced dipole moment [2,3]. Molecular
alignment can be achieved by the lowest-order-induced dipole
(polarizability) interaction with inversion symmetry. As the
alignment control is relatively easy to perform, effective
(multipulse) control schemes [4–28] and a wide range of ap-
plications that include molecular orbital tomography [29,30],
high harmonic generation [31], time-resolved imaging [32],
isotope separation [33–35], and reaction dynamics [36–38]
have been reported.

On the other hand, research on orientation control under
the field-free condition is still in its infancy. The difficulty
stems from the requirement of asymmetric interactions. When
a phase-locked two-color laser pulse is used to introduce
asymmetric interactions through higher-order-induced dipole
interactions [39–47], its intensity is usually so high that it
may induce undesirable transitions and/or cause damage to
molecules. Consequently, we need to utilize permanent dipole
moment coupling [48–62] with low-frequency electric fields,
such as half-cycle-pulse trains [48] and few-cycle pulses
[49–53], to realize molecular orientation in the field-free
condition.

*ohtsuki@m.tohoku.ac.jp

A straightforward and effective way is to excite rotational
states by using strong THz pulses [49–53]. In fact, according
to the recent numerical study by Liao et al. [51], quite
high degrees of orientation can be achieved by using strong
near-single-cycle THz pulses with a maximum amplitude of
several GV/m. Although it can be possible to generate such
strong THz pulses experimentally [54], the experimental setup
for the pulse generation may not be easily manageable in a
conventional laboratory.

Alternative approaches that utilize a combination of dipole
and low-order-induced dipole interactions have been reported
[56–63]. One approach focuses on the combination of half-
cycle THz and laser pulses [58,59]. Another approach utilizes
a combination of near-single-cycle THz and laser pulses
because such a THz pulse with a moderately high intensity
is experimentally feasible due to the recent development of
THz generation techniques. For example, Kitano et al. [60]
proposed a two-step scheme that consists of a prelaser pulse
and a near-single-cycle THz pulse with a suitable time delay to
orient HBr molecules. On the other hand, Shu and Henriksen
[61] discussed the roles of half- and single-cycle THz pulses in
the presence of a prelaser pulse and showed that the molecular
orientation was enhanced due to the quantum interference
created by the THz and laser pulses. However, the optimal
combination of the two different kinds of electric fields as
well as the optimal shapes of the THz and laser pulses is not
fully understood.

In the present study, focusing on a case of orientation
control of CO molecules, we explore the optimal way to
achieve the highest degree of orientation with a combination of
THz and laser pulses by means of optimal control simulation
[24,64]. To design optimal THz and laser pulses with exper-
imentally feasible specifications and enable semiquantitative
analyses, we explicitly specify the maximum amplitude of a
THz pulse and the fluence of a laser pulse in the simulation.
The values considered here are in the ranges of Emax =
50 MV/m ∼ 150 MV/m and f0 = 2.5 J/cm2 ∼ 4.5 J/cm2 at
temperature T = 0 K ∼ 10 K. Within those values, we will
show that optimal pulses almost always consist of temporally
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separated near-single-cycle THz pulses of zero area and sets
of three laser subpulses. In Sec. II, we summarize the modified
optimal control simulation and numerical details. In Sec. III,
we show the numerical results and discuss the optimal control
mechanisms, and in Sec. IV, we present a summary.

II. OPTIMAL CONTROL SIMULATION

A. Theoretical framework

We consider a rigid-rotor CO molecule with a rotational
constant, B. The molecule interacts with a linearly polarized
pulse, Etot(t), given by

Etot(t) = ê[E(t) + ε(t) cos ωLt], (1)

where ê is the polarization vector, E(t) is a THz pulse, and
ε(t) is the envelope function of a laser pulse with a central
frequency, ωL. If we consider the interaction up to the lowest-
order-induced dipole (polarizability) interaction and take the
cycle average over the optical frequency, ωL, the Hamiltonian
is expressed as

H (t) = B Ĵ 2 − μE(t) cos θ − 1
4α(θ )[ε(t)]2, (2)

with

α(θ ) = (α‖ − α⊥) cos2 θ + α⊥, (3)

where Ĵ is the angular momentum operator, θ is the angle be-
tween ê and the molecular axis, μ is the dipole moment, and α‖
(α⊥) is the polarizability component parallel (perpendicular)
to the molecular axis. In Eq. (2), we neglect the THz pulse in
the polarizability interaction, provided that the intensity of the
THz pulse is not extremely high.

The dynamics of CO molecules is described by the
Liouville equation,

i�
∂

∂ t
ρ(t) = [H (t), ρ(t)], (4)

where ρ(t) is the density operator. The initial state is given by
the Boltzmann distribution

ρ0 = ρ(t = 0) =
∑
J=0

J∑
M=−J

|J M〉pJ (T )〈J M|, (5)

where |J M〉 is the eigenstate of Ĵ 2 and Ĵz; i.e., Ĵ 2 |J M〉 =
�

2J (J + 1) |J M〉 and Ĵz |J M〉 = �M |J M〉. The population
of each |J M〉 is given by pJ (T ) that is independent of the
magnetic quantum number, M .

In optimal control simulation [65,66], a physical objective
is specified by a target operator, W . The optimal pulse,
which consists of the THz and laser pulses, is defined
such that it maximizes the expectation value at a specified
final time, tf . To explicitly specify the maximum amplitude
of the THz pulse and the fluence of the laser pulse, we
utilize the degrees of freedom originating from the penalty
due to the THz pulse energy and that due to the intensity of the
laser pulse, respectively. For the latter penalty, we introduce γ

to the polarizability such that

α(θ ) → αγ (θ ) = (1 + iγ )(α‖ − α⊥) cos2 θ + α⊥, (6)

where the instantaneous penalty parameter, γ , is a positive
function of time [24], although we assume a constant in the

present study. It leads to an effective Hamiltonian, Hγ (t), in
which the polarizability interaction is expressed in terms of
αγ (θ ) instead of α(θ ). Because of this, the density operator
is replaced by the penalized one, ργ (t), the time evolution of
which is described by Eq. (4) but with Hγ (t) instead of H (t).
As the introduction of γ is a numerical technique (penalty),
after obtaining the optimal pulses, we substitute them into the
original equation of motion, Eq. (4), to calculate the physical
properties.

From the above discussion, the functional to be maximized
is defined by

F [E(t), ε(t)] = Tr{Wργ (tf )} −
∫ tf

0

dt

�A(t)
[E(t)]2. (7)

The second term on the right-hand side represents the penalty
due to the THz pulse energy, where the positive function, A(t),
weighs the physical significance of the penalty. By applying
calculus of variations to Eq. (7) subject to the constraint of
the modified equation of motion for ργ (t), we obtain the two
optimality conditions,

E(t) = −λ(t)Im[Tr{ 
(t)μ cos θ ργ (t) }] (8)

and

Im[Tr{ 
(t)αγ (θ ) ργ (t) }] = 0. (9)

Here we introduce the Lagrange multiplier density, 
(t), which
obeys

i�
∂

∂ t

(t) = [H †

γ (t), 
(t)] (10)

with the final condition, 
(tf ) = W . Equations (8), (9), and
(10) with the modified equation of motion for ργ (t) consist of
the coupled pulse-design equations.

For numerical convenience, we next rewrite the pulse-
design equations in terms of a set of wave functions. To
accomplish this, we introduce two time-evolution operators,
Uγ (t,0) and Vγ (t,0), which are defined by

Uγ (t,0) = T exp

{
− i

�

∫ t

0
dτHγ (τ )

}
and

Vγ (t,0) = T exp

{
− i

�

∫ t

0
dτH †

γ (τ )

}
, (11)

with the time-ordering operator, T . Note that Hγ (t) is a non-
Hermitian operator as it is expressed in terms of αγ (θ ) [Eq. (6)]
instead of α(θ ). The operators, ργ (t) and 
(t), are expressed
as

ργ (t) = Uγ (t,0)ρ0(t)U †
γ (t,0) and


(t) = Vγ (t, tf ) W V †
γ (t, tf ). (12)

If we substitute Eqs. (5) and (12) into Eq. (8), and define

|ψJM (t)〉 = Uγ (t,0)|J M〉 and

|ζJM (t)〉 = Vγ (t,tf )W |ψJM (tf )〉, (13)

we have

E(t) = −A(t)Im
∑
J=0

J∑
M=−J

pJ (T )〈ξJM (t)|μ cos θ |ψJM (t)〉.

(14)
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To derive Eq. (14), we use the relation

U †
γ (t,0) = V −1

γ (t,0) = Vγ (0,t). (15)

Similarly, Eq. (9) is rewritten as

Im
∑
J=0

J∑
M=−J

pJ (T ) 〈ξJM (t)| αγ (θ ) |ψJM (t)〉 = 0. (16)

In the wave-function formalism, the coupled pulse-design
equations are composed of Eqs. (13), (14), and (16).

B. Solution algorithm for pulse-amplitude and fluence-adjusted
simulation

For a given set of penalty parameters, A(t) and γ , we solve
Eqs. (13), (14), and (16) iteratively by using the monotonically
convergent algorithm we developed in our previous study
[24,64]. In the algorithm, the square of the pulse envelope,
[ε(t)]2, is rewritten as the product of two identical components,
ε1(t) and ε2(t). Then, the pulse-design equations at the kth
iteration step are summarized as follows:

i�
∂

∂ t

∣∣ξ (k)
JM (t)

〉 =
{
BĴ 2 − μĒ(k)(t) cos θ

− 1

4
α†

γ (θ )ε(k)
1 (t)ε(k−1)

2 (t)

} ∣∣ξ (k)
JM (t)

〉
, (17)

with the final condition, |ξ (k)
JM (tf )〉 = W |ψ (k−1)

JM (tf )〉, and

i�
∂

∂ t

∣∣ψ (k)
JM (t)

〉 =
{
BĴ 2 − μE(k)(t) cos θ

− 1

4
αγ (θ )ε(k)

1 (t)ε(k)
2 (t)

}∣∣ψ (k)
JM (t)

〉
, (18)

with the initial condition, |ψ (k)
JM (0)〉 = |J M〉. The THz pulse

and the envelope function of the laser pulse are expressed as

Ē(k)(t)=−A(t)Im
∑
J=0

J∑
M=−J

pJ (T )
〈
ξ

(k)
JM (t)

∣∣μ cos θ
∣∣ψ (k−1)

JM (t)
〉
,

(19)

E(k)(t) = −A(t)Im
∑
J=0

J∑
M=−J

pJ (T )
〈
ξ

(k)
JM (t)

∣∣μ cos θ
∣∣ψ (k)

JM (t)
〉
,

(20)

ε
(k)
1 (t) − ε

(k−1)
1 (t)

= −λ(t)Im
∑
J=0

J∑
M=−J

pJ (T )
〈
ξ

(k)
JM (t)

∣∣αγ (θ )
∣∣ψ (k−1)

JM (t)
〉

× ε
(k−1)
2 (t), (21)

and

ε
(k)
2 (t) − ε

(k−1)
2 (t)

= −λ(t)Im
∑
J=0

J∑
M=−J

pJ (T )
〈
ξ

(k)
JM (t)

∣∣αγ (θ )
∣∣ψ (k)

JM (t)
〉
ε

(k)
1 (t),

(22)

where the positive function, λ(t), is a parameter that charac-
terizes the searching speed and accuracy. Note that as shown
in Ref. [64], the artificially divided components, ε

(k)
1 (t) and

ε
(k)
2 (t), are proved to converge to the same electric field.

In the present study, the penalty terms are actively utilized
to adjust the pulse amplitude and fluence. For this purpose, we
introduce the iteration-step dependence into the parameters,
A(k)(t) = A

(k)
0 ϕE(t) and γ (k), where ϕE(t) is an envelope

function of the THz pulse (see Sec. IIC). The target values
of the maximum amplitude of the THz pulse and the fluence
of the laser pulse are set to Emax and f0, respectively. For the
sake of concrete description, we consider the case wherein
we obtain E(k)(t) and ε

(k)
1,2(t) at the kth iteration step by using

the parameters, A(k)(t) and γ (k). The maximum amplitude of
the THz pulse, E(k)

max, and the fluence of the laser pulse, f (k),
are calculated by

E(k)
max = max{|E(k)(t)| , t ∈ [0, tf ]} (23)

and

f (k) = 1

2
ε0 c

∫ tf

0
dt ε

(k)
1 (t) ε

(k)
2 (t), (24)

with the electric permittivity of free space, ε0, and the velocity
of light, c. We then adopt the penalty parameters at the next
iteration step according to the following empirical relations:

A
(k+1)
0 = Emax

E
(k)
max

A
(k)
0 and γ (k+1) =

(
f (k)

f0

)1/100

γ (k). (25)

The convergence criteria for E(k)
max are given by∣∣E(k)

max − Emax

∣∣
Emax

< 10−7 and

∣∣E(k)
max − E(k−1)

max

∣∣
E

(k)
max

< 10−6, (26)

and those for f (k) are given by

|f (k) − f0|
f0

< 5 × 10−3 and
|f (k) − f (k−1)|

f (k)
< 10−6.

(27)
As regards the functional, F (k) = F [E(k)(t), ε(k)(t)], we eval-
uate the difference between the functional values at adjacent
iteration steps only during the iteration period where the
penalty parameters, A(k)(t) and γ (k), have constant values, i.e.,
Eqs. (26) and (27) are satisfied. During the iteration period, we
apply the convergence criterion with respect to F (k), which is
chosen as

F (k) − F (k−1) < 10−7. (28)

When all the convergence criteria in Eqs. (26)�(28) are
satisfied at the same time, we regard the pulses as a converged
(optimal) solution for a given ϕE(t). We will examine how to
determine ϕE(t) in the next subsection.

C. Numerical details

Here, we summarize the numerical details. The rota-
tional constant is set to B = 1.92 cm−1, which leads to
the rotational period, Trot = 8.68 ps. In the following, time
is always measured in units of Trot. The permanent dipole
moment has a value of μ = 0.057 a.u., whereas the po-
larizability has a value of α‖ = 15.63 a.u. and a value of
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α⊥ = 11.97 a.u. [67]. The target operator is chosen as a non-
negative operator, W = P (1 + cos θ )P , where the projector,
P = ∑8

J=0

∑J
M=−J |J M〉 〈J M|, is introduced to restrict the

rotational states to be optically controlled. The final time
is set to tf = 2.0. The equations of motion are numerically
integrated by using the 5th-order Runge-Kutta method with
the time grid, 10−5.

The initial trial fields of the THz and laser pulses are,
respectively, given by

E(0)(t) = E0 ϕE(t) sin 2π t and ε
(0)
1 (t) = ε

(0)
2 (t) = ε0 ϕε(t),

(29)

where we choose the values of the initial amplitudes, E0 and
ε0, depending on the target maximum amplitude, Emax, and
the target fluence, f0, respectively. As our aim is to design a
near-single-cycle THz pulse, we assume the envelope function

ϕE(t) =

⎧⎪⎨
⎪⎩

0 0 � t < t0
THz − 0.5

cos2
[
π

(
t − t0

THz

)]
t0
THz − 0.5 � t � t0

THz + 0.5

0 t0
THz + 0.5 < t � tf

,

(30)

where t0
THz specifies the temporal peak position. Note that

the time interval corresponds to the inverse of the lowest
rotational transition, 2B, so that the envelope function could
not impose “strong” constraints on the THz pulse shape. In
fact, we sometimes obtain a few-cycle pulse as an optimal
solution by using this envelope function (not shown). On the
other hand, to minimize the influence of the envelope function
on the laser pulse design, we assume a flat-shaped function:

ϕε(t) =

⎧⎪⎨
⎪⎩

sin(πt/2τL) 0 � t < τL

1 τL � t � tf − τL

sin[π (tf − t)/2τL] tf − τL < t � tf

, (31)

where τL = 0.1 characterizes the rises of the envelope func-
tion.

Finally, we explain how to find the optimal value of t0
THz in

Eq. (30), which characterizes the envelope of the THz pulse.
We first calculate the optimal pulse with a fixed value of
t0
THz = 1.0 according to the procedure described in Sec IIB.

We then use this converged pulse as an initial guess field to
find the optimal value of t0

THz. We simply divide the temporal
region around t0

THz ∼ 1.0 with the interval �t0
THz = 0.01. With

the newly defined t0
THz’s, the optimal control simulations are

performed to roughly search the maximum value of 〈cos θ〉(tf )
as a function of t0

THz. Each simulation requires typically 10000
iteration steps to meet the convergence criteria. Around the
region associated with the turn-over change in the value of
〈cos θ〉(tf ), we search the optimal value of t0

THz with a smaller
interval, �t0

THz = 0.005, whereby we find the optimal value of
〈cos θ〉(tf ) to an accuracy of 2 × 10−3.

III. RESULTS AND DISCUSSION

Optimal control simulations are performed with sets of
specified values, such as the maximum amplitudes of the THz
pulse, Emax = 50 MV/m ∼ 150 MV/m, the fluence of the
laser pulse, f0 = 2.5 J/cm2 ∼ 4.5 J/cm2, and temperature,

FIG. 1. (a) Convergence behavior of the maximum amplitude of
a THz pulse, and (b) that of the fluence of a laser pulse, as a function
of the number of iteration steps when the target values are set to
Emax = 100 MV/m and f0 = 4.0 J/cm2, respectively. As for the
temporal peak of the THz envelope, a fixed value of t0

THz = 1.0 is
assumed. Inset shows a magnified view of the convergence behavior
of the THz pulse amplitude in the first 40 iterations steps.

T = 0 K ∼ 10 K. As we find that the results share common
features, in Sec. IIIA, we focus on one of the examples to
discuss the pulse structures and control mechanisms in detail.
In Sec. IIIB, we show the results in a systematic way. In the
following, we use the terminology “optimal pulse” to mean an
optimally designed pulse that is composed of an “optimal THz
pulse” and an “optimal laser pulse,” and “THz-alone optimal
pulse” to mean a THz pulse that is optimally designed without
a laser pulse.

A. Specific example

As a specific example, we consider the case of T = 5.0 K,
E0

max = 100 MV/m, and f0 = 4.0 J/cm2. According to the
numerical procedures explained in Sec. IIB, we calculate the
optimal pulse by using the initial guess fields [Eq. (29)] with
E0 = 100 MV/m and ε0 = 1.0 GV

/
m (f (0) = 2.2 J/cm2).

The numerical performance is shown in Fig. 1, in which (a) the
convergence behavior of the maximum amplitude of the THz
pulse and (b) that of the fluence of the laser pulse are shown as
a function of the number of iteration steps. In this illustration,
the temporal peak of the THz envelope is set to t0

THz = 1.0.
We see from Fig. 1 that both amplitude and fluence smoothly
converge to the specified values after the initial substantial
changes (k � 100). The difference in convergence behavior
between Figs. 1(a) and 1(b) may stem from the different way
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〈          〉

〈          〉

FIG. 2. (Color online) (a) Optimal THz (red solid line) and laser
(black solid line) pulses as a function of time. The THz-alone optimal
pulse is shown by the red dashed line. Time is measured in units
of the rotational period, Trot. (b) Time evolution of the degree of
orientation, 〈cos θ〉(t), and that of alignment, 〈cos2 θ〉(t), are shown
by red and black solid lines, respectively. Those induced by the THz-
alone optimal pulse are plotted by dashed lines. (c) Time-dependent
population of each J state, which is obtained by summing over the
populations with magnetic quantum numbers, M = −J, . . . ,J .

of updating the penalty parameters [see Eq. (25)] as well as
from the different initial guess fields. As explained in the last
paragraph of Sec. IIC, starting with this converged pulse, we
search the optimal value of t0

THz to obtain the optimal pulse.
The numerical results are summarized in Fig. 2. As shown

in Fig. 2(a), the optimal pulse consists of a near-single-cycle
THz pulse and three or four laser subpulses. For reference,
we also show the THz-alone optimal pulse (dashed line),
which is also a near-single-cycle pulse. Note that there is
no temporal overlap between the THz pulse and the laser
subpulses. This contrasts the advantage of superimposing a
laser pulse on a half-cycle pulse [58] to improve orientation
control. Figure 2(b) shows the time evolution of the degree
of orientation, 〈cos θ〉(t), and that of alignment, 〈cos2 θ〉(t).
The optimal pulse and the THz-alone optimal pulse (dashed
line) lead to 〈cos θ〉(tf ) = 0.49 and 〈cos θ〉(tf ) = 0.33, respec-
tively. It clearly illustrates the effectiveness of introducing the
laser pulse, i.e., the interaction with inversion symmetry can
considerably enhance the degree of orientation. By comparing
the degrees of alignment, we see that the THz-alone optimal
pulse introduces a much smaller change in 〈cos2 θ〉(t). It is
because the THz pulse dominates the �J = ±1 transitions,

which slightly enhances 〈cos2 θ〉(t) through a small shift from
the initial thermal equilibrium distribution. Figure 2(c) shows
the time-dependent population of each rotational state, which
is obtained by summing over the populations with magnetic
quantum numbers, M = −J, . . . ,J .

First, we consider the structure of the optimal laser pulse in
detail. The laser pulse practically consists of three subpulses
because the highest degree of orientation decreases by 0.01
when the small subpulse located immediately before the last
subpulse is removed. Of the three subpulses, one subpulse
appears prior to the THz pulse, which will be referred to
as the prepulse, and the other two subpulses appear after
the THz pulse, which will be referred to as postpulses. A
possible interpretation of the three-subpulse structure can be
given according to the frequency-network mechanisms [24].
If we calculate the power spectrum of the envelope function
(or the intensity) of the laser pulse (not shown), we see
that the major frequency components appear at 5B n (n =
0, ± 1, ± 2, · · · ) with sidebands ±B for |n| � 2 and −B

for n � 3 (+B for n � −3). Those frequency components
efficiently induce several lowest Raman transitions (e.g., 10B

corresponds to the J = 3 ← J = 1 transition), that is, “three”
is the minimum number of subpulses to introduce a frequency
distribution that is suitable for multiple Raman transitions. If
there were only two subpulses, the power spectrum would
be composed of equally spaced frequency components, the
interval of which would correspond to one of the specific
Raman transitions.

In the time domain, we can provide an alternative in-
terpretation by using an analytical expression for the laser-
induced excitation process. For illustrative purposes, we
restrict ourselves to the M = 0 (magnetic quantum number)
case. As Fig. 2(c) shows that the rotational states up to J = 3
dominate the dynamics, the wave packet immediately before
the interaction, |ψ0〉, can be generally expressed as

|ψ0〉 =
3∑

J=0

|J 0〉| CJ |e−i ηJ , (32)

where | CJ | and ηJ represent the amplitude and the phase,
respectively. On the other hand, we see from Fig. 2(a) that
the temporal width of each subpulse is much shorter than
the rotational period. It means that we can safely neglect the
free rotational motion during the polarizability interaction.
Dividing the polarizability interaction into the energy shift
(�) and transition (�) parts, we thus have the wave packet
immediately after the interaction, |ψ+〉,

|ψ+〉 = ei �/2ei �ei �/2|ψ0〉, (33)

in the second-order split-operator approximation. The opera-
tors, � and �, are expressed as

� =
∑

J

|J 0〉δJ 〈J 0| with δJ = λJ,J (34)

and

� =
∑

J

|J + 2 0〉λJ+2,J 〈J 0| + H.c., (35)
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where the matrix element is defined by

λJ ′,J = 〈J ′ 0|α(θ )|J 0〉
4�

∫ ∞

−∞
dt ′ [ε(t ′)]2. (36)

By using Eq. (33), we examine the Raman transition effects
on the population redistribution among the J = 0 ∼ 3 states.
Expanding Eq. (33) with respect to �, we have the populations
of the J th states

PJ=2j = [1 − 2(λ 2j−2, 2j )2 − 2(λ 2j+2, 2j )2]| C2j |2
+ (−1)j 2λ02| C0 || C2 | sin(η20 − δ20/2)

+ (λ02)2|C2−2j |2 + · · · (37)

and

PJ=2j+1 = [1 − 2(λ 2j−1, 2j+1)2 − 2(λ 2j+3, 2j+1)2]| C2j+1 |2
+ (−1)j λ132| C1 || C3 | sin(η31 − δ31/2)

+ (λ13)2|C3−2j |2 + · · · , (38)

where the terms up to the second order in � are explicitly
shown. In Eqs. (37) and (38), j = 0, 1, λJ, J ′ = 0 if J < 0 or
J ′ < 0, δ20 = δ2 − δ0, η20 = η2 − η0, etc. If the initial state is
given by one of the rotational eigenstates, the initial population
is simply reduced within the second-order approximation.
This situation corresponds to the excitation processes induced
by the prepulse. On the other hand, if the initial state is a
superposition state, the lowest-order terms of the population
redistribution originate from the interference between the wave
packet reached by Rayleigh scattering and that by Raman
scattering. The interference terms are considerably influenced
by the relative phases, η20 and η31, immediately before the
excitation [Eq. (32)]. For example, if the relative phases
are set to −δ20/2 + η20 ≈ π (mod π ) and −δ31/2 + η31 ≈
1.5π (mod 2π ), the populations of the odd-numbered states
are selectively excited. This situation roughly corresponds
to the first postpulse (t = 1.54), at which the populations
of the odd-numbered states are more influenced than those
of the even-numbered states. If this is so, the relative phases at
t = 1.96 (second postpulse) are obtained by adding 2.5π and
4.2π to the even- and odd-numbered states, respectively. Those
relative phases are suitable for causing both J = 2 ← J = 0
and J = 3 ← J = 1 transitions.

Similarly, we evaluate the time-dependent behavior of
〈cos θ〉(t). As a minimal analysis, we assume a J = 0, 1
superposition state as the initial state and consider the terms
up to the first order with respect to �. The degree of orientation
after the laser pulse is applied is expressed as

〈cos θ〉(t)
= 2〈0 0| cos θ |1 0〉| C0 || C1 | cos[−2πt + δ10 − η10]

+ 2〈1 0| cos θ |2 0〉| C0 || C1 |λ 20

× cos[−4πt + (δ21 − δ10 + π )/2 + η10] , (39)

where δ10 = δ1 − δ0, η10 = η1 − η0, etc. Equation (39) indi-
cates the importance of the initial relative phase, η10, when the
laser pulse is applied. The condition that the phases of the two
cosines are equal to zero can explain the timings of the two
postpulses at t 
 1.54 (1.58) and t 
 1.96 (1.92) in Fig. 2(a).
Here, the values in parentheses are the analytically derived
ones. This good agreement, however, does not mean that the

present analytic approach can be extended straightforwardly
to include more states and/or higher-order contributions of
�. Such extensions introduce more conditions for the phases
associated with the interference terms, thereby resulting in
difficulty in finding the “best” values. This situation usually
limits the analytic approach to the examination of the pulse
structure.

Next, we consider the optimal THz pulse that appears
as a near-single-cycle pulse [Fig. 2(a)] with almost zero
area. Its peak amplitude is approximately two orders of
magnitude smaller than that of the laser pulse, which validates
the approximation that the THz pulse makes virtually no
contribution to the polarizability interaction [Eq. (2)]. The sine
shape means that it does not contain a dc component so that
the THz pulse tends to induce resonant transitions between the
odd-numbered and even-numbered states. The power spectrum
has a central frequency of 3.7B (0.21 THz), which is similar
to the J = 2 ← J = 1 transition frequency (4B). The optimal
THz pulse appears slightly earlier than the THz-alone optimal
pulse, the latter of which has an optimal value of t0

THz 
 1.0.
Comparing the first peaks between the two THz pulses, the
shift is estimated by 0.04, which roughly corresponds to
the averaged shift over the two lowest transitions, induced
by the two postpulses, (δ10 + δ21)/2 × 2 
 0.069π , i.e., 0.035.
(The peak intensity and FWHM of each postpulse is estimated
as 13.0 GV/m and 44 fs, respectively.) As the energy shifts
are virtually independent of the quantum number for J � 2,
we expect that such temporal shifts will disappear as the
temperature is increased, as will be numerically illustrated
later (Fig. 5).

Here we note the relation between the degree of orientation
and the sign of the THz pulse. We consider the case wherein
the rotational wave packet is described by |ψ(t)〉. Because the
degree of orientation (scalar) does not depend on the choice of
the coordinate systems, we have

〈ψ(t)| cos θ |ψ(t)〉 = 〈ψ̄(t)| cos(π − θ )|ψ̄(t)〉
= −〈ψ̄(t)| cos θ |ψ̄(t)〉, (40)

where |ψ̄(t)〉 represents the wave function after the inversion.
Under the inversion, the dipole interaction changes its sign
such that −μE(t) cos(π − θ ) = μE(t) cos θ . That is, |ψ̄(t)〉
is obtained by applying −E(t) to the initial state |ψ̄0〉. If the
rotor molecule is initially in the state with no orientation, |ψ̄0〉
is the same as the initial state of |ψ(t)〉 except for a global
phase. Therefore, Eq. (40) shows that the degree of orientation
changes its sign, 〈cos θ〉(t) → −〈cos θ〉(t), if we change the
sign of the THz pulse, E(t) → −E(t).

Finally, to visualize the effects of the laser pulse fluence
on the control achievement, we numerically design the
optimal pulse within f0 ∈ [2.5 J/cm2, 4.5 J/cm2] at every
0.5 J/cm2, while assuming a constant value of Emax =
100 MV/m. Figure 3 shows the optimal degree of orientation
as a function of laser pulse fluence. The increase in fluence
leads to a monotonic increase in the degree of orientation;
however, the change in value is not so large. Scrutinizing the
slope, we see that it becomes smaller as f0 increases, especially
around f0 = 4.5 J/cm2. This would suggest that the fluence
exerts some kind of saturation effect because only the THz
pulse determines the degree of superposition between the
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FIG. 3. Optimal degree of orientation as a function of laser pulse
fluence. The maximum amplitude of each THz pulse is set to Emax =
100 MV/m.

odd- and even-numbered states. As for the laser pulse structure,
we observe the following four major features although we do
not show the numerical illustrations. (i) The optimal laser
pulses always consist of three subpulses. (ii) Their temporal
peak positions are independent of the fluence although a
smaller fluence leads to slightly less intense and narrower
subpulses. (iii) The optimal THz pulses have almost the same
shape independent of the laser pulse fluence, although (iv) their
temporal peak positions move slightly toward the final time as
the fluence decreases, consistent with the laser-induced phase
shifts. Those features suggest that the three-subpulse excitation
scheme is robust to the fluence range considered here.

B. Effects of temperature and maximum amplitudes
of THz pulses

In this subsection, we assume three values of the maximum
amplitude of the THz pulse, Emax, at T ∈ [0 K, 10 K]. We
show the results by using a set of parameters to see the change
in the optimal pulse shape and therefore the control mechanism
in a systematic way. In Fig. 4(a), for each specified amplitude
of the THz pulse, the degree of orientation achieved by the
optimal pulse is plotted as a function of temperature. Within
the amplitudes and temperatures considered here, a larger THz
amplitude leads to a higher degree of orientation and the degree
of orientation decreases as the temperature increases. We have
also designed THz-alone optimal pulses with the specified
maximum amplitudes, and the degrees of orientation achieved
by them are also shown in Fig. 4(a) with dashed lines. By
comparing the control achievements with and without laser
pulses, we see that the laser pulses considerably improve the
degrees of orientation. In fact, from their ratios, which are
shown in Fig. 4(b), we see that the combined control typically
leads to more than 1.4 times greater degrees of orientation
than that without laser pulses. Note that a larger Emax leads to
a smaller ratio, which can be partly explained by the fact that
the THz pulse with a larger Emax achieves orientation control
to some extent even without a laser pulse.

Figure 5 shows the optimal THz and laser pulses (solid
lines) and the THz-alone optimal pulses (dashed lines) at T =
3 , 5, 7, and 10 K. We would like to emphasize that in all the
cases, near-single-cycle THz pulses are obtained as optimal

〈  
   

   
   〉

〈  
   

   
   〉

〈  
   

   
   〉

FIG. 4. (Color online) (a) Optimal degree of orientation as a
function of temperature, in which the maximum amplitudes of
the THz pulses are chosen as Emax = 50 MV/m (filled squares),
100 MV/m (filled circles), and 150 MV/m (filled triangles). (a)
Values derived by the optimal pulses, 〈cos θ〉, and those by the
THz-alone optimal pulses, 〈cos θ〉THz, are shown by solid and dashed
lines, respectively. (b) The ratio of 〈cos θ〉/〈cos θ〉THz is plotted as a
function of temperature for the three different values of Emax.

solutions. This is not a trivial result. In fact, we see few-cycle
optimal THz pulses in the T = 0 K case (not shown). The pulse
structures are similar regardless of the maximum amplitude of
the THz pulse or the temperature. The laser pulses mainly
consist of one prepulse and two postpulses, as indicated by
the three vertical dashed lines. We have confirmed that the
three main subpulses typically achieve more than 97% of the
control. In the worst case at T = 10 K, the three subpulses
indicated by the vertical dashed lines still achieve 92% of the
control.

In addition to the above-mentioned similarities, we see
the following four common features. (i) The THz pulses are
temporarily shifted toward the final time as the temperature is
increased. This can be understood from the fact that a higher
temperature leads to more initial populations in the rotational
states with higher J numbers, and that the laser-induced energy
shifts are virtually independent of the quantum number for
J � 2. (ii) The prepulses are also shifted toward the final
time as the temperature is increased. This would suggest the
importance of the time interval between the prepulse and the
THz pulse, that is, the prepulse shifts are accompanied by
the THz pulse shifts to keep the time interval between those
pulses constant. On the other hand, (iii) the peak positions of
the two postpulses are unchanged. This could be understood
if the specified final time, tf = 2.0, determines their timings.
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FIG. 5. (Color online) Optimally designed THz (red solid lines) and laser (black solid lines) pulses as a function of time at T = 3 , 5 , 7 ,
and 10 K. The maximum amplitudes of the THz pulses are set to (a) Emax = 50 MV/m, (b) Emax = 100 MV/m, and (c) Emax = 150 MV/m.
Left and right ordinates show the scales of the THz and laser pulse amplitudes, respectively. In each figure, the THz-alone optimal pulse is also
shown by the red dashed line. The three vertical dashed lines are introduced to indicate the irradiation timings of the three main subpulses. The
crossbars in Fig. 5(b) show the initial populations at each temperature.

Actually, when we calculated the optimal pulses by employing
three different final times, tf = 1.5, 2.0, and 2.5, without
introducing the THz envelope function [Eq. (30)], we found
that the last subpulses always appear immediately before the
specified final time (not shown). (iv) As shown in Fig. 6,
the optimal THz pulses tend to involve higher-frequency
components as the temperature and the maximum amplitude,
Emax, increase. The former is understandable because a higher

FIG. 6. (Color online) Central frequencies of the optimal THz
pulses as a function of temperature, in which the maximum
amplitudes are set to Emax = 50 MV/m (black squares), Emax =
100 MV/m (red circles), and Emax = 150 MV/m (blue triangles). In
the Emax = 100 and 150 MV/m cases, there are no data at T = 0 K
because the THz pulses have double-peak structures so that the central
frequencies cannot be determined.

temperature leads to more thermally excited populations. The
latter is explained by the fact that a more intense THz pulse can
induce transitions to higher rotational states that have larger
transition frequencies.

We see from Fig. 5 that the optimal pulses have rather
simple structures that could be mimicked by a set of model
pulses. Such model calculations can be easily used to evaluate
the sensitivity of the pulse irradiation timings. They are also
useful to find possible other combinations of pulses that lead
to similarly high degrees of orientation. For this purpose, we
consider the specific example in Fig. 2, where the optimal THz
pulse and the three laser subpulses (envelope functions) can
be approximated by

E(t) = E0 exp

[
−

(
t − t0

THz

)2

2σ 2
THz

]
sin ωTHz

(
t − t0

THz

)
and

εn(t) = ε0 exp

[
− (t − tn)2

2σ 2

]
, (41)

with n = 1,2,3, respectively, where |E(t)|max = 100 MV/m,
σTHz = 0.86, ωTHz = 3.7 B, ε0 = 13 GV/m, and σ = 3.9 ×
10−3 (34 fs). The temporal peaks of the envelope functions are
specified by t0

THz and tn (n = 1, 2, 3). The total fluence of the
laser pulse is set to 4.0 J/cm2.

As for the pulse irradiation timings, there are three indepen-
dent parameters that specify the time intervals. For simplicity,
we adopt a fixed value of t3 − t0

THz = 1.0, which is determined
by the numerical results in Fig. 2(a). We then calculate the
maximum absolute values of the degrees of orientation as
a function of t1 − t0

THz ∈ [−1.1, 0] and t2 − t0
THz ∈ [0, 1.0].

Note that we search the maximum value for each set of
parameters by solving the equation of motion at least one
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FIG. 7. (Color online) Contour plots of the maximum absolute
values of the degrees of orientation as a function of time delays,
t1 − t0

THz and t2 − t0
THz, achieved by sets of model pulses [Eq. (41)]

in the (a) three-laser-pulse and (b) two-laser-pulse cases. Here, t0
THz

and t1 and t2 specify the temporal peaks of the envelope functions of
the model THz and laser pulses, respectively. In (a), a fixed value of
t3 − t0

THz = 1.0 is assumed.

rotational period after the last subpulse. Figure 7(a) shows the
results. There are two regions around (t1 − t0

THz, t2 − t0
THz) 


(−1.0, 0.6) and (−0.6, 0.6) that provide quite high degrees
of orientation, the latter of which corresponds to the optimal
solution. From the region size associated with the optimal
solution, the control requires a temporal resolution of ±0.04 ≈
±350 fs to achieve a reasonably high degree of orientation
(� 0.40). The other region is located around (−1.0, 0.6) so
that the prepulse appears approximately one rotational period
before the THz pulse. Its net control time is longer than that of
the optimal solution. There are also several regions located
around t2 − t0

THz 
 1.0 that give reasonably high degrees
of orientation. Those regions correspond to two-laser-pulse
excitation. Because we do not adjust the amplitudes of the
subpulses when there is a temporal overlap between them,
the laser pulse fluence associated with those regions is higher
than f0 = 4.0 J/cm2. It may partly explain their high control
achievements.

Figure 7(a) could suggest a control scheme that consists
of a combination of the near-single-cycle THz pulse and
two laser pulses. We numerically evaluate the effectiveness
of the scheme by removing the second postpulse. To adopt
the same laser pulse fluence as that in Fig. 7(a), we assume√

3/2 times larger amplitudes for the pre- and postpulses.
The maximum absolute values of the degrees of orientation
as a function of t1 − t0

THz and t2 − t0
THz are contour-plotted in

Fig. 7(b). The regions that provide high degrees of orientation
significantly decrease compared to those in Fig. 7(a). The
values in the regions that correspond to the two-laser-pulse
excitation in Fig. 7(a) also significantly decrease. It indicates
that the control achievements in those regions are sensitive
to the intensities of the pre- and postpulses. This situation is
considerably different from the three-subpulse case, in which
the control achievements are robust to the total fluence, as
shown in Fig. 3.

IV. SUMMARY

We have extended our previous optimal control simu-
lation with nonlinear molecule-electric-field interactions to
explicitly specify the pulse amplitude and fluence. The idea
is to utilize the flexibility originating from the fluence and
instantaneous penalty terms. The simulation has been applied
to the orientation control of CO molecules with a combination
of a THz pulse and a laser pulse when the maximum
amplitude of the THz pulse and the fluence of the laser
pulse are, respectively, chosen as Emax = 50 ∼ 150 MV/m
and f0 = 2.5 ∼ 4.5 J/cm2 at T = 0 ∼ 10 K. The systematic
analyses clearly illustrate the effectiveness of introducing
laser pulses that contribute to the molecular orientation
through the polarizability interaction with inversion symmetry.
When the THz pulses have the moderately high amplitudes
considered here, we explicitly show that near-single-cycle
THz pulses can be the optimal solutions in the combined
control scheme. Regarding the structures of the THz pulses,
they virtually contain no dc components and mainly induce
resonant rotational transitions. On the other hand, the optimal
laser pulses almost always consist of three subpulses, and the
control achievements are weakly dependent on the fluence of
the laser pulses. One of the subpulses appears before the THz
pulse and the other two appear after it, and there is virtually no
temporal overlap between the optimal THz pulse and the laser
subpulses. The three laser subpulses lead to network structures
in the frequency domain, which could efficiently induce the
multiple rotational transitions through Raman scattering.

The present simulations explicitly specify the amplitudes
and fluence of the THz and laser pulses within experimentally
available values. In addition, the numerically designed pulses
have simple structures and the control achievement is weakly
dependent on the laser pulse fluence. The present results may
serve as a good reference and guide for the further development
of orientation control experiments with the combined THz and
laser pulses.
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