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Casimir-Polder force on a two-level atom in a structure containing metamaterials
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We study the Casimir-Polder (CP) force on an excited cold two-level atom in structures containing
metamaterials. We adopt two kinds of metamaterials: left-handed materials (LHMs) and zero-index materials
(ZIMs). The CP force on an excited atom can be divided into two parts: the dispersive force that responds to
all frequencies of the electromagnetic mode and the resonant force, which is determined by the frequency at the
atomic transition. Left-handed materials and ZIMs can significantly modify the resonant part of the CP force due
to their unique character. It is found here that the presence of LHMs can enhance the force on the atom far away
from the surface due to its phase compensation, while the presence of ZIMs can lead to a force that is independent
of dipole orientation. The Casimir effect within the combination of LHMs and ZIMs leads us to realize a potential
well that is insensitive to the orientation of atomic dipole. Due to the spontaneous decay, the resonant part of the
CP force disappears eventually; however, the decay at the position with maximum force is inhibited. Therefore,
during the time evolution, there are special positions (focuses) at which the force is significant for a longer time.
Our results show the trap effect that can work on an atom with arbitrary dipole orientation. This provides a
method to either trap or reflect an atom in a position far away from surface.
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I. INTRODUCTION

The Casimir-Polder (CP) force refers to the force between
neutral atoms and materials [1]. It originates from the quantum
fluctuation of both the field and dipole momentum. The CP
force has several applications in atomic optics and has been
extensively investigated for the case when the atom is in the
ground state [1–7]. To mention a few applications, it can be
used to make the transmission gratings for atomic matter waves
and to realize atomic Mach-Zehnder-type interferometers [2].
The combination of the Casimir force and gravitational force
can be used to realize the flat quantum reflective mirror, which
provides a focusing mechanism [3]. It also should be taken
into account to construct evanescent-wave elements for atom
guiding [4]. Meanwhile, the Casimir force can be a disturbing
factor of nanodevices, which leads to an undesired sticking of
small objects to the surface [5] and diminishes the depth of
magneto-optical traps when near the surface [6]. The influence
of the nanostructure on the Casimir-Polder potential, i.e., an
atom near a monolayer made by the periodically arranged
metallic and dielectric nanospheres, has also been analyzed
[7]. All the aforementioned applications are based on the force
that is acting on an atom in the ground state. However, the
excited-state calculations have also attracted plenty of interest
[8–13]. It has been shown that the Casimir-Polder force on an
excited atom is much stronger than that on the ground state
and varies sinusoidally with distance from the surface [14]. As
a major achievement, the method has shown that the force on
excited atoms can be repulsive [15].

The force on the atom in the ground state is dispersive
and frequency dependent over a wide range. However, the
force on the excited state is mainly related to the frequency
region near the atomic transition frequency. Therefore, it is
convenience to control the force on an excited atom by tailoring

the electromagnetic property of material near atom. In the usual
material, the force on the excited atom decreases as 1/r (r is the
distance of the atom from the surface) with oscillations [13,14].

In this paper we propose a structure that helps enhance the
Casimir-Polder force on an excited atom even when it is several
wavelengths away from the surface. The structure is made of
metamaterials that are obtained by combining the left-handed
metamaterials (LHMs) and high-reflectivity materials. We will
compare two kinds of highly reflective materials: metal and
zero-index metamaterials (ZIMs). It is found that the force
on the atom near LHMs mounted on a metal is dependent
on the atomic dipole orientation, while the force near LHMs
mounted on ZIMs is nearly independent of the dipole’s
orientation. The LHMs and ZIMs are both different kinds of
manmade materials [16–25]. Left-handed metamaterials pos-
sess negative permittivity, negative permeability, and negative
refractive index simultaneously, while the indices of ZIMs
are zero at the frequency of interest. The name left-handed
metamaterial comes from the observation that the electric field,
the magnetic field, and the wave vector form a left-handed
triplet within it [16]. Some unusual phenomena such as reverse
Doppler shift, reverse Cerenkov radiation, and reverse light
pressure are predicted in LHMs [16]. An important potential
application of the LHMs is the perfect lens that can focus
both the propagation waves and the evanescent waves [17]. It
was found that the spontaneous emission of an atom can be
inhibited completely under certain conditions when the atom is
placed in front of an ideal LHM layer (ε = −1, μ = −1) and
mounted on a perfect mirror [18]. Zero-index metamaterials in
which ε = μ = 0, ε = 0, or μ = 0 have attracted interest due
to their unique electromagnetic properties such as tailoring
the radiation phase patterns [19], squeezed electromagnetic
waves [20], directional emission [21], cloaking [22], and Dirac
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conelike dispersions [23,24]. Furthermore, Yannopapas and
Vanakaras found the Dirac point in the dispersion relation
of a three-dimensional crystal made by gold nanoparticles
embedded in high-index dielectric materials and pointed out
that such Dirac-type dispersion lines of photon modes is the
result of the gapless transition from a negative to a positive
index band [25]. Recently, several important features of the n=
0 structures for visible light were confirmed by using a metal-
insulator-metal waveguide at the cutoff [26]. The influence of
LHMs on the Casimir-Polder potential of excited atoms [27]
has been investigated and it was found that under appropriate
conditions, the superlens-type geometry could form a barrier
near the surface. Evidently, metamaterials (including LHMs,
ZIMs, and nanostructures) have many promising applications
when it comes to the use of quantum optical phenomena
such as enhanced quantum interference [28–30], Casimir force
[31], a single-photon source [32], and prolonged entanglement
[33,34]. One of the main goals of this paper is to use the
focusing effect of LHMs to control the Casimir-Polder force
on an excited-state atom.

This paper is organized as follows. In Sec. II we introduce
the model and theorem needed to explore the Casimir-Polder
force. In Sec. III we adopt several parameters that are needed
to calculate the Casimir- Polder force on an initially excited
atom and show the dynamical evolution. In Sec. IV we present
a summary.

II. MODEL AND FORMULAS

We consider two structures to study the influence of LHMs
on the Casimir-Polder force that is acting on an atom near
the surface of that structure. The first structure is shown in
Fig. 1(a), in which a LHM slab with εA, μA, and thickness dA

is mounted on high-reflectivity material with εM and μM . The
second structure is shown in Fig. 1(b), in which two structures
of Fig. 1(a) form a cavity with thickness d0.

A two-level atom with transition frequency ω10 and dipole
momentum d10 is placed at position ra = (0,0,za). The range
of za is limited by za > 0 in Fig. 1(a) and za ∈ [0,d0] in
Fig. 1(b). The atom is assumed stationary, so there is no need
to consider the movement of the atom.

The initial state of the system is that the atom is prepared
in an excited state and the electromagnetic field is in a
vacuum state. Starting from such an initial state, the Casimir-
Polder force is genuinely time dependent. Therefore, the best
method to calculate the time-dependent force is to adopt
the Heisenberg method, which gives the operator of the
electromagnetic force acting on an atom, which then enables
us to calculate its expectation values.

Here we adopt the method presented in Ref. [13] to get the
evolution of the expectation value of electromagnetic force
operator acting on a stationary atomic electric dipole in the
long-wavelength approximation, which is given by [13]

F = 〈F̂L〉 =
〈{

∇[d̂ · Ê(r)] + d

dt
[d̂ × B̂(r)]

}
r=ra

〉
. (1)

The first term refers to the dipole force by the electric
field, while the second term refers to the Lorentz force.
The contribution of the magnetic dipole of an atom has
been discarded due to its ignorable effect compared to the
contribution of the electric dipole.

Equation (1) provides a basis for the calculation of the
electromagnetic force acting on nonmagnetic atoms regardless
of the state of the atom and the body-assisted field. For the
initially excited two-level atom, under the Green’s tensor
quantization [35], after expressing the electromagnetic-field
operators by the operator of the atomic dipole through the
Heisenberg equation, we get the force evolution under the
Markov approximation as [13]

F(t) = σ11(t)F1(ra) + σ00(t)F0(ra)

≈ e−�(za )tF1(za) + (1 − e−�(za )t )F0(za), (2)

where σ11(t) is the probability of the atom in the excited
state that decays exponentially with decay rate �(za) and
σ00(t) = 1 − e−�t is the probability of the atom being in the
ground state; they satisfy the condition σ00(t) + σ11(t) = 1.
The time-independent vectors F1(za) and F0(za) represent the
forces acting on the excited and the ground state of the atom,
respectively. The force F1(za) consists of two parts: a resonant
part F r

1 (za) and an off-resonant part For
1 (za) given by

F1(za) = êz

[
For

1 (za) + F r
1 (za)

]
, (3)

FIG. 1. (a) Single LHM-mirror structure and (b) a cavity made by LHMs.
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F r
1 (za) = 2μ0ω

2
10d10 · ∂

∂z

[
Re

↔
G(1)(z,za,ω10)

] · d10|z=za
, (4)

For
1 (za) = 2μ0

π

∫ ∞

0

dξω10ξ
2

ω2
10 + ξ 2

d10 · ∂

∂z

· [ ↔
G

(1)
(z,za,iξ )

] · d10|z=za
. (5)

The force acted on the atom in the ground state F0(za) consists
of only off-resonant part, which is

F0(za) = −êzF
or
1 (za). (6)

The off-resonant part of the force For
1 (za) is the dispersive part

of the force. According to Eq. (6), the dispersive part acting
on the excited atom has the same amplitude as that acting on
the ground-state atom, but with opposite sign. Therefore, an
attractive force takes place on the atom in the ground state
near a dielectric surface, while a repulsive force happens for
an excited atom near the same surface [15]. The decay rate
determines the evolution of the force, which is

�(ra) = �(za) = 2μ0

�
ω2

10d01 · Im
↔
G(za,za,ω10) · d10. (7)

All the aforementioned quantities relate to the electromag-
netic Green’s tensor. This tensor, related to the environments
shown in Fig. 1, is given by

↔
G(z,za,ω) = i

2(2π )2

∫
d2q

1

Kz

∑
σ=s,p

[(
e+
σ eiKz(z−za )	(z − za) + e+

σ rσ
Lrσ

ReiKz(z+2d0−za ) + e−
σ rσ

ReiKz(2zR−za−z)

1 − rσ
Lrσ

Rei2Kzd0

)
e+
σ

+
(

e−
σ e−iKz(z−za )	(za − z) + e+

σ rσ
LeiKz(z+za−2zL) + e−

σ rσ
Rrσ

LeiKz(2d0+za−z)

1 − rσ
Lrσ

Rei2Kzd0

)
e−
σ

]
, (8)

where q is the wave-vector component in the vacuum that
is parallel to the surface and Kz is the component along the
z axis. They both satisfy q2 + K2

z = ω2/c2. Here rσ
L (rσ

R ) is
the reflection coefficient of the left (right) structure for σ

polarization, which can be expressed by the multiple-beam
reflection, e+(−)

σ is the unit vector of the σ polarization field
propagating along the positive (negative) z axis in the vacuum,
e±
s = eq × ez = sin φex − cos φey , and e±

p = (±Kz cos φex ±
Kz cos φey + qez)/K . The scattering part of the Green’s tensor
related to the force can be expressed as

↔
G(1)(z,za,ω) = i

2(2π )2

∫
d2q

1

Kz

×
∑

σ=s,p

[
rσ
ReiKz(2zR−za−z)

1 − rσ
Lrσ

Rei2Kzd0
e−
σ e+

σ

+ rσ
LeiKz(z+za−2zL)

1 − rσ
Lrσ

Rei2Kzd0
e+
σ e−

σ

]
. (9)

If the atomic dipole moment is parallel to the surface, i.e.,
d10 = d10ex , then

F r
1 (za) = BRe

∫ ∞

0
dq

q

K2

[
rs
ReiKz(d0−2za ) − rs

LeiKz2za

1 − rs
Lrs

Rei2Kzd0

− K2
z

K2

r
p

ReiKz(2zR−2za ) − r
p

LeiKz(2za−2zL)

1 − r
p

Lr
p

Rei2Kzd0

]
, (10)

For
1 (za) = −B

1

π

∫ ∞

0

dξξ 2

ω2
10

ω10

ω2
10 + ξ 2

∫ ∞

0

dqq

K2

×
[
rs
Le−b2za − rs

Re−b(d0−2za )

1 − rs
Lrs

Rei2Kzd0

− b2

k2

r
p

Le−b2za − r
p

Re−b(d0−2za )

1 − r
p

Lr
p

Rei2Kzd0

]
. (11)

However, when it is normal to the surface, i.e., d10 = d10ez,
then

F r
1 (za) = B2Re

∫ ∞

0
dq

q3

K4

r
p

ReiKz(2zR−2za ) − r
p

LeiKz(2za−2zL)

1 − r
p

Lr
p

Rei2Kzd0
,

(12)

For
1 (za) = B

2

π

∫ ∞

0

dξξ 2

ω2
10

ω10

ω2
10 + ξ 2

×
∫ ∞

0

dqq

K2

q2

k2

r
p

Le−b2za − r
p

Re−b(d0−2za )

Dp

, (13)

where B = μ0|d10|2ω4
10/4π2c2,K = ω10/c, k = ξ/c, and

q2 − b2 = −k2. The atomic decay rate can be calculated in a
similar manner. In this paper we mainly adopt Eqs. (10)–(13)
and insert them into Eqs. (2), (3), and (6) to calculate the
evolution of the Casimir-Polder force acting on the atom with
different dipole orientations.

III. CALCULATION AND ANALYSIS

Before discussing the influence of LHMs on the Casimir-
Polder force, we first check the result when the force is
acting on an atom placed near a semispace dielectric. The
susceptibility of the dielectric satisfies the Kramers-Kronig
relation and can be described by the Drude-Lorentz model.
Here we adopt

εA = εM = 1 + (0.8ω10)2

(1.1ω10)2 − ω2 − i(0.001ω10)ω
,

(14)
μA = μM = 1.

Therefore, the refractive indices at the atomic transi-
tion frequency are εA(ω10) = εM (ω10) = 4.05 + i0.001. The
time-independent quantities F1(za) and �(za), as functions of
position za , are shown in Fig. 2. In the following we scale the
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FIG. 2. (Color online) Initial excited atom near the dielectric semispace with the parameters from Eq. (14). (a) Time-independent force
amplitude F1(za) as a function of position. (b) Decay rate �(za) as a function of position.

position unit using the atomic transition wavelength, i.e., λ =
2πc/ω10, while the unit of the decay rate is scaled to the decay
rate when the atom is in free space, i.e., �0 = d2

10ω
3
10/3πε0�c3.

From Fig. 2 it is clear that the force amplitude of the
initial excited atom decreases sharply as the atom moves away
from the surface in an oscillating behavior, for both normal
and parallel dipoles. When za > 0.5λ, the force is small and
inversely proportional to z2

a , while the atomic decay rate tends
to �0. We find that the force on the normal dipole is weaker
than that on the parallel dipole in general. Using Eq. (2), we can
reconstruct the evolution of the Casimir-Polder force in which
the resonant part of the force decreases exponentially with rate
�0 and the nonresonant part changes sign and finally we can
see that the force is just the Casimir-Polder force acting on the
ground-state atom. Such evolution indicates a rapid change
when the atom is close to the surface due to a high decay rate.
Hence, the force is significant only when the atom is near the
surface.

A. Left-handed materials mounted on metal

Next we calculate the results for a single LHM-metal
structure [see Fig. 1(a)]. The permittivity and permeability
of the LHM slab are, respectively,

εA = 1 + (0.8ω10)2

(0.8246ω10)2 − ω2 − i(0.001ω10)ω
,

(15)

μA = 1 + (0.8ω10)2

(0.8246ω10)2 − ω2 − i(0.001ω10)ω
.

Here the LHM has two characteristics that are distinct
from the dielectric: one is the strong magnetic response,
i.e., μA �= 1, and the other is the negative refractive in-
dex near the atomic transition frequency, i.e., εA(ω10) =
μA(ω10) ≈ −1.001 + i0.006. The indices of the metal are
chosen as

εM = 1 − (4ω10)2

ω2
, μM = 1, (16)

i.e., the susceptibility of the metal is negative and its refractive
index is purely imaginary.

It should be pointed out that we adopt the effective-
medium theory to describe the response of metamaterials near
resonance with the Drude-Lorentz model [i.e., Eqs. (15)
and (17)]. It is known that the real metamaterial consists

of subwavelength microresonant elements [16–24]. After
comprising the accurate numerical method with the effective-
medium theory, it was found that the Drude-Lorentz model
cannot exactly describe the response of metamaterials to
the electromagnetic field in quantity due to the resonance-
antiresonance coupling phenomena, the misshapen index
profile near resonance, and the discrepancy between the
effective refractive index and effective impedance at resonance
[36]. Furthermore, the periodicity of the structure can also
weaken the validity of the effective-medium theory when
the wavelength of the electromagnetic wave is smaller than
30 space periods of the metamaterials [37]. However, the
effective-medium theory agrees qualitatively with theoretical
predictions and experimental results.

For the Casimir-Polder force, the resonant part (4) is much
more significant that the dispersive part (5) when the atom
is away from the surface [12]. Since the dispersion of the
material affects only the dispersive part of the force, the
choice of parameters of the Drude-Lorentz model has a tiny
influence on the force acting on the excited atom. Therefore,
the influence of the Drude-Lorentz model on the dispersive
part of the force is therefore neglected in this paper. Next we
insert these parameters into the Green’s tensors of Eqs. (8) and
(9) and calculate the time-independent quantities F1(za) and
�(za) as functions of position for dA = λ and dA = 2λ. The
results are presented in Figs. 3 and 4.

As the thickness of the LHM slab is dA = λ, the focus
point of the electromagnetic field at frequency ω10 is at za = λ.
Therefore, the resonant part of the CP force can be modified
significantly. In Fig. 3(a) it is clear that the amplitude of the
time-independent force F1(za) has a different and significant
behavior: It decays exponentially with distance near the surface
and then starts to have a peak near za = λ. Simultaneously, the
decay rate also tends to have the same important signature near
the focus point where za = λ.

We can see this important behavior more clearly when
we increase the thickness of the LHM slab to dA = 2λ, as
shown in Fig. 4. The amplitude of F1(za) no longer decreases
monotonically with za and it has a revival behavior near the
focus point za = 2λ. It can be seen, on comparing Figs. 4
and 3, that the profiles of both F1(za) and �(za) near za = dA

are nearly the same in these two cases except that in Fig. 3
the left part when za < dA is distorted by the surface. The
common character of Figs. 3 and 4 is that the forces on the
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FIG. 3. (Color online) (a) Time-independent force amplitude F1(za) and (b) atomic decay rate �(za) as functions of position. Here an
initially excited atom is placed near a LHM slab [as described by Eq. (26)] of thickness dA = λ that is mounted on metal [as described by
Eq. (16)] as shown in Fig. 1(a).

atom are enhanced compared to the dielectric case in Fig. 2.
When za > λ, the maximum force appears near za = dA. This
is attributed to the resonant part of the CP force, which is due
to the focus effect of LHMs. In detail, as the atom is placed at
za = dA, its emitted electromagnetic field can be refocused at
the same position after the field goes through the LHMs and
is reflected by mirror.

We note that when the separation between the atom and
surface is larger than 0.1λ, the dispersive part of the force can
be ignored in comparison with the resonant part. For example,
in the case of Fig. 4(a), at za = λ, F r

1 (za) is about 105 times
larger than For

1 (za) (not explicitly shown). To get a feeling
of the force scale, we consider the typical atom parameters,
i.e., |d10|2 = 10−59C2 m2, ω10 = 5.36 × 1014, and B ≈ 3.0 ×
10−25N. When we take the atomic mass to be about 10−27kg,
the Casimir-Polder force near the focus region can produce
acceleration of the order of 10 g.

Next we consider the structure shown in Fig. 1(b), i.e., the
LHM cavity. The indices of the LHM and metal are still as
given in Eqs. (15) and (16). The cavity structure helps the
force produce an interesting effect: The two focus points next
to each other can now be used to push and trap the atom in the
middle, as shown in Fig. 5. Two cases are studied here: when
dA = 2λ with d0 = 6λ and when dA = λ with d0 = 3λ.

In the LHM cavity, the time-independent force amplitude
F1(za) and the decay rate �(za) with dA = 2λ and d0 = 6λ are

plotted in Fig. 5. Clearly F1(za) is asymmetric and �(za) is
symmetric around za = 3λ. The two focal points at za ≈ 2λ

and za ≈ 4λ stand out, creating the possibility for the force
amplitude to play a significant role. The function of the cavity
structure investigated here is to provide a potential well that
pushes the atom into the middle area. To illustrate this further
we note that, when considering the parallel dipole case, the
force in the region za ∈ [1.8λ,2.2λ] pushes the atom to the
right-hand side, while the force in the region za ∈ [3.8λ,4.2λ]
pushes the atom to the left-hand side. For a normal dipole,
the forces in the regions za ∈ [2λ,2.5λ] and za ∈ [3.5λ,4λ]
play a significant role since they push the atom into the center.
This is a convenient application when it comes to trapping
the excited atom in the middle of the cavity structure due
to the resonant Casimir-Polder force. More importantly, the
spontaneous decay of the atom in these four regions is inhibited
compared to the free space case, as shown in Fig. 5(b). This
means that these significant resonant Casimir-Polder forces
should exist for longer times. On comparing Fig. 5 with Fig. 4,
the profile of the force near the focus points in the cavity is
similar to that of a single mirror. If we further shorten the
length of the cavity, the maximum force should be enhanced
due to the resonance of cavity. The case of the cavity with
dA = λ and d0 = 3λ is plotted in Fig. 6.

The distance between the two focus points is one wave-
length. It is clear that, for the parallel dipole, the maximum

FIG. 4. (Color online) (a) Time-independent force amplitude F1(za) and (b) decay rate �(za) as functions of position. The excited atom is
situated near the single LHM-metal structure with dA = 2λ with indices given by Eqs. (15) and (16).
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FIG. 5. (Color online) (a) Time-independent force amplitude F1(za) and (b) decay rate �(za) as functions of position. The excited atom is
situated in the LHM cavity with dA = 2λ, d0 = 6λ, and indices given by Eqs. (15) and (16).

force amplitudes are located at za = 0.9λ and za = 2.1λ, while
this happens at za = 1.3λ and za = 1.7λ for the normal dipole.
These forces push the atom to the center of the cavity. The
results are more interesting for the normal dipole, i.e., there
exists a perfect potential well in the middle of the cavity in
which the force is zero and its slope is negative at the center
of cavity. This simply means that the bottom of the well is
just at this position [red dotted line in Fig. 6(a)]. Similarly,
the decay rates in the regions of significant force are inhibited
[see Fig. 6(b)]. Qualitatively, the minimum decay rate of the
normal dipole is larger than that of the parallel dipole, so the
duration of the potential well for the excited normal dipole is
shorter than that of the excited parallel dipole.

B. Left-handed materials mounted on ZIMs

Although the structure of LHMs mounted on metal can
enhance the resonant part of the Casimir force on the excited
atom, the force is orientation dependent. It follows that,
near the focus, the force and the decay rate have opposite
characteristics for parallel and normal dipoles. For example,
at a certain position when the force is repulsive (positive) for
the parallel dipole, it is absorptive (negative) for the normal
dipole. When the decay rate is inhibited (smaller than �0)
for the parallel dipole, it is enhanced (larger than �0) for the
normal dipole and vice versa. It seems that there is a π phase
difference between the force acting on the parallel dipole and

the normal dipole. These characteristics should weaken the
force acting on an arbitrarily orientated atom. To deal with
this dilemma and clarify the odds, we now replace the metal
by zero-index materials, whose indices satisfy

εM = μM = 1 − (0.9997ω10)2

ω2
; (17)

the indices near the atomic transition frequency tends to zero
simultaneously, i.e., εM (ω10) = μM (ω10) ≈ 0.0001.

The main difference between the metal and zero-index
material concentrates on the reflective coefficient of TM
polarization. The reflective coefficient of TM polarization is 1
on metal, but is −1 on zero-index materials. To prove this point,
we consider the case of an incidence beam from the vacuum
into zero-index materials. The indices are ε0 = μ0 = 1 for the
vacuum and εM = μM = 0 for ZIMs. According to the Fresnel
formula, the reflective coefficients of the plane wave are [38]

rT E = μMKZ − μ0KMZ

μMKZ + μ0KMZ

,

(18)
rT M = εMKZ − ε0KMZ

εMKZ + ε0KMZ

,

where KZ and KMZ are the z components of the wave vector
in the vacuum and ZIMs, respectively. They are related to
each other through the parallel component of the wave vector
q, i.e., ω2/c2 − K2

z = q2 = εMμMω2/c2 − K2
Mz. For ideal

FIG. 6. (Color online) (a) Time-independent force amplitude F1(za) and (b) decay rate �(za) as functions of position. The excited atom is
situated in the LHM cavity with dA = λ, d0 = 3λ, and indices given by Eqs. (15) and (16).
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FIG. 7. (Color online) (a) Time-independent force amplitude F1(za) and (b) decay rate �(za) as functions of position. The excited atom is
situated near the single LHM-ZIM structure with dA = 2λ and indices given by Eqs. (15) and (17).

ZIMs, εM = μM = 0 and KMZ is purely imaginary. Therefore,

rT E = −μ0KMZ

μ0KMZ

= −1

and

rT M = −ε0KMZ

ε0KMZ

= −1

if q �= 0, i.e., for oblique incidence. However, it can be
shown that the reflection coefficients become zero for normal
incidence. For ZIMs, whose indices just tend to zero, the
reflection coefficient tends to −1 except for normal incidence.

These differences can significantly change the behavior of
the force and the decay rate near the focus points for the parallel
and normal dipoles. Here we first consider the case of Fig. 4
with the metal replaced by ZIMs with characteristics given by
Eq. (17). The force amplitude and the decay rate of the atom
as functions of position are shown in Fig. 7.

On comparing Fig. 7 with Fig. 4 we find that the force and
the decay rate change in phase with position for both parallel
and normal dipoles. The amplitude for the normal dipole is
stronger than that of the parallel dipole. In particular, near
the focus za = dA = 2λ, the force amplitude is the strongest,
while the decay rate is at the deepest inhibited point.

Next we look into the same calculation that produces Fig. 6
except the metal is replaced by ZIMs. The corresponding force

and the decay rate as functions of position for different dipole
orientations are shown in Fig. 8.

It is clearly shown that the force changes in phase and is
positive when za < 1.2λ, while it is negative when za > 1.8λ.
Therefore, the force can push the atom into the middle area in
a subtle way. Such an effect is much better than that of Fig. 6,
where the force changes sign frequently with position.

Next we see what happens when the cavity length is d0 = 6λ

and the cavity mirror is made of LHMs mounted on ZIMs. The
corresponding force and the decay rate are shown in Fig. 9.
Clearly, the force for both parallel and normal dipoles change
in phase with position. Near the two focus points at za = 2λ

and za = 4λ, the force has the strongest value and pushes the
atom into the middle area, while the decay is deeply inhibited.

C. Time evolution of force

As mentioned before, the force acting on the excited atom
evolves due to the spontaneous decay [see Eq. (2)]. Here we
give the results of calculations showing the force evolution.
We consider the case of Fig. 6 as an example, in which the
atom is placed in a LHM cavity surrounded by metal with
dA = λ and d0 = 3λ.

From the result of Fig. 6, the time-independent force
amplitude F1(za) and the decay rate �(za) are sensitive to
the dipole orientation. Therefore, the evolution of the force

FIG. 8. (Color online) (a) Time-independent force amplitude F1(za) and (b) decay rate �(za) as functions of position. The excited atom is
situated in the LHM-ZIM cavity with dA = λ, d0 = 3λ, and indices given by Eqs. (15) and (17).
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FIG. 9. (Color online) (a) Time-independent force amplitude F1(za) and (b) decay rate �(za) as functions of position. The excited atom is
situated in the LHM-ZIM cavity with dA = 2λ, d0 = 6λ, and indices given by Eqs. (15) and (17).

acting on the parallel dipole has a different signature from that
of the normal dipole. Details are shown in Fig. 10.

At the initial time t = 0, the profiles of the force (red
solid curves) are just the time-independent force amplitude
F1(za), which are the same as the curves in Fig. 6(a). With
time evolution, the force near the surfaces changes sign (from
positive to negative near the left surface and from negative to
positive near the right surface) quickly. The reason is that the
force near the surface is dominated by the dispersive part and
changes sign after the atom decays to the ground state. Due to
the high decay rate near the surface, at time t = �0/4, the atom
near the surface has already decayed to the ground state and the
force takes the value of Eq. (6). However, in the middle area
of the cavity, the force is dominated by the resonant part of the
force and the atom decays exponentially at a different rate. As
mentioned above, near the focus points, the decay rate has its
minimum value when it is at the positions with the maximum
force amplitude F1(za). However, such positions are different
between the parallel dipole and the normal dipole. For the
parallel dipole, at t = 2/�0 [solid dark curve in Fig. 10(a)],
only the force near the two focus points (za = λ and za = 2λ)
survives and pushes the atom into the middle area of the cavity.
For the normal dipole, the evolution has a similar character.
The forces survive near za ≈ 1.3λ and za ≈ 1.7λ [solid dark
curve in Fig. 10(b)] and construct a perfect restoring force
center at za ≈ 1.5λ after t > 2/�0.

The situation of the structure made of LHMs and ZIMs
is similar, but different when it comes to the evolution that
is insensitive to dipole orientation. By adopting appropriate
parameters we can realize the significant restoring force far
from the surface.

IV. CONCLUSION

We have presented results for the Casimir-Polder force
acting on an excited cold two-level atom in a structure
containing metamaterials. Due to the spontaneous decay,
the force is time dependent. As predicted previously, the
force can be divided into two parts: the dispersive force and
the resonant force. The resonant force relates only to the
electromagnetic mode at the atomic transition frequency and
can be significantly controlled by a well-designed surrounding.
We find that, for the atom near the structure made of LHMs
mounted on highly reflective materials, the force acting on
the atom can be enhanced significantly even when the atom
is several wavelengths away from the surface. Although the
resonant CP force decays exponentially, fortunately, at the
position experiencing significant force, the decay is inhibited.
Therefore, the atom can be controlled by the CP force for much
longer times.

Two kinds of highly reflective materials, i.e., metal and
ZIMs, were analyzed in detail. For the structure of LHMs

FIG. 10. (Color online) Evolution of the Casimir-Polder force for an initial excited atom in a cavity made of LHMs mounted on metal with
dA = λ and d0 = 3λ: atom with (a) a parallel dipole and (b) a normal dipole.
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mounted on metal, near the focus point, the force acting
on the atom shows opposite character for the parallel and
normal dipoles. When it comes to practical situations, this
weakens the mechanical effect since the atom has arbitrary
orientation. To overcome this problem, we introduce another
structure where the LHM is mounted on the ZIM. Due to the
special reflective phenomena of ZIM, the force in this case is
completely insensitive to the orientation of the atomic dipole.
Near the focus points, the force on the parallel dipole has the
same direction as that of the normal dipole and they reach
the maximum at the same position with a lower decay rate.
Furthermore, the force profile with position is smoother and
does not change sign frequently. Thus, the Casimir force on
an initially excited atom near the LHM mounted on the ZIM
is superior to that of the LHM mounted on the metal.

With the time evolution, the significant restoring force
would appear once the atom is situated in the LHM cavity. Our
result has potential application in an atomic guidance system.
If the atom is injected into the guide with the direction parallel
to the surface, the atom can survive the absorption during its
lifetime. For the Rydberg atom or some molecules with lower
transition frequency, the lifetime should be much longer than
the time needed to transit the guide.

In this paper we did not consider the influence of tempera-
ture on the Casimir-Polder force. Typically, thermal fluctuation
should be taken into account when the distance between
the atom and object is larger than one thermal wavelength

[12,14,39]. In our model, the interesting distance is several
wavelengths of transition frequency, therefore the influence of
temperature would be considered in a realist experiment. Here
we can predict several effects of temperature qualitatively,
i.e., for the calculation of the dispersive part of the force,
the integration over frequency in Eq. (5) would be replaced
by the Matsubara summation [40]; for the resonant part of
force, Eq. (6) should be multiplied by the mean thermal photon
number [12]; the decay of the resonant part of the force would
be accelerated due to the stimulated radiation; furthermore, the
temperature would provide a statistically nonzero population
of atoms, which would prolong the orientation-independent
Casimir-Polder force discussed in our paper. However, a
detailed analysis of quantity is beyond the scope of the present
paper.
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