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Nonequilibrium dynamics and effective thermalization are studied in a resonant tunneling scenario via
multilevel Landau-Zener crossings. Our realistic many-body system, composed of two energy bands, naturally
allows a separation of degrees of freedom. This gives access to an effective temperature and single- and two-body
observables to characterize the delocalization of eigenstates and the nonequilibrium dynamics of our paradigmatic
complex quantum system.
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I. INTRODUCTION

Complex systems and their modeling are interesting simply
because matter is typically complex. On small scales, quantum
mechanics describes interactions and dynamics. One typical
example of a complex quantum system are photosynthetic
molecules (complexes) in which transport properties seem to
be governed by quantum mechanical interference [1]. Strong
correlations between the constituents make even “small”
systems very complicated. In the helium atom, for instance,
classical three-body chaos turns into complicated ionization
spectra [2].

The modern experimental tools of atom optics allow for
a bottom-up construction of strongly correlated many-body
quantum systems [3]. Here we study a lattice model for
bosons hitherto hardly investigated [4,5]. Our two-band Bose-
Hubbard model shows all the ingredients of a complex quan-
tum system, is realistically implemented with ultracold atoms
(see Ref. [6]), and acts as a versatile toolbox to study and con-
trol many-body quantum evolutions [6,7]. After introducing
the model and a brief review of its spectral properties, we show
how thermalization and many-body localization [8–10] in this
isolated quantum system depends on its (non)integrability. The
latter can be controlled by tunable system parameters; here
we use the interparticle interaction strength and a tilt force
coupling the two bands. The two bands allow for a natural
division into subsystems whose entanglement properties are
studied. The purity of the quantum state, which we use to do so,
relates to an effective temperature of the subsystems. Finally,
we sweep the tilt to investigate the evolution of one- and two-
body observables and their thermalization in the course of time.

II. TWO-BAND BOSE-HUBBARD SYSTEM

Our analysis of the spectral (static) and dynamical features
is based on the two-band Bose-Hubbard Hamiltonian:
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where β̂l(β̂
†
l ) represents the annihilation (creation) operators,

and n
β

l = β̂
†
l β̂l is the number operator, with band index defined

as β = {a,b}. Jβ=a,b are the hopping matrix elements, gWa,b,x

intra- and interband particle-particle interaction strengths, with
g ∈ [0,1]. Cμ represents interband coupling terms induced by
the force or, equivalently, by the lattice acceleration F [11,12].
� is the band gap, which is controlled by the actual physical
implementation [6].

Here we study the behavior of our system in the param-
eter space (g,F ). We impose periodic boundary conditions
in space; i.e., β̂

†
L+1 = β̂

†
1. This allows us to work with

the translationally invariant Fock basis (TIFB) defined as
in Ref. [13]: |sα,κ〉 = D

−1/2
α

∑Dα

k=1 ê−i2πκl Ŝk|�na〉α ⊗ |�nb〉α ,
where Ŝ = Ŝa ⊗ Ŝb is the translation operator of the composite
Hilbert space Hs = Hb ⊗ Hb. The respective dimension is
given by Ns = (N + 2L − 1)!/LN!(2L − 1)!, for N atoms
in L sites. Without loss of generality we work here with the
subspace defined by the quasimomentum κ = 0, resulting in a
reduction of the Fock space dimension by a factor of L [6,13].

Our system shows a transition from regular to complex
(chaotic) quantum spectra in the vicinity of tunneling res-
onances [6]. They occur if the tilt compensates exactly the
band gap. Resonantly enhanced tunneling (RET) was studied
experimentally in the mean-field regime of our model [11]
as well as in single-band [12], many-body setups. At RET,
i.e., at specific values F = Fr [7], the interband coupling is
maximized. r is the order of the resonance, and for simplicity
we fix r = 1 here. Because of our acceleration gauge, Ĥ is
periodically time-dependent. We naturally use the Floquet
approach [14] to study the quasienergies of the system. All
energies are measured in recoil energies [3] and the lattice
constant is 2π . Then the quasienergies lie in the Floquet zone
(FZ), εi ∈ [0,2πF ], and the extended spectra are obtained by
εi,n = εi + 2πnF , with n ∈ Z. The numerical implementation
is challenging because of the size of the involved Floquet
matrices [6].

Figure 1 shows such a spectrum in the (quasi)integrable
regime such that the spectral structure can be best appreciated.
The regime close to RET is market by δF . In the off-
resonant regime, F /∈ [Fr − δF/2,Fr + δF/2], the spectrum
can be split into classes of eigenstates, labeled by the upper-
band occupation number Mi = 〈∑l n̂

b
l 〉εi

. The corresponding
subsets are referred to as M manifolds. While these manifolds
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FIG. 1. (Color online) Many-body spectrum around Fr=1 and
N/L = 4/5. The different color lines correspond to eigenstates of
the type: |ψM=0〉 (black lines), |ψM=N 〉 (red thick lines), and the
mixed-like states, i.e., states with 0 < M < N are represented by
the green thin lines. δF represents the strongly coupled spectral
region characterized by avoided crossings. The parameters are chosen
for best visibility such that the spectrum is nearly regular. They
follow from an implementation with a double-periodic lattice [6]:
� = 1.61, Ja = 0.082, Jb = −0.13, C0 = −0.094, C±1 = 0.037,
C±2 = −0.0022. Wa = 0.021, Wb = 0.026, and Wx = 0.023.

substantially increase the complexity of the system with
respect to the single-particle or mean-field Landau-Zener
tunneling [11], they offer great possibilities to study many-
body quantum diffusion [19]. Our two-band model gives a
natural separation also into subbands. Their properties and
the interband coupling can be investigated by the following
two-body correlation functions:
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with β = {a,b}. As shown in Ref. [15], the spectrum is well
described in the off-resonant regime by the quantum numbers
{M,θa,θb,θx}. This implies a nearly integrable system in this
regime, characterized by regular spectral correlations [6,15].

The nonintegrability arises from the increasing degree of
manifold mixing at RET. Therein, the loss of good quantum
numbers is due to level repulsion, which induce chaotic
spectral statistics. In fact, the interplay between interaction (g)
and resonant tunneling (Fr ) induces a transition from a regular
to quantum chaotic spectrum. The conditions for quantum
chaos at RET are: N/L ∼ 1 and 2πFr ≈ � � 1, and g > 0.5
(see Ref. [6]).

III. SPECTRAL DIFFUSION

We come now to our main purpose, the study of spectral
diffusion and nonequilibrium dynamics. Our system is perfect
for this scope, since we can drive an initial state |ψ0〉 across
the RET regime where nonadiabatic transitions take place. For
this, we use a linear sweeping function F (t) = Ḟ t + F0, t � 0.

The presence of avoided crossings (ACs) in the spectrum,
see Fig. 1, generates a spreading of the wave packet in the in-
stantaneous basis of Floquet states with energies εi[F (t)]. For

FIG. 2. (Color online) (a) Diffusive spreading of the LDOS at
Fr=1 (N/L = 6/5) vs. g. The initial state is: |εi〉 ≈ ∑

k Ŝk|01110〉 ⊗
|01110〉 at F = �/3π . (b) standard deviation σ within the manifold
0 < M < N . (c) IPR in TIFB. The dashed-line is the statistical limit
of Ref. [6] [there called random matrix theory (RMT) limit]. (d)
Effective temperature computed by means of the purity. M denotes the
manifold number defined in text. The parameters are � = 0.28, Ja =
0.038, Jb = −0.042, C0 = −0.097, C±1 = 0.046, C±2 = −0.0008,
Wa = 0.028, Wb = 0.029, and Wx = 0.0286, for which the spectrum
is chaotic around Fr .

increasing interaction strength g, more and more ACs appear
until the spectrum becomes fully chaotic [6]. The local density
of states (LDOS), defined by Pψ (ε,g) = ∑

i |Ci |2δ(ε − εi),
with Ci ≡ 〈ψt |εi〉, characterizes this spreading [see Fig. 2(a)].
The variance of this probability distribution, see Fig. 2(b),
grows almost linearly with g, until a nearly flat distribution
is reached within the FZ. Here |Ci |2 ∼ 1/Ns , i.e., the system
obeys an equipartition condition. This can be seen also from the
Shannon information entropy [16]: Ssh = −∑

i |Ci |2 ln |Ci |2,
approaching Ssh ≈ lnNs in statistical equilibrium. We come
back to Ssh at the end of the paper when studying the
reversibility of this equilibration process.

An alternative way to describe the interband mixing is
offered by analyzing the subsystems of the total Hilbert space
Hs = Ha ⊗ Hb provided by the two bands. To do so, we look
at the reduced density operator associated with either of the
bands after tracing out the other one. The trace is best per-
formed with the help of the following single band states, shifted
by k positions in Fock space, |a(b)k,α〉 = Ŝk

a(b)|�na(b)〉α , since in
general |sα〉 
= |sa

α〉 ⊗ |sb
α〉, with |sβ=a,b

α 〉 being a single-band
TIFB state. The density operator of the evolving state, ρ̂t =
|ψt 〉〈ψt | = ∑

α,β Aα(t)A∗
β(t)|sα〉〈sβ |, can then be written in

this basis as ρ̂t = ∑
kk′,αβ 


αβ
t |ak,α〉〈ak′,β | ⊗ |bk,α〉〈bk′,β |, with



αβ
t = Aα(t)A∗

β(t)(DαDβ)−1/2. We now trace out the degrees
of freedom Hb, which results in

ρ̂a
t =

∑
k,α


αα
t |ak,α〉〈ak,α| =

∑
α


αα
t ρ̂αα, (3)

where we have used
∑

pλ〈bpλ|bk,α〉〈bk′,β |bpλ〉 = δkk′δαβ . The
reduced density operator is thus decomposed into a mixture of
many-body states ρ̂αα = ∑

k |ak,α〉〈ak,α|, with fixed number
of particles 0 � N ′ � N ; it is straightforwardly proven that
tr(ρ̂a

t ) = 1. The mixedness of ρa
t is measured by the purity
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γ [ρ̂a
t ] ≡ tr((ρa

t )2), which reads

γ
[
ρ̂a

t

] = γ
[
ρ̂b

t

] =
∑

α

|Aα(t)|4 . (4)

The result is nothing but the inverse participation ratio,
IPR = ∑

α |Aα(t)|4, in the TIFB, a well-known localization
measure [17]. Therefore, a well localized state in Fock space
has a large purity with an upper bound given by γ = 1,
whenever only one state of TIFB is populated. A fully mixed
state has a minimal IPR and its purity is given by the
statistical limit γ ≈ 2/Ns , where the equipartition condition
|Aα|2 ∼ 1/Ns is fulfilled [6].

Tracing over one energy-band, we can characterize the
mixedness of the reduced state ρ̂a

t by an effective temperature
Teff for the remaining degrees of freedom. For this, we use
a sweep with Ḟ = dδF , where d defines the mean level
spacing at F1, we plot the IPR after equilibration, at a
time t � t1 = (F1 − F0)/Ḟ . An effective temperature is then
defined by equating the numerically obtained γ [ρ̂a

t ] = IPR
with γ [ρ̂Th(βeff)], where ρ̂a

t ≈ Z−1 exp(−βeffĤ
′
a). Here the

normalization factor is given by the partition function Z =
Zω

∑
i exp(−βeffε

′
i), with Z−1

ω = 1 − exp(−2πFβeff), taking
into account that we are dealing with a Floquet spectrum [18].
Ĥ ′

a is the Hamiltonian for the band a with a number of particles
0 � Na � N . γ [ρ̂Th(βeff)] = γ [ρ̂a

t ] = IPR defines a nonlinear
equation for β−1

eff = kBTeff , which is solved by a root finding
algorithm.

In Figs. 2(c) and 2(d) we show the IPR and the effective
temperature as a function of the interaction strength g. Like in
Fig. 2(b), the results are averaged over 30 initial states within
each manifold. The number of averaged initial states reduces
fluctuations; otherwise, it does not impact the outcome. The
more states participate in the evolution, the larger is ≈IPR−1

and hence also Teff . Teff essentially depends only on the mani-
fold number of the initial conditions. For 〈ψ0|M̂|ψ0〉 ≈ N/2,
the spreading is faster since the coupling to the neighboring
manifolds is more symmetric (see also Fig. 1). Therefore, the
respective purity drops faster to γ ≈ 2/Ns in this case than for
initial states with 〈ψ0|M̂|ψ0〉 
= N/2. The latter implies that
the temperature is higher the closer one starts to the center
of the spectrum at F0. Our proposal to introduce the effective
temperature by the number of effectively coupled states over-
comes the problem that a straightforward definition (as usually
done in statistical mechanics, e.g., via the entropy) is highly
nontrivial in driven systems because of strong fluctuations of
the time-dependent quantities; see also the upcoming figures.

The saturation value is obtained from the maximally mixed
state reached at g ≈ 1. For our many-body system, finite-size
effects have to be considered. As for the localization measures
above, where the dimension Ns defines a natural lower bound,
the effective temperature will saturate to an upper bound
depending on the size of the accessible Hilbert space. This
explains the behavior of the curves in Fig. 2(d) for g → 1.

IV. EFFECTIVE THERMALIZATION AND
IRREVERSIBILITY OF QUANTUM DYNAMICS

The thermalization of observables in a complex quantum
system can be investigated on the basis of the eigenstate
thermalization hypothesis [8]. First one checks that the

FIG. 3. (Color online) (a) Relaxation and thermalization of
single- and two-particle observables for g = 1 and λ = 0.25. In
panels (a) and (b) the evolution is defined by the pulse F (t) = Ḟ t +
F0, and 〈ψ0|M̂|ψ0〉 = 3. (b) Shannon entropy in both instantaneous
(greed filled circles) and TIFB basis (red ×) vs. [λ, �/2πF (t)]. The
black dashed lines in (a) are the microcanonical averages at Fr=1 for
N/L = 7/5. The parameters are the same as described in the legend
of Fig. 2.

expectation value of the corresponding operator Ô approaches
its diagonal approximation in a finite evolution time, i.e.,

〈Ô〉t ≡ 〈ψt |Ô|ψt 〉 = tr(Ôρ̂t ) →
∑

i

|Ci |2Oii, (5)

with Oij = 〈εi |Ô|εj 〉. Second, we test whether the temporal
average of an operator characterizing the system is approxi-
mately given by

O = lim
t→∞

1

t

∫ t

0
〈Ô〉t ′dt ′ ≈

∑
i

|Ci |2Oii. (6)

We use the set of observables {M̂,θ̂β,x} introduced above
to sweep the system from an initial state at F0 < F1 across
the RET regime to a final Ff > F1. Optimal thermalization
is then obtained for a sweeping parameter λ ≡ Ḟ /dδF

of order 1. More specifically, we choose a system with
(N = 7,L = 5), giving Ns = 2288, and start at F0 = �/3π

with an instantaneous eigenstate |εi(F0)〉 within the manifold
M = 3. We then compute the microcanonical average Omc =
�−1

δε

∑
i〈εi(F1)|Ô|εi(F1)〉, where �δε is the number of acces-

sible states within the energy window δε = (0.1 − 0.2)2πF .
The results are shown in Fig. 3(a) for our single-particle
observable M̂ as well as for the two-body correlators {θ̂β,x}.
All their expectation values converge toward their respective
microcanonical averages via quantum diffusion across the
instantaneous spectrum. For initial states with M 
= N/2, these
results are confirmed as well, yet the time scale to reach ther-
malization is then typically larger [cf. also Figs. 2(c) and 2(d)].

The dependence on λ is seen in Fig. 3(b). Full delocalization
is only reached for λ ∼ 1 in both energy basis and the
TIFB. For λ � 1, the Shannon entropy, as well as the IPR,
strongly depend on the chosen basis; hence, the result becomes
nonuniversal and depends on the details of the system.

Finally, we present an interesting consequence of the just
described diffusion process. Since we sweep the force F (t),
the system is no longer autonomous (not even in the Floquet
picture) but becomes explicitly (and nonperiodically) time
dependent. This makes the sweeping process irreversible in
the case of strong (chaotic) thermalization [see Fig. 4(a)].

053610-3
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FIG. 4. (Color online) Irreversible (a) and reversible (b) dynam-
ics via sweeping from F0 to Ff [F (t) = F0 + Ḟ t] and back [F (t) =
Ff − Ḟ t], characterized by the Shannon entropy. Entropy in energy
basis (color scale: dark-blue/light-red) and entropy in TIFB (black
squares). For (a) λ = 1 and (b) λ = 5 × 103. The initial state is the
same as described in the legend of Fig. 2(a).

However, for fast sweeps with λ � 1, the process is nearly
reversible; see Fig. 4(b). Here the system oscillates almost
without diffusive spreading between lower and upper band

states [e.g., in Fig. 1, it would go from the lower-left to the
upper-right states (in black) and back]. The latter is similar to
the echoes (revivals) in the fidelity as a function of time, yet
here in a full many-body context [20].

V. CONCLUSIONS

In summary, our two-band system is a paradigm example
for the implementation (with ultracold atoms) and the study of
complex nonequilibrium quantum evolutions. We showed that
one may steer the system into equilibrium or keep it relatively
coherent (in the sense of quantum reversibility), depending
on the specific choice of quench parameters. This paves the
way for future experiments on many-body thermalization [9]
and new theoretical explorations on optimally controlling the
quantum evolution of complex many-body systems [1,21].
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