
PHYSICAL REVIEW A 89, 043407 (2014)

Field-induced orbital distortion in high-order-harmonic generation from aligned and oriented
molecules within adiabatic strong-field approximation
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We describe high-order-harmonic generation (HHG) within the adiabatic strong-field approximation (ASFA)
where the ground state and its energy adiabatically follows the instantaneous external field and within the
Stark-shift-corrected SFA (SSFA), where only the energy shift is accounted for. We show that the molecular
polarizability reflects the significance of field-induced orbital distortion in the HHG process. We show that for
CO2, which possesses a relatively low polarizability, the two-center interference minimum can be clearly seen
in both the ASFA and the SSFA. This finding is in agreement with experimental data at large wavelength.
Moreover, we introduce a method for analyzing the recombination events. This method relies on averaging the
recombination matrix elements weighted with the photon emission probability of each harmonic. In the case of
CO2 this method confirms that the interference minimum is determined by recombination to the two O atoms.
We use the example of N2O, which has a moderate polarizability, to show that the number of centers taking part
in the creation of the interference minimum may change depending on the intensity. Finally, we show that in
the short-pulse limit, the minimum in the HHG spectrum from oriented N2O strongly depends on the molecular
orientation and carrier-envelope phase.

DOI: 10.1103/PhysRevA.89.043407 PACS number(s): 33.20.Xx, 42.50.Hz, 42.65.Ky

I. INTRODUCTION

When an intense laser pulse interacts with an atomic or
molecular target radiation of harmonics up to very high orders
of the fundamental frequency of the driving laser light can be
generated [1]. Apart from the interest in high-order-harmonic
generation (HHG) as a source of coherent short-wavelength
light with unique properties, the interest is fueled by the
unique information on specific atoms and molecules carried
by HHG spectra. For example, the information encoded in
the spectrum allows an elucidation of internuclear separa-
tions [2–5] and molecular orbitals [6–10]. The physics of
HHG is captured by the three-step model [11,12]. First, a
bound electron is driven into the continuum via tunneling
ionization. Second, the continuum electron acquires energy
by its acceleration in the field. Third, the electron recombines
into the original bound state, emitting the excess energy as
radiation.

One of the characteristic features of molecular HHG
spectra is the presence of a minimum. The minimum may
have different origin depending on the target molecule and
laser parameters. Therefore, different information about the
molecule may be extracted from its position and its behavior
with respect to changing field parameters and molecular
alignment and orientation. For example, the interplay between
the highest occupied molecular orbital (HOMO) and lower-
lying orbitals in the HHG process [13–15] can be elucidated
by studying the dynamic minimum created by destructive
interference of signals from multiple orbitals. Information
about the electronic structure of the target can be deduced
from the presence of a Cooper minimum [16–20]. Finally,
an interference between the radiation emitted from different
centers gives rise to what is referred to as a two-center
interference minimum, although more centers may participate.
This is the type of minima of concern in this work and these
minima allow the extraction of structural information about the
target [21–24].

One of the models that keeps the simple physical picture of
the three-step model and qualitatively describes many HHG
phenomena is the strong-field approximation (SFA) for HHG,
also sometimes referred to as the Lewenstein model [25]. In
the SFA, the full evolution operator is replaced by the Volkov
evolution operator and the full scattering state is replaced
by the momentum eigenstate [26,27]. In this approach the
influence of the field on initial and final bound-state orbitals is
neglected and therefore phenomena such as the Stark shift of
the energy levels and field-induced orbital distortion are not
accounted for. An extension of the SFA for HHG to include
Stark shifting of the energy levels for polar molecules was
presented in Ref. [28]. We refer to this approximation as the
Stark-shift-corrected SFA (SSFA). The SSFA has been applied
to the study of HHG from polar molecules in a number of
papers [29–34]. Very recently the model of Ref. [28] was
extended to take into account the effect of field distortion of
the bound-state orbitals [35], an approach that we refer to
as the adiabatic SFA (ASFA). The effects of field distortion
of molecular orbitals on the HHG spectrum were studied for
model molecules with the use of the multiconfiguration time-
dependent Hartree (MCTDH) method in Ref. [36]. For the
case of a one-dimensional zero-range potential, the adiabatic
theory for HHG, without the additional SFA simplifications,
was presented in Ref. [37].

The ASFA [35] showed, using the example of N2, that
the observation of a two-center interference minimum may be
hindered by field distortion of the molecular orbitals taking
part in the process, which is in agreement with MCTDH
calculations [36]. Hence, using the ASFA, it was possible to
suggest the reason why so far no experimental data [6,38,39]
have revealed a two-center interference minimum in HHG
spectra of N2. On the other hand, experimental data show
a clear two-center interference minimum for a variety of
molecular species including CO2. For the case of CO2 the
experimental results [10] show a clear two-center interference
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minimum for field strengths far exceeding the one used in
Ref. [35] for N2. This indicates that the field-induced orbital
distortion does not influence the HHG spectra for CO2. These
findings, viz., the lack of the two-center interference minimum
in HHG spectra from N2 and the presence of a clear minimum
in HHG spectra from CO2, hint at the existence of a third group
of molecules, namely, molecules for which the field-induced
orbital distortion is moderate. For such molecules one may
expect that the depth and the position of the minimum change
with the laser intensity. Such a change in the spectrum was up
to now thought to be a typical feature of a so-called dynamic
minimum [13–15,40]. The influence of the field distortion on
the HHG process requires further investigation and this is the
topic of this paper.

In this paper we discuss the ASFA. It was used in Ref. [35]
without a detailed discussion of the approximation. In the
standard SFA the active bound-state orbital participating in
the ionization and recombination steps is taken as a field-free
orbital. In the ASFA this active orbital is taken as an adiabatic
eigenstate of the instantaneous Hamiltonian. This adiabatic
approximation is justified in the long-wavelength limit since
the electromagnetic field then changes on much slower time
scales than the time scale associated with the electronic
bound-state motion; in other words, in this limit the ionization
potential Ip is much larger than the photon energy ωL (atomic
units are used throughout unless indicated otherwise). We
apply the ASFA and the SSFA to HHG calculations for CO2.
The HOMO of this molecule has a relatively low polarizability,
therefore the distortion due to the driving laser field is
insignificant. The calculated HHG spectra in both the ASFA
and the SSFA agree very well with experimental data [10]. In
particular, the minimum does not disappear with increasing
intensity. In the analysis of the origin of the interference
minimum, we introduce a method to study the recombination
events during the whole HHG process and use it to confirm the
negligible influence of the field distortion in the case of CO2.
By the example of N2O we study a case with an intermediate
polarizability. This choice enables us to observe the changing
influence of the field distortion with changing field strength
and a difference in the ASFA and SSFA predictions. Finally
we show that for very short pulses the minimum in the HHG
spectrum from oriented N2O strongly depends, due to its
permanent dipole moment and polarizability, on the orientation
of the molecule with respect to the polarization of the driving
field as well as on the carrier-envelope phase.

The paper is organized as follows. In Sec. II we recall
the basis formulas for modeling of the HHG signal from a
single molecule. Then in Sec. II A we consider the standard
SFA. We include this discussion for completeness and to be
able to highlight the approximations and compare them with
the approximations entering the formulation of the ASFA
presented in Sec. II B. Section III presents the results. In
Sec. III A we discuss the predictions for CO2 and introduce
the analysis in terms of averaged recombinations matrix
elements. In Sec. III B we turn to N2O and discuss the
influence of the dipole and the sensitivity of the HHG
spectra to the field parameters as a consequence of orbital
distortion. In Sec. III C we present the results of a study
on HHG from N2O from a two-cycle pulse. Section IV
summarizes.

II. THEORY

The HHG spectrum Sn(ω) of the harmonic component
along n is taken to be [41]

Sn(ω) =
∣∣∣∣
∫ ∞

−∞
n · 〈v(t)〉eiωtdt

∣∣∣∣
2

, (1)

where 〈v(t)〉 is the expectation value of the dipole velocity
operator. Let the z axis be parallel to the linear polarization
of the driving laser field. The orientation of the molecule with
respect to this axis is specified by the three Euler angles R =
(α,β,γ ), where α denotes the angle of rotation around the z

axis, β denotes the angle of rotation around the new y axis,
and γ denotes the angle of rotation around the molecular axis.
The orientational distribution G(R) of the molecule is factored
out as a coherent sum [42,43]

〈v(t)〉 =
∫

G(R)〈v(R,t)〉dR. (2)

For a given fixed orientation R, the state |�(t)〉 needed for
the evaluation of the expectation value of the dipole velocity
solves the time-dependent Schrödinger equation

i∂t |�(t)〉 = H (t)|�(t)〉, (3)

with

H (t) = H0 +
∑

i

F(t) · r i , (4)

where H0 is the field-free Hamiltonian and F(t) is an infrared
or near-infrared electromagnetic field, which is turned on at
time t = 0 and off at time t = T . For notational convenience,
we suppress the dependence on R in the specification of
the quantum states. The exact numerical solution of Eq. (3)
is impossible for polyatomic, multielectron molecules at the
wavelengths and field strengths of interest. Approximations
are therefore needed. In the next section we summarize the
evaluation of |�(t)〉 and 〈v(R,t)〉 within the SFA [25]. This
discussion serves as background for the formulation of the
ASFA following in Sec. II B.

A. State |�(t)〉 and dipole velocity expectation value
within the SFA

Within the SFA, the state |�(t)〉 is approximated in the fol-
lowing way. First the problem is reduced to the consideration
of a single active orbital |ψ(t)〉. This simplification may be
realized by freezing all but the active orbital, which we denote
as the HOMO in the following. The evolution of the HOMO
is then represented by the essential state expansion

|ψ(t)〉 = c0(t)|φ0〉e−iE0t

+
∫

ck(t)|k(t)〉 exp

(
− i

∫ t

0
Ek(t ′)dt ′

)
dk, (5)

where |φ0〉 is the HOMO with binding energy E0, solving the
equation

f0|φ0〉 = E0|φ0〉, (6)
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with the field-free Fock operator given in terms of the kinetic
energy and the Hartree-Fock (HF) potential

f0 = p2

2
+ V HF. (7)

In Eq. (5) the state

|k(t)〉 = |k + A(t)〉 (8)

is a momentum eigenstate with position representation

〈r|k(t)〉 = 1

(2π )3/2
eik(t)·r (9)

such that |k(t)〉 exp[−i
∫ t

0 Ek(t ′)dt ′] is the Volkov state with
energy

Ek(t) = k(t)2/2 = [k + A(t)]2/2, (10)

which solves the Schrödinger equation for a free electron in the
presence of the electromagnetic field and where A(t) denotes
the momentum gained by the electron from the electric field

A(t) = −
∫ t

0
F(t ′)dt ′. (11)

In Eq. (5) the time-dependent c0(t) and ck(t) coefficients
are unknown. To determine them, we insert Eq. (5) into

i∂t |ψ(t)〉 = [f0 + F(t) · r]|ψ(t)〉 (12)

and project on 〈k(t)| and 〈φ0|. This leads to a set of first-order
linear differential equations for the expansion coefficients.
To simplify these equations (see Ref. [25]) (i) depletion of
the ground state is neglected, i.e., c0(t) ≈ 1, (ii) the overlap
〈k(t)|φ0〉 is neglected, (iii) the laser-induced continuum-
continuum couplings are neglected, i.e., 〈k(t)|F(t) · r|k′(t)〉 ≈
0, and (iv) the terms 〈k(t)|V HF|k′(t)〉 are neglected. The
equation for the amplitude in the continuum then fulfils the
differential equation

ċk(t)= − i〈k(t)|F(t) · r|φ0〉 exp

(
i

∫ t

0
(Ek(t ′) − E0)dt ′

)
,

(13)

which is recognized as the standard expression from time-
dependent first-order perturbation theory for a transition
from |φ0〉 induced by the external field to the Volkov state.
Equation (13) is readily integrated and the result for the active
orbital in the SFA reads

|ψ(t)〉 = |φ0〉e−iE0t − i

∫ ∫ t

0
|k(t)〉〈k(t ′)|F(t ′) · r|φ0〉

× exp

(
− i

∫ t

t ′
Ek(t ′′)dt ′′ − i

∫ t ′

0
E0dt ′′

)
dt ′dk.

(14)

The first term on the right-hand side (rhs) of Eq. (14)
describes evolution in the ground state. The second term
describes evolution in the ground state from time t = 0 and
then evolution in the Volkov continuum from the ionization
time t ′ to the instant of interest t . The SFA ionization matrix
element is readily identified in the last term. The state |ψ(t)〉

can now be inserted into Eq. (2) and the standard SFA
expression for the expectation value of the dipole is regained

〈v(R,t)〉 = −i

∫ ∫ t

0
M rec(R,k,t)

× exp

(
− i

∫ t

t ′
(Ek(t ′′) − E0)dt ′′

)

×Mion(R,k,t ′)dt ′dk + c.c., (15)

with ionization at time t ′

Mion(R,k,t ′) = 〈k(t ′)|F(t ′) · r|φ0〉 (16)

and recombination at time t

M rec(R,k,t) = 〈φ0|v|k(t)〉. (17)

B. State |�(t)〉 and dipole velocity expectation value within the
ASFA and SSFA

We now turn to a modification of the above procedure
to account for the adiabatic motion in the ground state as
accounted for in the ASFA. The starting point is analogous
to Eq. (5) with an important difference. The dynamics of the
active orbital is approximated by the essential state expansion

|ψa(t)〉 = ca
0(t)|φ0(t)〉 exp

(
− i

∫ t

0
E0(t ′)dt ′

)

+
∫

ca
k(t)|k(t)〉 exp

(
− i

∫ t

0
Ek(t ′)dt ′

)
dk, (18)

where |φ0(t)〉 is the adiabatic ground state

f (t)|φ0(t)〉 = E0(t)|φ0(t)〉 (19)

with

f (t) = p2

2
+ V HF(t) + F(t) · r, (20)

where V HF(t) is the time-dependent HF potential including
the interaction with the external field of the other electrons
and the rest of the terms were defined in connection with
Eq. (5). The adiabatic ground state of Eq. (19) is obtained
by quantum chemistry methods [44]. The wave function is
expanded in an atom-centered Gaussian basis and the HF
equations in the presence of the field (19) are solved. This leads
to a purely discrete bound state with a real-valued energy E0(t).
In our notation we discriminate between the time-dependent
adiabatic ground state, the time-dependent Fock operator,
and the time-dependent HF potential and the corresponding
time-independent quantities of the preceding section by the
time argument.

To proceed, we consider i∂t |ψa(t)〉 = f (t)|ψa(t)〉, project
on 〈φ0(t)| and 〈k(t)|, and derive a set of linear coupled
differential equations for ca

0(t) and ca
k(t). These equations

are simplified by the following approximations [see also
the discussion after Eq. (12)]: (i) Depletion of the ground
state is neglected, i.e., ca

0(t) ≈ 1; (ii) the overlap 〈k(t)|φ0(t)〉
is set to zero; (iii) the continuum-continuum couplings are
neglected, i.e., 〈k(t)|F(t) · r|k′(t)〉 ≈ 0; and (iv) the terms
〈k(t)|V HF(t)|k′(t)〉 are neglected. The time evolution of the
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continuum amplitude is then determined by

ċa
k(t) = −〈k(t)|φ̇0(t)〉 exp

(
i

∫ t

0
(Ek(t ′) − E0(t ′))dt ′

)
, (21)

which is the ASFA equivalent of Eq. (13). The form of the
coupling term on the rhs of Eq. (21) is a consequence of the
adiabatic approximation for the ground state [45]. Integration
of Eq. (21) gives

ca
k(t) = −

∫ t

0
〈k(t ′)|φ̇0(t ′)〉

× exp

(
i

∫ t ′

0
(Ek(t ′′)−E0(t ′′))dt ′′

)
dt ′. (22)

The matrix element on the rhs of Eqs. (21) and (22) can be
evaluated once the adiabatic ground state |φ0(t)〉 is known as a
function of time and the state in Eq. (18) is thereby determined.

To connect with the standard SFA we rewrite the coupling
〈k(t ′)|φ̇0(t ′)〉 by partial integration of Eq. (22) and obtain

ca
k(t) = i

∫ t

0
〈k(t ′)|F(t ′) · r|φ0(t ′)〉

× exp

(
i

∫ t ′

0
[Ek(t ′′) − E0(t ′′)]dt ′′

)
dt ′, (23)

where we have used assumption (ii) above. The expression for
the state in the ASFA then reads

|ψa(t)〉 = |φ0(t)〉 exp

(
− i

∫ t

0
E0(t ′)dt ′

)

+i

∫ ∫ t

0
|k(t)〉〈k(t ′)|F(t ′) · r|φ0(t ′)〉

× exp

(
−i

∫ t

t ′
Ek(t ′′)dt ′′ − i

∫ t ′

0
E0(t ′′)dt ′′

)
dt ′dk.

(24)

Compared with the standard SFA state of Eq. (14) there is
a change of sign between the two terms in Eq. (24) and the
presence of the adiabatic ground state and ground-state energy.
The HHG spectrum is insensitive to such a phase change since
it relates to the absolute square of the Fourier transform of the
dipole velocity expectation value [Eq. (1)]. We cannot expect
that Eq. (24) turns into Eq. (14) when orbital distortion is
switched off. The reasons for this are the following. In the
adiabatic approximation the presence of the external time-
dependent field F(t) means that the adiabatic ground state
|φ0(t)〉 (which depends on time via the instantaneous value
of the field [Eq. (19)]) is different for each value of the field
and therefore for each instant of time. The coupling to the
continuum in the ASFA relies on this change over time as seen
from Eq. (21). If there is no change in the field, there is no
change in |φ0(t)〉 and there is no coupling. A change in |φ0(t)〉
is what we refer to as distortion: When F(t) changes, |φ0(t)〉
changes [Eq. (19)] and we have a distorted orbital. In the ASFA
the ground-state orbital is always changing unless the field is
constant. The field-free ground-state orbital used in the SFA
corresponds to a vanishing external field. When the field is
vanishing, there is no dynamics involving the continuum and
no HHG. This argumentation shows that the SFA expression

of Eq. (14) cannot be obtained from the ASFA in the limit
where orbital distortion is switched off.

Equation (24) leads to the following expression for the
expectation value of the dipole in the ASFA:

〈va(R,t)〉 = i

∫ ∫ t

0
Ma

rec(R,k,t)

× exp

(
− i

∫ t

t ′
(Ek(t ′′) − E0(t ′′))dt ′′

)

×Ma
ion(R,k,t ′)dt ′dk + c.c., (25)

with ionization at time t ′ described by the matrix element

Ma
ion(R,k,t ′) = 〈k(t ′)|F(t ′) · r|φ0(t ′)〉 (26)

and recombination at time t described by the matrix element

Ma
rec(R,k,t) = 〈φ0(t)|v|k(t)〉. (27)

In both the SFA and the ASFA the 〈φ0|v|φ0〉 and 〈φ0(t)|v|φ0(t)〉
contributions to the HHG signal are neglected because these
terms give rise to only low-order subthreshold harmonics.
The SSFA [28–34,46] expressions for HHG can be obtained
from the ASFA expressions for the matrix elements by
the substitution rule |φ0(t)〉 → |φ0〉. The instantaneous field-
dependent energy of the HOMO is denoted by E0(t) and using
perturbation theory it is given by

E0(t) = −Ip − μ · F(t) − 1
2 F(t)TαF(t), (28)

with Ip the ionization potential of the HOMO, μ the dipole of
the HOMO, and α its polarizability tensor.

III. RESULTS

Here we present our numerical results of HHG spectra
for nonpolar CO2 and polar N2O molecules in the direction
parallel to the polarization direction of the driving field. In
the applications, we choose wavelengths and field strengths
such that the adiabatic approximation for the ground state is
justified and focus on situations where the harmonic yield is
dominated by the signal from the HOMO. The latter restriction
is ensured by using field parameters and molecular orientations
similar to those used in previous experiments [10,47] where
the minimum originated from the HOMO only. The HOMOs
are obtained with quantum chemistry methods [44] within
the HF approach using an augmented correlation-consistent
polarized valence triple-ζ (aug-cc-pVTZ) basis set [48,49] for
CO2 and a valence triple-ζ basis set for N2O. The HOMOs
in the ASFA are calculated for every time step, i.e., every
field value needed for an accurate evaluation of the integral in
Eq. (25). Typically, the approach requires the diagonalization
of the molecular Hamiltonian for 6000 different static fields.
These orbitals and energies can be effectively achieved by
parallel calculations on a cluster machine. Table I summarizes
the parameters entering the calculations. Ionization potentials,
dipole moments, and polarizabilities were found by fitting a
second-order polynomial to the energy of the HOMO as a
function of the field strength parallel and perpendicular to the
molecular axis [see Eq. (28)]. The quantum chemistry code
gives satisfying results for field strengths of interest for this
work (see Ref. [51]).
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TABLE I. Ionization potentials Ip , dipole moments parallel to
the main molecular axis μz,HOMO, and polarizabilities perpendicular
α⊥ and parallel α|| to the main molecular axis of the HOMOs of
CO2 and N2O in atomic units. In the molecular frame with origin in
the center of mass, the atoms are at the following positions: For CO2,
zC = −2.196, zO = 0.0, and zC = 2.196, and for N2O, zN = −2.267,
zN = −0.135, and zO = 2.103. The nuclear positions were chosen
according to the experimental values of the National Institute of
Standards and Technology database [50]. The values in the table were
obtained by quantum chemistry methods [44] with aug-cc-pVTZ and
valence triple-ζ basis sets.

Molecule Ip μz,HOMO αHOMO

CO2 0.545 0.0 α⊥ = 3.40
α|| = −1.98

N2O 0.492 −0.023 α⊥ = 2.71
α|| = 7.154

A. A molecule with low polarizability: CO2

First we investigate the range of validity of the approach
presented in Sec. II B by studying HHG spectra from CO2,
which is one of the most widely studied molecules with
HHG techniques [10,14,23,24,40,47,52,53]. It is well known
that the HHG spectrum from CO2 exhibits a very distinct
minimum [10,14,40,47]. The minimum, though, has a complex
origin. Depending on field parameters and orientation of
the molecule, the minimum may be caused by destructive
interference between signals from different orbitals [14,40,47]
or, alternatively, by destructive interference from the two outer
O centers [10,47]. One of the key features determining the
importance of the given type of the minimum is the binding
energy of molecular orbitals compared to the frequency of
the laser light. For increasing wavelength, i.e., decreasing
photon energy, more photons are needed to couple different
orbitals. Therefore, as demonstrated in Ref. [47], it becomes
less probable to obtain a signal from lower-lying orbitals as
the wavelength increases.

We focus on the two-center interference minimum from the
HOMO, choosing field parameters and orientation for which it
was experimentally shown [10,47] that the signal from lower-
lying orbitals does not influence the minimum. Figure 1 depicts
HHG spectra from the HOMO of CO2 aligned at β = 45◦
with respect to the linear polarization of the driving field. The
molecule is subject to an eleven-cycle pulse of 1460 nm, with
two optical cycles used for ramp up and down the field. The
laser intensity varies from 1×1014 to 3×1014 W/cm2. The
figure shows a deep distinct minimum at around 62 eV, which,
in view of the energy relation

ω = k2

2
+ Ip, (29)

where ω is the photon energy, k is the electron momentum,
and Ip is the ionization potential, corresponds to an energy
of 47 eV of the recombining electron. For intensities between
1×1014 and 2×1014 W/cm2 this agrees with experimental data
[10] obtained for similar field parameters and orientations. The
minimum exists even for an intensity of 3×1014 W/cm2. For all
three intensities the spectral shapes obtained using the ASFA
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FIG. 1. (Color online) The HHG spectra for CO2 normalized to
the highest harmonic intensity for each curve. The spectra have been
smoothed out with a Gaussian distribution with a full width at half
maximum of four harmonics. Solid (dashed) lines show the results of
the ASFA (SSFA). The lower two (red) lines correspond to an intensity
of 1×1014 W/cm2. The middle two (blue) lines correspond to an
intensity of 2×1014 W/cm2. The upper two (black) lines correspond
to an intensity of 3×1014 W/cm2. The molecule is aligned at β = 45◦

with respect to the linear polarization of an eleven-cycle pulse of
1460 nm, with two optical cycles used for ramp-up and -down. The
lines are multiplied by the factors shown.

(solid lines in Fig. 1) agree with the shapes obtained using
the SSFA [28] (dashed lines in Fig. 1). This agreement is a
consequence of a low degree of field distortion of the HOMO
of CO2, as reflected by the relatively small polarizability of
the HOMO (see Table I).

An analysis of recombination matrix elements (RMEs) (see,
e.g., Refs. [35,54,55]) provides insight into the recombination
process at a given instant of time, i.e., at a given field strength.
Such an analysis allows, for instance, the determination of
the weak-field region [35], where the field is so weak that
the field distortion of orbitals is small enough to observe
features of the HHG spectrum that are typical for undistorted
orbitals. In the HHG process emission of harmonics happens
almost throughout the whole pulse duration and consequently
at many different field strengths. Therefore, we consider the
recombination at each frequency during the whole process.
Calculating time-averaged RMEs for each harmonic weighted
with the emission yield allows us to elucidate the main
contributions to the RMEs for each harmonic. Within the
ASFA the averaged RME (ARME) for the ith center in the
molecule is

Ri(ω) =

∫ ∞

−∞
P (ω,t)〈φ(i)

0 (t)|v|k(t)〉dt

∫ ∞

−∞
P (ω,t)dt

, (30)

where P (ω,t) is the emission yield at the photon energy ω at
time t obtained from a time profile analysis (Gabor transform)
[56]. The part of the adiabatic ground-state orbital centered
on the ith atom calculated in the presence of the field is given
by |φ(i)

0 (t)〉 and is readily retrieved from the atom-centered
Gaussian basis used in the quantum chemistry calculation [44].
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FIG. 2. (Color online) Norms and phases of ARMEs [Eqs. (30) and (31)] normalized to the peak value of the molecular ARMEs for CO2

aligned at β = 45◦ with respect to the linear polarization of an eleven-cycle pulse of 1460 nm, with two optical cycles for ramp-up and -down,
and an intensity of 1×1014 W/cm2. Solid (dashed) lines show ASFA (SSFA) ARMEs for (a) norms and (b) phases of the molecular ARMEs, (c)
norms and (d) phases of ARMEs from the C atom, (e) norms and (f) phases of ARMEs from the O atom at the negative z axis in the molecular
frame (see Table I), and (g) norms and (h) phases of ARMEs from the O atom at the positive z axis in the molecular frame.

The molecular ARME is the sum of ARMEs from all centers

R(ω) =
∑

i

Ri(ω). (31)

The ARMEs within the SSFA are obtained from Eqs. (30)
and (31) using the field-free ground-state orbital |φ(i)

0 〉. The
ARMEs within the SSFA equal those in the SFA since the field-
free orbital is used and there is no energy phase in the ARME.

A decomposition of the full molecular ARMEs into
the ARMEs of the individual centers allows us to under-
stand the origin of the interference minimum. Averaged
RMEs normalized to their peak value are shown in Figs. 2
and 3. Here solid (dashed) lines depict ASFA (SSFA) ARMEs.
Figure 2 shows norms and phases of ARMEs at 1×1014

W/cm2. Because the single-center ASFA and SSFA ARMEs
are very similar [Figs. 2(c)–2(h)] for all photon energies, both
norms and phases of the ASFA and SSFA molecular ARMEs
fall almost on top of each other [Figs. 2(a) and 2(b)]. Therefore,
the HHG spectrum using the ASFA, that is, inclusion of
the field-distorted orbitals in Eqs. (26) and (27), does not
introduce any new features compared to the SSFA spectrum
(Fig. 1). Figure 2(f) and 2(h) show that the ARMEs from
the two O atoms are approximately π out of phase at the
position of the minimum in the HHG spectrum at photon
energies ≈62 eV. The corresponding norms in Figs. 2(e)
and 2(g) are of equal magnitude. As a result, almost full
destructive interference between ARMEs from the O atoms
takes place, resulting in a deep minimum around 62 eV in
Fig. 2(a) and a corresponding phase jump in Fig. 2(b) of

the molecular ARME for both the ASFA and SSFA [see
Eq. (31)]. The influence of the middle C atom is negligible
in the creation of this structure [Figs. 2(c) and 2(d)]. This
is because the norm of its ARME is almost two orders of
magnitude smaller than the norms of the ARMEs from the
O atoms [compare Fig. 2(c) with Figs. 2(e) and 2(g)]. It is
then justified to name it the two-center interference minimum
even though, formally, all three centers take part in the process
[see Eq. (31)].

Even for the stronger field with 3×1014 W/cm2 (Fig. 3),
ASFA and SSFA ARMEs agree very well. Hence the same
conclusions as in the previous paragraph can be drawn.
Moreover, the conclusions should not change after taking into
account an imperfect alignment distribution around 45◦. The
contribution to the HHG spectrum decreases with increasing
deviation of the alignment angle away from β = 45◦. The
decrease in the signal is caused by the decrease in the ionization
yield and by the shape of the alignment distribution, which
peaks at 45◦. As a result, molecules aligned around β = 45◦

contribute most to the creation of the HHG spectrum
The small discrepancy between ASFA and SSFA ARMEs

shows that the CO2 molecule is robust to distortion by a strong
external field and therefore one may safely assume that features
typical for field-free orbitals can be retrieved from HHG
spectra for this molecule and subsequently used for, e.g., field-
free orbital tomography for this particular molecule [6,10].
Orbital imaging via, e.g., laser-induced electron diffraction
[57] should also remain unaffected by the field-induced orbital
distortion.
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FIG. 3. (Color online) Same as Fig. 2 but for an intensity of 3 × 1014 W/cm2.
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FIG. 4. (Color online) The HHG spectra for N2O normalized to
the highest harmonic intensity for each curve. The spectra have been
smoothed out with a Gaussian distribution with a full width at half
maximum of four harmonics. Solid (dashed) lines show the results of
the ASFA (SSFA). The lower two (red) lines correspond to an intensity
of 0.93×1014 W/cm2. The middle two (blue) lines correspond to an
intensity of 2×1014 W/cm2. The upper two (black) lines correspond
to an intensity of 3×1014 W/cm2. The molecule is aligned at β = 10◦

with respect to the linear polarization of an eleven-cycle pulse of
1460 nm, with two optical cycles used for ramp-up and -down. The
lines are multiplied by the factors shown.

B. A molecule with intermediate polarizability: N2O

In this section we present results for HHG from N2O
(Table I) where the HOMO has a polarizability greater than
that of the HOMO of CO2 but at the same time not large
enough for the two-center interference minimum to vanish
due to orbital distortion for the orientations and intensities
used in Ref. [47]. We expect to observe a changing influence of
field distortion on the two-center interference minimum when
varying the laser intensity. We study the HHG spectra from
N2O oriented at β = 10◦ with respect to the linear polarization
of the driving eleven-cycle pulse with a wavelength of 1460 nm
and with a trapezoidal envelope. The β = 10◦ corresponds to
a geometry with the O atom having a positive projection on
the laboratory-fixed z axis. The dipole of the HOMO points
from the O atom and towards the N atoms (Table I).

Figure 4 shows HHG spectra for 0.93×1014 W/cm2

(used in Ref. [47]), 2×1014 W/cm2, and 3×1014 W/cm2.
Both the ASFA (solid lines) and the SSFA (dashed lines)
show pronounced minima at a photon energy around 45
eV. The position of the minimum differs by 8 eV from the
experimental data [47] obtained using similar laser parameters.
Although not central for our discussion of orbital distortion
and polarizability effects, we mention a possible reason for
this discrepancy. When the polarization vector of the driving
field is parallel to the nodal plane of the HOMO (β = 0◦)
the HHG signal is strongly suppressed. Even small deviations
from this orientation would result in a strong increase in the
signal. This tendency holds up to β = 45◦, where the ionization
rate reaches its maximum [47]. The two-center interference
minimum moves to higher energies with increasing orientation
angle [21,22]. Therefore, in the experiment, even with a
relatively high degree of orientation, the dominant contribution
to the spectrum may originate from molecules far from the
average experimental orientation angle. This is a possible
reason why the position of the minimum in the experiment
appears at higher photon energies than predicted by our model
for fixed β = 10◦.

For laser intensities of 0.93 × 1014 and 2 × 1014 W/cm2

the depth and shape of the interference minimum at ≈45 eV
is comparable in the ASFA and SSFA (Fig. 4). Molecular
and single-center ARMEs for a laser intensity of 0.93 ×
1014 W/cm2 are depicted in Fig. 5. The phases obtained
within the ASFA (solid lines) and the SSFA (dashed lines)
agree very well in all cases [Figs. 5(b), 5(d), 5(f), and 5(h)].
Figures 5(f) and 5(h) show that the ARMEs of the middle N
and the O atom are in phase at photon energies around 45 eV,
leading to constructive interference between these two centers.
Figure 5(d) shows that the ARME of the outermost N atom is
approximately π out of phase at the position of the minimum,
resulting in destructive interference between the contribution
from this center and the former two. A comparison of the
norms of ARMEs obtained by the SSFA [Figs. 5(c), 5(e),
and 5(g)] shows that only the outermost atoms [Figs. 5(c)
and 5(g)] are relevant for the overall molecular ARME since
the norm of the ARME of the middle center [Fig. 5(e)] is ap-
proximately one order of magnitude lower. The relatively large
difference in norms of the ARMEs from the outermost N atom
[Fig. 5(c)] and the O atom [Fig. 5(g)] means that the
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FIG. 5. (Color online) Norms and phases of ARMEs [Eqs. (30) and (31)] normalized to the peak value of the molecular ARMEs for N2O
aligned at β = 10◦ with respect to the linear polarization of an eleven-cycle pulse of 1460 nm, with two optical cycles for ramp-up and -down
and an intensity of 0.93×1014 W/cm2. Solid (dashed) lines show ASFA (SSFA) ARMEs for (a) norms and (b) phases of the molecular ARMEs,
(c) norms and (d) phases of ARMEs from the outermost N atom, (e) norms and (f) phases of ARMEs from the middle N atom, and (g) norms
and (h) phases of ARMEs from the O atom.
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FIG. 6. (Color online) Same as Fig. 5 but for an intensity of 3 × 1014 W/cm2.

destructive interference in the case of N2O is less pronounced
than in the case of CO2 [compare minima in Figs. 5(a)
and 2(a)]. Note that the phase jump of the molecular ARME is
also not as pronounced as in the CO2 case [compare Figs. 5(b)
and 2(b)]. The situation is somewhat different in the results
of the ASFA. The norms of the ARMEs of the two outermost
atoms follow the results of the SSFA [Figs. 5(c) and 5(g)].
The norm of the middle one, on the other hand, differs slightly
and increases close to a photon energy of ≈45 eV [Fig. 5(e)].
As a consequence, the influence of the middle center on the
molecular ARME, though weak, cannot be neglected and the
minimum in the ASFA is less pronounced [Fig. 5(a)].

For a higher intensity of 3 × 1014 W/cm2 (Fig. 6) the phases
in the ASFA ARMEs (solid lines) still fall on top of the SSFA
ARMEs phases (dashed lines) for most of the energy range
[Figs. 6(d), 6(f), and 6(h)]. Therefore, as in the low-intensity
case, constructive interference occurs between ARMEs from
the middle N and the O atom at a photon energy around 45 eV
along with destructive interference between these two and
the ARME from the outermost N atom. The norms of the
ASFA and SSFA ARMEs of the O center are very similar
[Fig. 6(g)]. The norms of ASFA ARMEs from the N atoms,
however, deviate from the SSFA results [Figs. 6(c) and 6(e)].
The deviation is largest at photon energies between 30 and
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FIG. 7. (Color online) Time profile analysis (Gabor transform)
within the ASFA from the HOMO of N2O subject to an eleven-cycle
pulse of 1460 nm, with two optical cycles used for ramp-up and
-down, with an intensity of 3×1014 W/cm2 and orientation angle
β = 10◦ with respect to the linear polarization of the driving field.
The curves show positive (white solid lines) and negative (white
dashed lines) values of the laser field at the recombination time.

50 eV, i.e., in the energy range where the minimum in the
molecular ARME appears [Fig. 6(a)]. The norm of the ASFA
ARME from the outer N atom [Fig. 6(c)] has a local minimum
around 45 eV. The norm of the ASFA ARME from the middle
N atom [Fig. 6(e)], on the other hand, is markedly higher than
the SSFA norm in this energy range. Therefore, the influence of
the middle center on the molecular ARME becomes important.
In the close vicinity of the minimum the ARME from the
middle center has a slightly larger norm than that from the
outer N atom [compare Figs. 6(c) and 6(e)]. As a consequence,
almost total destructive interference occurs between the ASFA
ARMEs from the N atoms and therefore the molecular ARME
follows quite closely the ARME from the O center. This results
in a shallowing of the minimum in the molecular ARME as
compared to the SSFA molecular ARME [Fig. 6(a)].

In the creation of the first-order interference minimum
of Fig. 6(a), all three centers contribute, therefore this is
a three-center interference minimum. Comparing Figs. 5
and 6, we therefore see that the importance of each center in
the creation of the interference minimum varies with intensity.
The second-order minimum in the HHG spectrum at photon
energies around 130 eV (see Fig. 4) is due to destructive
interference between ARMEs from the outermost atoms since
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FIG. 8. (Color online) Time profile analysis (Gabor transform)
of the short trajectories within the ASFA from the HOMO of N2O
aligned at β = 10◦ with respect to the linear polarization of the field
[Eq. (33)] of a two-cycle pulse of 1460 nm, with φCEP = −π/2 and
peak field strength F0 = 0.0924 a.u. The curves show positive (white
solid lines) and negative (white dashed lines) values of the laser field
at the recombination time.
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FIG. 9. (Color online) The HHG spectra of the short trajectories
[thin (blue) lines] and corresponding spectra that have been smoothed
out [thick (red) lines] with a Gaussian distribution with a full width
at half maximum of four harmonics, for N2O aligned at β = 10◦ with
respect to the linear polarization of the field of a two-cycle pulse of
1460 nm, with φCEP = −π/2 and peak field strength F0 = 0.0924
a.u. [Eq. (33)]: (a) the HHG spectrum using the SSFA [28] and (b)
the HHG spectrum using the ASFA. Compared to the long-pulse
case, the position of the minimum has shifted slightly from 45 eV to
43.5 eV.

the ARME from the middle N atom is more than one order of
magnitude smaller [see Figs. 6(d), 6(h), and 6(f)].

The N2O molecule has no inversion symmetry and pos-
sesses a permanent dipole moment allowing for molecular
orientation [58]. For polar molecules the response to the
driving laser field depends on the instantaneous direction
and value of the field as a consequence of the Stark-shifted
energy levels [see Eq. (28)] and orbital shapes [46,59,60].
One way to gain insight into such behavior in connection
with HHG is by considering a time profile analysis (Gabor
transform) of the signal (see Ref. [56]). Figure 7 shows such
a Gabor transform. The first prominent feature in Fig. 7,
which has already been reported previously [28,31,32], is the
difference in the overall strength of the signal for recombining
electrons that were detached in half cycles with different field
directions. This can be seen in Fig. 7 since emission of the most
energetic harmonics happens roughly 2/3 of an optical cycle
after electron detachment. Harmonics that belong to the short
(long) trajectory are emitted by the recombination of electrons
detached less (more) than 2/3 of an optical cycle before [61].
Hence the detachment of the electrons that recombine around
time 0 (from around −0.3 to 0.2) in Fig. 7 took place for
positive values of the field [solid (dashed) white lines show
positive (negative) fields]. The dipole for N2O points from
O to N (Table I) and for the orientation β = 10◦ has its
projection along the negative laboratory-fixed z axis. This
means that the projection of the molecular dipole moment was
antiparallel to the field (F · μ < 0, i.e., F = F ẑ) at the time
of detachment, hence the electrons were less tightly bound due
to the Stark shift, i.e., more readily detached [see Eq. (28)].
Electrons recombining between times around −0.8 to −0.3
and between around 0.2 to 0.7 (Fig. 7) were detached for
negative values of the field. In this case the projection of the
molecular dipole moment was parallel to the field (F · μ > 0,
i.e., F = −F ẑ) at the time of detachment and the electrons
were more tightly bound by the Stark shift compared to the

(b)

(c)

(a)

FIG. 10. (Color online) (a) Field-distorted HOMO of N2O for
F = 0.08 a.u. (b) Field-free HOMO of N2O. (c) Field-distorted
HOMO of N2O for F = −0.08 a.u. Black arrows in (a) and (c)
show the instantaneous field direction. The isocontour surface value
is 0.1.

field-free case and were consequently less easily detached.
This Stark-shift-induced asymmetry in the detachment relates
to the difference in the strength of the signal for times around
−0.3 to 0.2 compared with times around −0.8 to −0.3 and 0.2
to 0.7.

The second important feature of Fig. 7 is the difference
in the strength of different frequency components of the
emitted signal for positive and negative fields at the in-
stant of recombination. Figure 7 shows that for electrons
recombining for positive fields [solid (white) line] the two-
center interference minimum (for photon energies around
45 eV) is very pronounced. On the other hand, this minimum
vanishes when HHG emission of light happens for negative
fields [dashed (white) line]. A detailed discussion of this
phenomenon is given in the next section.

C. Short pulse

As seen in Sec. III B, the oriented polar target of N2O
gives rise to an asymmetry in the emission of HHG from
positive and negative half cycles. For further investigation
of this phenomenon we turn our attention to the short
trajectories and such short pulses that the relevant ionization
and recombination events can be confined to only one half
cycle each. In this way the projection of the electric field on

043407-9
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FIG. 11. (Color online) Norms and phases of ARMEs [Eqs. (30) and (31)] of the short trajectories normalized to the peak value of the
molecular ARMEs for N2O aligned at β = 10◦ with respect to the linear polarization of a two-cycle pulse of 1460 nm, with φCEP = −π/2 and
peak field strength F0 = 0.0924 a.u. [Eq. (33)]. Solid (dashed) lines show ASFA (SSFA) ARMEs for (a) norms and (b) phases of the molecular
ARMEs, (c) norms and (d) phases of ARMEs from the outermost N atom, (e) norms and (f) phases of ARMEs from the middle N atom, and
(g) norms and (h) phases of ARMEs from the O atom.

the molecular dipole moment is always either only positive
or only negative during ionization and recombination. Such
a situation allows an accurate study of the HHG spectra for
opposite orientations and reveals a strong dependence on the
orientation of the polar molecule.

The short-trajectory part is extracted with the help of a
window function

f (t) = 1 −
(

exp

[
t ′ − t + 0.99 × 2T/3

0.03T

]
+ 1

)−1

, (32)

with t ′ the ionization time and T the optical period. The dipole
velocity expectation value [see Eq. (25)] is multiplied by f (t)
and then this product is used to obtain the HHG spectra of
Figs. 9 and 13 via the Fourier transform and the time profile
analysis of Figs. 8 and 12 via the Gabor transform. The exact
form of the window function is chosen such that the near cutoff
harmonics from the long trajectories also contribute and so
this way we make sure that nothing of the short-trajectory
contribution is removed
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FIG. 12. (Color online) Time profile analysis (Gabor transform)
of the short trajectories within the ASFA from the HOMO of N2O
aligned at β = 10◦ with respect to the linear polarization of the field
[Eq. (33)] of a two-cycle pulse of 1460 nm, with φCEP = π/2 and
peak field strength F0 = 0.0924 a.u. The curves show positive (white
solid lines) and negative (white dashed lines) values of the laser field
at the recombination time.

We performed calculations of HHG from N2O oriented at
β = 10◦ with respect to the polarization of the short pulse

F(t) =
⎧⎨
⎩

εF0 cos(ωLt + φCEP) cos2

(
π

NT
t

)
for |t | < NT

2

0 otherwise,

(33)

where F0 = 0.0924 is the peak field strength, ωL = 0.0312
is the carrier frequency corresponding to a wavelength of
1460 nm, N = 2 is the number of cycles, and T = 201.3 is
the optical period. Calculations were performed for carrier-
envelope phases φCEP = ±π/2, where the main part of ioniza-
tion and recombination occurs during one half cycle each.

For φCEP = −π/2 the main ionization event occurs for
negative field values, i.e., F · μ > 0 (see Fig. 8 and the
discussion of detachment and recombination in the previous
section). The Stark shift increases the ionization potential
during this main ionization event. As a consequence, a smaller
part of the molecular orbital is detached compared to the case
with no Stark shift included. Figure 8 shows that recombination
of the short trajectories happens for positive field values. The
spectra obtained using the SSFA and the ASFA [see Figs. 9(a)
and 9(b), respectively] agree well with each other for the
chosen orientation and field parameters except that the first-
order minimum at ≈43.5 eV is much deeper in the ASFA
than in the SSFA. This can be understood by looking at the
shape of the HOMO when distorted by the field resulting
in HHG emission of photons of energy around 43.5 eV.
Figures 10(a) and 10(b) show the field-distorted and field-free
HOMOs, respectively. For strong fields pointing from N to
O, the electron density of the middle N shifts towards the
outermost N, resulting in a negligible effect of the middle
N atom in the interference in the recombination step. At the
same time the electron cloud has almost identical weight on
both outermost atoms, making the two-center interference even
more pronounced than in the field-free case. An analysis of
the ARMEs depicted in Fig. 11 supports these conclusions. In
Fig. 11 solid (dashed) lines show norms and phases of ARMEs
obtained with the ASFA (SSFA). Figure 11(e) shows that the
orbital distortion in the ASFA strongly suppresses the norm
of the ARMEs from the middle N atom, as expected from the
orbitals in Fig. 10. This means that the molecular ARMEs are
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FIG. 13. (Color online) The HHG spectra of the short trajectories
[thin (blue) lines] and corresponding spectra that have been smoothed
out [thick (red) lines] with a Gaussian distribution with a full width
at half maximum of four harmonics, for N2O aligned at β = 10◦ with
respect to the linear polarization of a two-cycle pulse of 1460 nm,
with φCEP = π/2 and peak field strength F0 = 0.0924 a.u. [Eq. (33)]:
(a) the HHG spectrum using the SSFA [28] and (b) the HHG spectrum
using the ASFA.

formed from the ARMEs from the outermost N and the O
atom only. Figures 11(d) and 11(h) show that the phases of
the ASFA ARMEs fall on top of the SSFA ARMEs phases
and agree well with the phases obtained for long-pulse cases
(Figs. 5 and 6). For photon energies around 43.5 eV the phase
difference between the ARME of the outermost N atom and the
O atom reaches π leading to destructive interference between
the ARMEs of comparable norms [Figs. 11(c) and 11(g)] and
as a result to a deep minimum in Fig. 11(a).

When φCEP = π/2, ionization occurs almost exclusively
for positive field values, i.e., F · μ < 0 (see Fig. 12). In this
case the ionization potential is decreased by the Stark shift
compared with the field-free case and ionization occurs more
readily. For this φCEP, short-trajectory electrons recombine for
negative field values. The HHG spectra depicted in Fig. 13
show that the first-order interference minimum essentially
vanishes in the ASFA [Fig. 13(b)], whereas the minimum
is clearly visible in the SSFA [Fig. 13(a)]. A strong electric
field, acting on N2O, pointing from O to N drives the electron
cloud from the outermost N atom to the middle N atom [see

Figs. 10(b) and 10(c)]. This increases the importance of the
middle center in the recombination process and at the same
time slightly decreases the electron density centered on the
outer N atom. The ASFA ARMEs shown in Fig. 14 (solid
lines) reveal the enhanced importance of the middle center
with respect to SSFA ARMEs (dashed lines) [Fig. 14(e)].
The norm of its ARME is comparable with the norm of the
ARME from the outer N atom [Fig. 14(c)]. As a result, in
the vicinity of the first-order interference minimum (at photon
energy around 43.5 eV), the destructive interference between
these two takes place [compare the phases in Figs. 14(d) and
14(f)] and hence the norm of the molecular ARME [Fig. 14(a)]
is mainly determined by the norm of the ARME of the O
atom in this energy range [Fig. 14(g)]. Consequently, almost
a full vanishing of the interference minimum is observed in
Fig. 13(b).

The window function in the Gabor transforms used in our
work had a full width at half maximum (FWHM) of 0.1 times
the optical cycle. We have checked the robustness of our
conclusions, regarding the ARMEs, with respect to changes
of the FWHM of this window function. The ARMEs obtained
using the Gabor transform with a FWHM of 0.05 and 0.2 times
the optical cycle (not presented) are similar to the ARMEs
obtained using a FWHM of 0.1 times the optical cycle and
hence the conclusions are insensitive to the FWHM.

Using state of the art techniques for molecular orientation
[58] and pulse shaping [62], one should be able to perform
an experiment for which the difference in HHG spectra,
from opposite orientations, could be observed in terms of
a change in the minimum as a supplement to the presence
of even harmonics [28,63–65]. An ensemble of imperfectly
oriented molecules typical for experiments should not affect
the conclusions. The parallel component of the polarizability
of N2O is much larger than the perpendicular one (see Table I).
Consequently, the HOMO of a molecule, driven by a field
oriented such that β lies within a relatively large range around
10◦, experiences distortion mainly along the main molecular
axis. As a result, most of the HOMOs from the ensemble
undergo similar distortion when driven by the laser field
given by Eq. (33). At the recombination time for which
short-trajectory harmonics from the vicinity of the minimum
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FIG. 14. (Color online) Norms and phases of ARMEs [Eqs. (30) and (31)] of the short trajectories normalized to the peak value of the
molecular ARMEs for N2O aligned at β = 10◦ with respect to the linear polarization of a two-cycle pulse of 1460 nm, with φCEP = π/2 and
peak field strength F0 = 0.0924 a.u. [Eq. (33)]. Solid (dashed) lines show ASFA (SSFA) ARMEs for (a) norms and (b) phases of the molecular
ARMEs, (c) norms and (d) phases of ARMEs from the outermost N atom, (e) norms and (f) phases of ARMEs from the middle N atom, and
(g) norms and (h) phases of ARMEs from the O atom.
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are born the HOMOs exhibit the following behavior. For the
field with φCEP = −π/2 most of the HOMOs consist of two
distinct centers, similarly to Fig. 10(a). When the ensemble is
driven by the field with φCEP = π/2 most of the HOMOs
exhibit three centers, as depicted in Fig. 10(c). Therefore,
the HHG spectrum from the imperfectly oriented ensemble
of molecules should reveal similar features, as in the cases
presented in Figs. 9 and 13.

IV. CONCLUSION

We have investigated the effects of field-induced orbitals
distortion within the framework of the ASFA and SSFA for
HHG. We have performed calculations for molecules with
different polarizabilities and presented results that show that
the polarizability is a good measure of the effect of orbital
distortion of a molecule in an external laser field.

The very good agreement between the experiment [10]
and the calculations for CO2 supported the used method.
Negligible orbital distortion shown by the calculations allows
us to conclude that HHG spectra from the HOMO of CO2 can,
e.g., reveal field-free orbital features.

Due to the moderate polarizability of N2O, the response
of the HOMO to the field varies with the field intensity. This
implies that the depth, position, and number of centers taking
part in the creation of the interference minimum in the HHG
spectrum vary with the intensity.

When a molecule with no inversion symmetry is used as a
target in the HHG process the spectrum emitted in half cycles
with fields pointing in opposite directions is different. The
difference occurs not only in the strength of the signal, as it
has been shown before [28], but also in the shape of the emitted
signal. We have reported a significant difference in the HHG
spectrum from opposite orientations by using phase-stabilized
few-cycle pulses. In particular, we showed that the observation
of the two-center interference minimum depends on the field
direction during the main recombination event.
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