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Electronic interactions of medium-energy ions in hafnium dioxide
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In this article, the electronic interaction of medium-energy ions with hafnium dioxide is studied. Stopping cross
sections for He ions in the energy range from 30 to 160 keV have been measured in backscattering experiments
from thin films of HfO2 on Si using time-of-flight medium-energy ion scattering. The observed energy loss for
helium ions is found to be high compared to expectations from earlier results for hydrogen in HfO2, a result which
indicates a contribution from energy-loss processes that is different from direct excitation of electron-hole pairs
in close collisions. Furthermore, data exhibit a significant deviation from velocity proportionality. A discussion
of the results, together with data from studies for H and He in SiO2, show characteristic differences which are
traced back to different electronic structures of the target materials and their influence on the charge-exchange
channels that are active in the interaction with helium. Charge exchange, in turn, via shifted mean-charge states,
will influence the observed ionization along the ion track. The results can furthermore serve as reference values
for ion-beam-based depth profiling at medium and low ion energies.
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I. INTRODUCTION

The processes which lead to the exchange of energy
between a moving ion and the electronic system of the material
it traverses are both of fundamental interest and of utmost
importance for ion-beam-based depth profiling techniques of
thin films as well as ion-beam-based material modification.
These reasons have led to many experimental and theoretical
investigations of the associated phenomena in the regime
of MeV ion energies as they are commonly employed in
conventional ion-beam analysis (IBA).

In consequence of the ongoing miniaturization in elec-
tronics, sensor technology, etc., new ion-beam-based tools
which employ lower ion energies are being developed in an
effort to overcome the limited depth resolution of conventional
IBA. Methods such as medium-energy ion scattering (MEIS)
or high-resolution Rutherford backscattering spectrometry
(HR-RBS) make use of magnetic and electrostatic spec-
trometers (see, e.g., Refs. [1,2]) as well as modified solid-
state detectors [3] with an improved energy resolution δE.
Consequently, the higher relative energy loss �E/E0 per unit
path length can be exploited in such experiments. It has been
shown that monolayer resolution can be obtained under certain
conditions by these methods [4,5]. Of course these approaches
have also generated a demand for a quantification of the ion
energy loss and the associated mechanisms at the associated
ion energies.

The quantity of interest in such investigations, having a
dimension of a force dE/dx, i.e., the mean energy loss per
unit path length, is referred to as the stopping power S of the
material for a certain ion species [6]. An alternative and often
more convenient expression is the electronic stopping cross
section ε defined by 1/n dE/dx, where n is the atomic number
density; by this definition the target density does not play any
significant role.

At sufficiently high energies the projectiles are unable to
bind electrons, a fact that simplifies the modeling of energy
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loss. The description becomes more complicated towards
lower ion energies as ions will be only partially stripped, and
thus a model for the effective charge is necessary to describe
the observed energy loss [7]. The difference in ionization along
the ion track for different charge states of the penetrating ion,
together with the energy dependence of cross sections and
the maximum energy transfer in the collisions between ion
and target electrons, lead to the observation of a pronounced
maximum at an energy that depends on the ion species (e.g.,
around 100 keV for protons [8]).

Despite these complications different models permit a good
qualitative and quantitative prediction of S for almost any
compound [9–15], down to energies around the stopping-
power maximum, and large compilations of experimental and
theoretical data for many different materials are available [16].
These compilations, however, also illustrate the increased un-
certainty or complete lack of both experimental and theoretical
data towards lower energies.

At energies below the stopping maximum the simplest
reasonable model system to describe the energy loss to the
electronic system is an ion that moves in a free-electron gas
(FEG). This approach results typically in velocity proportional
stopping power [17], with a proportionality coefficient Q

that depends on the atomic number of the projectile and
the electron gas density ne. In this context it is common to
express density via the Wigner-Seitz radius of the electron gas
rs = (3/4πne)1/3.

Indeed, many investigated systems have been found to
show this behavior; for metals with occupied electronic states
up to the Fermi level EF and unoccupied states available
directly above EF this can be also well understood. Due
to the excitation thresholds of certain electronic states and
the limited maximum energy transfer in a binary collision,
pronounced deviations have been found at sufficiently low
energies, i.e., below 10 keV for protons or �25 keV for He
ions, for some noble metals and semiconducting and insulating
materials [18–23].

At energies of about 1 a.u. and for hydrogen ions, however,
in most systems velocity proportional stopping was observed

1050-2947/2014/89(3)/032711(7) 032711-1 ©2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevA.89.032711


D. PRIMETZHOFER PHYSICAL REVIEW A 89, 032711 (2014)

[24–26], with the only exception being protons in He [27].
Nevertheless, the observed magnitude of electronic stopping
in compounds was, in certain cases, found to be strongly
affected by the chemical composition also up to energies of
about 100 keV [28,29].

The energy loss of He ions is of particular fundamental
interest, since its electronic structure enables energy dissi-
pative charge-exchange processes not observed for hydrogen
projectiles [30]. Both changed mean charge states as well as
a direct energy loss in the process are possible consequences.
These charge-exchange processes can explain the mentioned
deviation for the velocity proportionality of protons in He [27]
and have also been proposed to be responsible for deviations
from S ∼ v of He in Al [31] as well as for He in Au and
Pt at energies around 60 keV [32]. The underlying processes
are well investigated, especially at very low ion energies as
employed in low-energy ion scattering, and are found to exhibit
a strong dependence on the electronic structure of target atoms
[33]. In combination with O atoms in the target, a further
complication of the situation is expected since oxygen has
been found to significantly influence the above-mentioned
charge-exchange processes in many oxide systems [33,34].

For these reasons, HfO2, which is an insulating oxide
with a band gap of about 6 eV and with distinct electronic
states due to the 4f electrons of Hf forming a narrow
subband around −17 eV and the oxygen 2p electrons around
−5 eV [35,36], is of particular interest for an investigation
of the electronic interactions of medium-energy He ions. A
previous investigation found no clear influence of the samples’
complicated electronic structure on the electronic energy
loss of hydrogen in HfO2 and resulted in excellent velocity
proportionality of S observable down to ion energies of 5 keV,
i.e., �0.45 a.u. in the ion velocity [37].

For a couple of years stacks containing HfO2 have been used
as gate dielectric layer, replacing SiO2 in state-of-the-art metal-
oxide-semiconductor field-effect transistors (MOSFET). The
miniaturization of these devices is a continuing process
and HfO2 additionally acts as a model systems for similar
high-k material stacks. Consequently, numerous studies which
employ medium-energy ion scattering (MEIS) to characterize
stacks of high-k materials such as HfO2 have been published
[38–41].

Thus, besides the fundamental interest, accurate reference
stopping powers for He ions in high-k compounds are also of
relevance for obtaining correct depth scales in ion-beam-based
analyses of the above-mentioned systems. Interestingly, to the
best of our knowledge, only one study of electronic energy
loss dedicated to H and He in HfO2 has been published [42] at
energies around the stopping maximum. For He and at energies
where typical MEIS studies are conducted, i.e., 100 keV, for
which the influence of the less adiabatic character of the
interaction of the ions with the targets’ electronic systems
is expected to become more prominent, only extrapolations
and calculations have been found at present.

II. EXPERIMENT AND EVALUATION

Sample manufacturing was done ex situ under clean room
conditions. All depositions were done on p-type Si(100)
substrates cleaned by H2SO4:H2O and HF5%. The SiO2

buffer layers were grown via O3 oxidization. The HfO2 is
deposited by atomic layer deposition (ALD). Ellipsometry
measurements yielded nominal thicknesses in the range of
1.3–12.8 nm for different films. Calibration experiments
using Rutherford backscattering spectrometry (RBS) were per-
formed employing a 5 MV 15SDH-2 tandem accelerator at the
Ångström Laboratory at Uppsala University. Backscattering
spectra were recorded for 2 MeV He+ ions to obtain the
areal thickness of the HfO2 films in atoms/cm2. Additional
measurements with well-known non-Rutherford cross sections
around 3.03 MeV He+ [43] for enhancement of the O signal
yielded excellent film stoichiometry.

A film with calibrated thicknesses of 12.2 nm, assuming
a bulk density of HfO2, was employed for energy-loss
measurements, with additional control measurements on films
down to a calibrated thickness of 1.8 nm [44]. The energy-loss
experiments were performed with the time-of-flight MEIS
(TOF-MEIS) setup at Uppsala University [45]. A large solid-
angle microchannel-plate (MCP) detector (the diameter of the
active area was 120 mm at a distance of 300 mm, which results
in a �0.12 sr solid angle) which can be rotated around the
sample permits one to record position-sensitive time spectra
for different scattering angles in backscattering geometry. In
the present experiment scattering angles of 135° and 120°
have been employed. Due to the large area of the detector, the
particle flux can be kept extremely low (on the order of 10 nC
per spectrum), which thus enables measurements without any
significant sample damage due to, e.g., sputtering.

He+ ions with primary energies E0 between 30 and
160 keV were used to obtain the presented stopping-power
data. The energy resolution obtainable in the experiments
corresponds to the time resolution achieved in a combination
of the beam chopper and the detection system as well as an
inevitable energy spread from the ion source. In the present
experiment, energy resolutions were typically found between
1 and 3 keV, with the highest values at the highest energies.
Higher resolutions are achievable [44], however, they linked
with a substantial increase in measurement time.

While the whole detector was sensitive for particles during
experiments, only a selected region, i.e., an angular interval of
1°–2° around the scattering angle for the detector center, was
selected for evaluation. For scattering of He from hafnium
this selection introduces a geometrical straggling contribution
of at most 0.2% of E0. Since experiments were conducted
under normal incidence, the above-mentioned angular interval
corresponds to a curved shape on the detector, making use
of different azimuth scattering directions with equivalent
scattering geometry. The effective solid angle of the detector
used is thus found to be between 11% and 22% of the
total solid angle, resulting in �13 to �26 msr. Note that
small differences in sample-detector distance result (<2%) for
different trajectories as a consequence of the planar detector
surface. These differences are considered accordingly when
the TOF data are transformed to energy spectra. An example
for an energy-converted TOF-MEIS spectrum for 60 keV He+
is shown in Fig. 1. The dominant feature in the figure is due
to backscattering from Hf in the HfO2 film. Thus, since the
spectra still resemble typical RBS data for thin films, the width
of the spectrum is a direct measure for the thickness of the film
and the magnitude of the energy loss with only some influence
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FIG. 1. (Color online) Energy-converted TOF-MEIS spectrum
for scattering of 60 keV 4He+ from a 12.2-nm HfO2 film and a
scattering angle of 120° (open symbols). Also shown are Monte
Carlo simulations obtained with the TRBS simulation code (red solid
and dashed lines) [46]. For details, see text.

of multiple scattering being noticeable in a low-energy tail.
The total energy-loss straggling is apparently found to be
low compared to the energy loss, with the shape of the high-
and low-energy edge of the spectrum being dominated by the
limited energy resolution of the detection system.

To obtain quantitative information on electronic energy
loss, the backscattered yield for a given scattering angle
is simulated by Monte Carlo (MC) trajectory calculations
by the TRBS code (trim for backscattering) [46] (red solid
and dashed lines in Fig. 1). In the simulations different
interatomic potentials with adjustable screening [Ziegler-
Biersack-Littmark (ZBL) and Thomas-Fermi-Molière (TFM)
[47,48]] are available. The electronic energy loss is modeled
according to Ref. [47]. The electronic energy-loss straggling
can be modeled according to Chu [49] for both protons and
helium. The electronic energy loss used in the simulations can
be tuned by a constant scaling factor (see the different solid
and dashed lines in Fig. 1). For a fixed thickness of the HfO2

layer this factor is adjusted until the width of the feature from
backscattering from Hf is matched. The simulated spectra are
additionally convoluted with a Gaussian to account for the
energy resolution of the experiment, which then results in
excellent fits for the whole low-energy edge instead of an
equivalent width at the half-height. The presented evaluation
procedure thus finally results in a single value for the stopping
power employed in the simulations at the incident velocity for
each spectrum analyzed. For thin targets with �E � E0 this
methodology permits an accurate evaluation of the electronic
energy loss the detected ions have experienced, which is
virtually independent of the stopping model in the program.
In the present study the mean ion energy was always found
to be more than 85% of E0 and the overall energy loss for
single scattered particles never exceeded 25% of the primary
energy. Furthermore, some previous studies with a similar
methodology have resulted in a nonlinear velocity scaling
of ε that is different from the modeling in the program and
that was in excellent agreement with other results obtained in
transmission (compare, for example, Refs. [19] and [20] as
well as Refs. [22] and [23]). It should be also noted that the

program excellently reproduces contributions from multiple
scattering, as can be seen from the fit to the background towards
lower energies. This guarantees that the small but present
contributions from nuclear stopping are handled appropriately
and do not enter the deduced electronic stopping cross sections.

The uncertainty of the deduced stopping cross sections
is influenced by different factors. One prominent source of
systematic errors is the thickness calibration by RBS, where
the substrate signal serves as the normalization and the
employed energy loss and other sources of systematic errors in
simulation and measurement of the Si signal inevitably enter
the evaluation of the Hf concentration. From scattering of
the available stopping data [16], inaccuracies in the stopping
power of He in Si might introduce a possible systematic error
of, in principle, up to 2.5% into the obtained results. Note,
however, that the employed stopping power in Si in the present
study has been claimed to be correct to within 0.6% [50].
Due to this high precision in the used stopping power, other
procedures using reference samples were not expected to result
in a superior thickness calibration. Another important potential
source of errors can be found in channeling in the Si substrate.
Several measurements for small changes in sample orientation
were performed to eliminate this error. Nevertheless, it is very
difficult to ensure a geometry which yields a signal as expected
from an amorphous sample. To account for these uncertainties,
the total systematic errors from the thickness calibration are
fixed to 2.5% for the present investigation. Counting statistics,
together with the accuracy of the fitting procedure to the
leading and the trailing edge of the experimental spectra,
can lead to errors, which are, for the present data, estimated
to be 3% (see Fig. 1, which shows ε modified by ±5% for
comparison). Finally, in stopping experiments for compound
materials, additionally, the influence of the film stoichiometry
has to be taken into account. Nonstoichiometric films and a
fit to the signal from scattering from Hf and Si exclusively
could lead to wrong stopping cross sections, if the investigated
compound deviates from the expected composition. Since the
growth of HfO2 layers is a standard process [51] and the
joint results from ellipsometry, capacitance measurements, and
ion scattering suggest excellent film stoichiometry, a possible
systematic error of at most 5% may be attributed to this
issue. Thus, the cumulative error of the deduced stopping
cross sections is expected not to exceed 7%. Note that the
systematic uncertainties, if present, would mainly introduce a
scaling factor, i.e., the velocity and energy scaling of obtained
stopping cross sections would remain unaffected.

III. RESULTS AND DISCUSSION

Electronic stopping cross sections ε were deduced for 4He
at primary ion energies between 30 and 160 keV, which
corresponds to velocities of 0.55–1.26 a.u. In Fig. 2 we present
the obtained stopping cross sections ε as functions of the ion
energy (red asterisks). The error bars depicted for all data
points represent the statistical error, with additional wider error
bars shown for the highest and lowest energy, which show how
the cumulative errors are dominated by possible systematic
contributions. Also shown are data obtained in a previous
experiment by Behar et al. [42] (open asterisks) as well as
theoretical predictions made in the same work based on the
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FIG. 2. (Color online) Electronic stopping cross sections of 4He
ions in HfO2 presented as a function of the ion energy (red solid
asterisks). Data are found to deviate to higher values compared to
predictions from theory at lower energies. Other experimental data
(open asterisks) and calculations from Behar et al. [42] (red dashed
line) as well as SRIM predictions (solid line) are included in the figure.
For details, see text.

Mermin energy-loss function–generalized oscillator strength
(MELF-GOS) model [52,53] (red dashed-dotted line). Data
from Behar et al. show a trend to deviate from stopping and
range of ions in matter (SRIM) predictions (black solid line)
and the MELF-GOS modeling towards higher values when
decreasing the ion energy. These He data show a very similar
behavior, with an equal slope for the region where data overlap.
For comparison, the black dashed line through the present
data indicates a velocity proportional behavior of electronic
stopping with an adjusted proportionality coefficient. To
discuss these effects in more detail, the same experimental
data are plotted in Fig. 3 as functions of the ion velocity.
Additionally, the figure also holds data for hydrogen ions in
HfO2 [37] as well as data for H and He ions in SiO2 [23,54–57].
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FIG. 3. (Color online) Electronic stopping cross sections for 4He
(same data as in Fig. 2) and H [37] in HfO2 as a function of the
ion velocity. Also shown are data and calculations from Behar et al.
[42]. For comparison, data for H and 4He in SiO2 [23,54–57] are also
shown as open squares and open circles. For details, see text.

Note that data for hydrogen in hafnium oxide are found to
exhibit excellent velocity proportionality at velocities below
1 a.u.

As stated in the Introduction, a free-electron gas model
can be used as a starting point for the interpretation of the
observed data [58]. For the hydrogen data such a comparison
revealed an effective electron density of 3.7e− per molecule
contributing to electronic stopping [37]. This is equivalent to
an rs value, i.e., the radius of the spherical volume occupied,
of one electron in the FEG to be 2.5 a.u. When the observed
stopping cross section for 4He ions in HfO2 at 1 a.u. in
the ion velocity is used for such a comparison within the
same set of density functional theory (DFT) calculations, it
is found that the resulting rs value is only about 1.75 a.u. In
terms of an effective electron density this would correspond
to more than 11e− contributing to the electronic stopping in
the case of He, if the energy-loss processes were due to the
creation of electron-hole pairs exclusively, i.e., three times
more electrons participating in the energy-loss processes. Note
that, depending on details in the modeling, DFT approaches
can also yield slightly different values for the density parameter
[59]. In fact, the modeling from the latter group results in a
value of rs = 1.62 for He whereas hydrogen data agree well
with rs = 2.3 (see the dashed line in Fig. 3). A more complex
nonlinear modeling by Behar et al. for He results in perfect
agreement with the observed data for an rs value of 1.35 in
the case of He (data extracted from Ref. [42]). As a matter of
fact, in any approach there remains a significant discrepancy
in electron density necessary to explain the magnitude of
the energy loss observed for He ions and hydrogen (see the
dashed and dashed-dotted line in Fig. 3). Even if free-electron
models are of course not perfectly applicable to insulating
materials, the observed difference can be considered as a strong
indication that the observed energy loss of He ions cannot be
completely described by the very same mechanisms as for
hydrogen, i.e., binary collisions exciting electron-hole pairs.

In the following we want to compare the observed behavior
to what has been observed for H and He in SiO2. The
system of SiO2 is an oxide of similar chemistry, with,
however, some significant differences in the density of states
[60,61], e.g., it features an even larger band gap than HfO2

and f states are absent. In any case, the energy loss of
hydrogen projectiles is found to be of equal magnitude for
both HfO2 and SiO2 at velocities between 0.4 and 0.8 a.u.
The increasing discrepancies towards higher energies probably
can be attributed to beginning excitation of f states found at
−16 eV with respect to the valence-band edge in hafnium oxide
which increases the effective electron density [35] Towards
lower energies, and thus decreasing energy transfers, the
density of states becomes dominated by lone-pair states of
O 2p character which should be identical for both compounds
and thus should equally contribute to the energy loss [35,61].
Only at very low energies does the large band gap of SiO2 lead
to an apparent threshold in electronic stopping.

When comparing data for He for HfO2 and SiO2 it becomes
obvious that, different from the observations for hydrogen,
an interpolation of available data (dotted line) predicts a
significantly (25%–40%) lower electronic stopping power in
SiO2 than that observed in HfO2 for equal velocities. This
would result in a more equal number of electrons contributing
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to energy loss in the case of SiO2 in a free-electron model—but
also for SiO2 a discrepancy remains. This result can be
interpreted possibly as a weaker contribution of the energy-loss
mechanism that is different from direct electron-hole pair
creation in binary collisions for He in SiO2 as compared to
HfO2.

These observations are in accordance with several other
recent experiments which gave an indication that additional
energy-loss channels in He indeed are likely and may be
linked to charge-state fluctuations of the He projectile [31,32].
These charge-exchange processes, in turn, are mediated by
an interaction with the target atom core levels [33]. In
particular, levels which are found almost in resonance with
the unperturbed He 1s level are found to strongly influence
charge-exchange processes in low-energy ion scattering, e.g.,
in Ge d states are known to lead to oscillatory ion yields [62].
As stated in the Introduction, oxygen is also known for its
strong influence on charge-exchange processes in low-energy
ion scattering, which can be attributed to the presence of the
2s level typically found below −15 eV with respect to the
valence-band edge in oxides. A possible strong interaction with
these states can explain the increased energy loss for He ions
by two cumulative effects: first, a change, i.e., an increase in the
mean charge state and thus increasing ionization, and second,
directly by the dissipative nature of the charge-exchange cycles
for He ions. When comparing Si and Hf, for Hf additionally
heavily populated f states are found at similar binding energies
which can explain the observed discrepancies between HfO2

and SiO2. Since the probability for such processes is expected
to show a different energy dependence, it could also yield an
explanation for the observed change in slope of the stopping
cross section. Figure 4 shows the magnitude of the observed
effect by plotting the stopping-power data normalized by the
ion velocity, i.e., the proportionality coefficient to velocity.
A monotonous increase towards lower energies is observed.
The error bars given represent statistical errors only, since
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FIG. 4. (Color online) Proportionality coefficients Q deduced
from stopping cross sections normalized for the ion velocity for H
and He as derived in Ref. [37] and the present study (black squares
and red asterisks, respectively).

systematical errors would only lead to a parallel shift of the
present data in Fig. 4. An increase in the friction coefficient
can be interpreted in this picture as an increasing fraction of
the electronic energy loss being governed by processes not
included in the modeling for a free-electron gas. A change in
the number of electrons participating in energy-loss processes
in binary collisions would, in contrast, typically lead to a
decrease in the friction coefficient, since decreasing energy
can eventually make it impossible to excite certain states
which correspond to a decrease in the number of participating
electrons (see the Introduction).

Note that also for SiO2 the energy loss of He ions
showed a possibly related peculiarity at very low velocities
[23]. Whereas electronic stopping for hydrogen apparently
vanished, in accordance with expectations due to the density
of states, for 4He extrapolation from the data indicated that
certain energy-loss mechanisms still appear to be active (see
the low velocities in Fig. 3).

In total, the present comparison of systems thus indicates
the possible importance of electronic processes in the projectile
system triggered by localized states in the electronic system
of the target which are, however, not themselves directly
excited.

IV. SUMMARY AND CONCLUSIONS

In this article, experimentally deduced stopping cross-
section data for He in hafnium oxide are presented. A detailed
discussion of the obtained results in comparison with previous
data for hydrogen in HfO2 and with data for SiO2 is made. The
analysis reveals that data for helium exhibit a systematically
high stopping power in contrast to expectations when similar
interaction mechanisms, i.e., excitation of target electrons in
binary collisions, are assumed.

Also, a deviation from the expected velocity scaling of
the observed energy loss is found. A common qualitative
explanation for the magnitude and energy and velocity scaling
of all data is proposed based on the influence of deeper
lying electronic orbitals, i.e., O 2s as well as Hf 4f states,
which cannot be directly excited but, due to their interaction
with the electronic system of the He ion, can lead to more
complex energy-loss processes which cannot take place in the
interaction with hydrogen.

To check for the accuracy of the present explanations, a
thorough theoretical analysis of the influence of tightly bound
electronic states would be of great relevance. Also, a different
experimental approach, probing the possible impact parameter
dependencies of these energy-loss channels, i.e., a comparison
with transmission experiments at medium and low energies,
could advance understanding. Finally, a thorough investigation
of charge-exchange processes between He ions and Hf,
but also for oxides in general, would yield complementary
information.
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