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Virial expansion around the s-wave Feshbach resonance in mass-imbalanced Fermi gases
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We derive the expressions for the virial coefficients up to the third order for two-species fermion mixtures, and
investigate the fugacity of the species and the interaction energy density around the s-wave Feshbach resonance
in 6Li-40K mixtures. The theoretical results show that the magnitude of the virial coefficients depends on the
mass ratio in a mass-imbalanced system. We find that the contribution of two-body bound states to high-order
virial coefficients is very small at temperatures of microkelvin order. With the decrease of T/TF , the positions of
the maxima of fugacity and interaction energy density shift away from the resonance position in the third-order
virial expansion calculation. The mass ratio determines the relevance between the fugacity and number density
of heavy species. Our conclusion is also effective for other mass-imbalanced systems.
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I. INTRODUCTION

Feshbach resonances play an important role in the study
of ultracold atomic gases since they offer exceptional control
over the interatomic interactions at low temperature [1]. In
the vicinity of a Feshbach resonance, the interaction between
species becomes significant and a weakly bound two-body
state forms. Due to their collisional stability, strongly interact-
ing Fermi systems are often the source of macroscopic effects.

In the past few years, numerous theories and experiments
on strongly interacting Fermi systems have aimed at two-
component spin mixtures of identical fermion species [2–4].
Recently, the study of two-species Fermi gases has attracted
considerable interest from researchers [5–10] . Compared with
single fermion species, unequal masses can lead to very rich
phase diagrams and novel few-body phenomena [11,12]. As
a strongly interacting Fermi-Fermi system, the combination
of Li and K has been investigated by many groups in
experiments [5–7,10]. In particular, Grimm and co-workers
measured the complete excitation spectrum of 40K impurities
immersed in a 6Li Fermi sea in the vicinity of a wide Feshbach
resonance at T = 0.16εF , where εF is the effective Fermi en-
ergy [10]. The existence of a long-lived, metastable many-body
state offers intriguing prospects for the creation of exotic quan-
tum phases in ultracold, repulsively interacting Fermi gases.

The development of experimental techniques has inspired
theoretical researchers to develop various approaches to
research the quantum behavior of ultracold atomic gases
[13–19] . The quantum virial expansion is an effective method
to study the phenomena associated with the spin degree of
freedom [15–18]. This method was proposed by Beth and
Uhlenbeck to investigate the few-body problem [20]. Then Lee
and Yang suggested that the cluster function of Bose-Einstein
or Fermi-Dirac gases can be related to the corresponding
function of a Boltzmann system, and the complex N-body
problem can be reduced to a two-body system using the
binary collision method [21]. However, this theory has not
been applied to mass-imbalanced Fermi gases.

Liu et al. investigated the high-temperature properties
of a strongly correlated Fermi gas for a spin-imbalanced
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Fermi mixture using the virial expansion method [22]. In this
paper, we investigate theoretically the thermodynamics near
an s-wave Feshbach resonance in 6Li-40K Fermi gases based
on Lee-Yang theory. The paper is organized as follows. In
Sec. II, we present the virial expansion for a mass-imbalanced
Fermi gas, and derive the interaction energy density for varying
fugacity in a magnetic field. In Sec. III, the calculated results
for the virial coefficients, fugacity, and interaction energy are
given and discussed. Finally, a conclusion is drawn in Sec. IV.

II. QUANTUM VIRIAL EXPANSION FOR
MASS-IMBALANCED FERMI GASES

To apply the quantum virial expansion theory, the fugacity
z = exp(μ/kBT ) � 1 is required. We can expand the thermo-
dynamic potential � in powers of z with a small error. For the
two-species fermion mixture composed of N1 particles γ1 and
N2 particles γ2, the Hamiltonian can be written as

Ĥ FD
N1,N2

= − �
2

2m1

N1∑
i=1

∇2

i − �
2

2m2

N2∑
j=1

∇2

j +
∑
i<j

u(rij ), (1)

where m1 is the mass of species γ1 and m2 the mass of
species γ2. rij and u(rij ) denote the relative coordinate of
the two particles and the interaction energy, respectively.
The superscript “FD” represents the Fermi-Dirac gas. Three-
and more-particle interactions are not considered here. The
thermodynamic potential of the two-component Fermi gas in
the grand canonical ensemble is given by

� = −kBT ln Tr exp
[−(

H FD
N1,N2

− μ1N1 − μ2N2
)/

(kBT )
]
,

(2)

where T is the temperature of the system and μi the chemical
potential of species γi .

Taylor expanding Eq. (2) to the third order [22], we obtain

� = −kBT
V

λ3
m1

∞∑
N1=1

bN1,0z
N1
1 − kBT

V

λ3
m1

∞∑
N2=1

b0,N2z
N2
2

− kBT
V

λ3
m1

∞∑
N1=1

∞∑
N2=1

bN1,N2z
N1
1 z

N2
2 , (3)
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where kB is the Boltzmann constant, V the volume, and
λm1 = h/

√
2πm1kBT the thermal wavelength of species γ1.

The expansion coefficient V/ λ3
m1

is not unique. Its variation
will change the magnitude of the virial coefficient to different
extents. However, it does not change the thermodynamic
potential and the interaction energy. To simplify the calcu-
lation, we use the same expansion coefficient V/ λ3

m1
for all

virial coefficients in the present work. The N1th (N2th) virial
coefficient bN1,0 (b0,N2 ) arises from the interaction in the single
species γ1 (γ2). The third term with bN1,N2 in Eq. (3) describes
the interaction between distinguishable species. In this paper,
we define bN1,N2 as the (N1 + N2)th virial coefficient.

We introduce the operator

W FD
N1,N2

= exp

(
−H FD

N1,N2

kBT

)
, (4)

whose matrix element in coordinate representation is given by

〈1′, . . . N ′
1,(N1 + 1)′, . . . ,(N1 + N2)′|

×W FD
N1,N2

|1, . . . ,N1,N1 + 1, . . . ,N1 + N2〉
= N1!N2!

∑
i,symm

ψi(1
′,2′, . . . ,N ′)ψ∗

i (1,2, . . . ,N )

× exp

(−Ei

kBT

)
, (5)

where 1,2, . . . ,N1 denote the coordinates of species γ1 and
N1 + 1,N1 + 2, . . . ,N1 + N2 the coordinates of species γ2

in space. ψi and Ei are the normalized eigenfunction and
eigenvalue of Ĥ FD

N1,N2
, respectively. The partition function is

given by

QN1,N2 ≡ Tr

[
exp

(−H FD
N1,N2

kBT

)]

=
∫

〈1′,2′, . . . ,(N1 + N2)′|W FD
N1,N2

|1,2, . . . ,N1 + N2〉

× d3r. (6)

The cluster functions UN1,N2 are defined as

W FD
1,0 (1) = UFD

1,0 (1) = 1

λ3
m1

, (7a)

W FD
0,1 (1) = UFD

0,1 (1) = 1

λ3
m2

, (7b)

W FD
1,1 (1,2) = UFD

1,0 (1)UFD
0,1 (2) + UFD

1,1 (1,2), (7c)

W FD
2,0 (1,2) = UFD

1,0 (1)UFD
1,0 (2) + UFD

2,0 (1,2), (7d)

W FD
0,2 (1,2) = UFD

0,1 (1)UFD
0,1 (2) + UFD

0,2 (1,2), (7e)

W FD
3,0 (1,2,3) = UFD

1,0 (1)UFD
1,0 (2)UFD

1,0 (3) + UFD
1,0 (1)UFD

2,0 (2,3)

+UFD
1,0 (2)UFD

2,0 (3,1) + UFD
1,0 (3)UFD

2,0 (1,2)

+UFD
3,0 (1,2,3), (7f)

W FD
2,1 (1,2,3) = UFD

1,0 (1)UFD
1,0 (2)UFD

0,1 (3) + UFD
1,0 (1)UFD

1,1 (2,3)

+UFD
1,0 (2)UFD

1,1 (3,1) + UFD
0,1 (3)UFD

2,0 (1,2)

+UFD
2,1 (1,2,3), (7g)

...

where λm2 is the thermal wavelength of species γ2. The virial
coefficient can be expressed in UFD

N1,N2
as [21]

bN1,N2 = λ3
m1

N1!N2!V
Tr

(
UFD

N1,N2

)
. (8)

A. Second virial coefficients

According to Eq. (3), the second virial coefficient contains
three components, b2,0, b0,2, and b1,1. The expression for b2,0 or
b0,2 can be found in the theory of Mayer and co-workers [23–
26]. In the following, we give only the expression of b1,1.

The two-body Hamiltonian reads

Ĥ FD
1,1 = − �

2

2m1
∇2 − �

2

2m2
∇2 + u(|r1 − r2|), (9)

where r1 (r2) is the coordinate of particle 1 (2). The center-of-
mass coordinate R and relative coordinate r are given by

R = (m1r1 + m2r2)/(m1 + m2), (10)

r = r2 − r1. (11)

The eigenfunctions and eigenvalues of Ĥ FD
1,1 can be written as

ψα(1,2) = ψα(R,r) = 1√
V

exp[(i(Pj · R)/�)]ϕn(r), (12)

Eα = P 2
j

2(m1 + m2)
+ εn, (13)

where Pj is the momentum of two particles, and α = (j,n).
ϕn and εn satisfy the Schrödinger equation{

− �
2

2mr

∇2
r + u(r)

}
ϕn(r) = εn(r), (14)

where mr is the reduced mass of two particles.
Substituting Eqs. (9)–(14) into Eq. (8), we get

b1,1 = λ3
m1

V

∑
α

[
exp

(
− Eα

kBT

)
− exp

(
− E0

α

kBT

)]

= λ3
m1

V

∑
j

exp

[ −P 2
j

2(m1 + m2)kBT

]

×
∑

n

[
exp

(
− εn

kBT

)
− exp

(
− ε0

n

kBT

)]

= 2
√

2
λ3

m1

λ3
M/2

∑
n

[
exp

(
− εn

kBT

)
− exp

(
− ε0

n

kBT

)]
.

(15)

The superscript 0 denotes the noninteracting contribution and
λM/2 = h/

√
π (m1 + m2)kBT . Generally, the energy spectrum

can be divided into continuum and bound parts, yielding [27]

b1,1 = 2
√

2
λ3

m1

λ3
M/2

[∑
b

exp

( −εb

kBT

)
+ λ2

mr

2π2

∑
l

(2l + 1)

×
∫ ∞

0
exp

( −�
2k2

2mrkBT

)
δl(k)kdk

]
, (16)
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where λmr
= h/

√
πmrkBT . εb is the energy of the bound state,

l the partial wave, and δl(k) the phase shift.

B. Third virial coefficients

In this section, we derive the virial coefficients related to
the three-particle interaction along the lines of Beth and Uh-
lenbeck’s work by using the Lee-Yang binary collision theory.
We consider the s-wave interaction between distinguishable
species. High-order partial waves with l > 0 are neglected
since their background scattering phase shift is several orders
of magnitude smaller than that of the s wave.

To calculate the virial coefficients bN1,N2 (N1 + N2 > 2)
using Lee-Yang theory, we treat separately the interaction
u(ri,j ) and the quantum statistical effect resulting from the
symmetry of the wave function [21]. First, we introduce a
Boltzmann system with an asymmetric wave function, and
then define corresponding operators WN1,N2 and UN1,N2 in the
same way as in Eq. (7). The relationship between WN1,N2 and
W FD

N1,N2
is given by

〈1′, . . . ,(N1 + N2)′|W FD
N1,N2

|1, . . . ,(N1 + N2)〉
=

∑
P ′

εP ′P ′〈1′, . . . ,(N1 + N2)′|WN1,N2 |1, . . . ,(N1 + N2)〉,

(17)

where P ′ is any one of the N1!N2! operators which permute the
variables 1′,2′, . . . ,(N1 + N2)′. εP ′ = +1 (−1) if the permu-
tation of the normal order is even (odd). Thus we can express
UFD

N1,N2
in terms of UN1,N2 as

〈1′,2′,3′|UFD
2,1 |1,2,3〉 = 〈1′,2′,3′|U2,1|1,2,3〉

− 〈2′,1′,3′|U2,1|1,2,3〉
− 〈2′|U1,0|1〉〈1′,3′|U1,1|2,3〉
− 〈1′|U1,0|2〉〈2′,3′|U1,1|1,3〉. (18)

Similarly, we can get the matrix elements of UFD
1,2 . The

expression for b2,1 is given by

b2,1 = λ3
m1

2V
Tr

(
UFD

2,1

)
= λ3

m1

2V
Tr{〈1,2,3|U2,1|1,2,3〉 − 〈2,1,3|U2,1|1,2,3〉

− 〈2|U1,0|1〉〈1,3|U1,1|2,3〉
− 〈1|U1,0|2〉〈2,3|U1,1|1,3〉} (19)

and b1,2 can be easily deduced by exchanging the coordinates
between species γ1 and γ2. The last two terms in the braces of
Eq. (19) give the same contributions to b2,1 since |1〉 and |2〉
are the coordinates of indistinguishable particles, and hence
Eq. (19) can be reduced to

b2,1 = λ3
m1

2V
Tr{〈1,2,3|U2,1|1,2,3〉 − 〈2,1,3|U2,1|1,2,3〉}

− λ3
m1

V
Tr{〈1|U1,0|2〉〈2,3|U1,1|1,3〉}. (20)

By introducing R = (m1r2 + m2r3)/m1m2, R′ = (m1r1 +
m2r3)/m1m2, r = r2 − r3, and r′ = r1 − r3, the matrix ele-
ments of the last term in Eq. (20) are expressed as

〈1|U1,0|2〉 = 1

λ3
m1

exp

[
− (r1 − r2)2m1kBT

2

]

= 1

λ3
m1

exp

[
− (r − r′)2m1kBT

2

]
, (21)

〈2,3|U1,1|1,3〉

= V

λ3
M/2

exp

[
− (R − R′)2(m1 + m2)kBT

2

]
〈r|u|r′〉

= V

λ3
M/2

exp

[
− (r − r′)2kBT

2

(
m2

1

m1 + m2

)]
〈r|u|r′〉.

(22)

The relative motion part 〈r|u|r′〉 is given by [21]

〈r|u|r′〉 = (2π2rr ′)−1P0(cos θ )

×
{

1

2
π

∑
b

Rb(r)R′
b(r ′) exp

(
εb

kBT

)

+
∫ ∞

0
dk exp

(
− �

2k2

2mrkBT

)

× [Rk(r)Rk(r ′) − R0
k (r)R0

k (r ′)]
}
, (23)

where P0(cos θ ) is the zeroth Legendre polynomial and
cos θ = (rr ′)−1r · r′. Rb is the wave function of the possible
bound state. Rk and R0

k denote the continuum wave functions
with and without interaction, respectively, for the two-body
system. The continuum functions at r → ∞ are given by

Rk → sin[kr + δ(k)], (24)

R0
k → sin(kr). (25)

By using Eqs. (21)–(25), the last term in Eq. (20) can be
expressed as

λ3
m1

V
Tr{〈1|U1,0|2〉〈2,3|U1,1|1,3〉}

= 1

λ3
M/2

∫∫
drdr′〈r|u|r′〉

× exp

[
− (r − r′)2kBT

2

(
m2

1

m1 + m2
+ m1

)]
. (26)

For convenience, we define m2
1

m1+m2
+ m1 = A, and then inte-

grate over the angles r and r′, yielding

λ3
m1

V
Tr{〈1|U1,0|2〉〈2,3|U1,1|1,3〉}

= 2

λ3
m/2

1

A

∫ ∞

0

∫ ∞

0
drdr ′

{
exp

[
−A(r − r ′)2kBT

2

]
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− exp

[
−A(r + r ′)2kBT

2

]} {
π

2

∑
b

Rn(r)R′
n(r ′)

× exp

(
εb

kBT

)
+

∫ ∞

0
dk exp

(
− �

2k2

2mrkBT

)
η(k,r,r ′)

}
,

(27)

where

η(k,r,r ′) = Rk(r)Rk(r ′) − R0
k (r)R0

k (r ′). (28)

We treat η(k,r,r ′) as did Pais et al. [28],

η = ηout + ηin, (29)

ηout = Ras
k (r)Ras

k (r ′) − R0
k (r)R0

k (r ′), (30)

ηin = Rk(r)Rk(r ′) − Ras
k (r)Ras

k (r ′), (31)

with Ras
k (r) = sin(kr + δ). Accordingly,

ηout(k,r,r ′) = cos k(r + r ′) + cot δ sin k(r + r ′)
1 + cot2 δ

. (32)

In the vicinity of a Feshbach resonance, we use the expression
for the phase shift [17,21]

k cot δ = −1

a
+ 1

2
r0k

2, (33)

where a is the scattering length and r0 = (μC6/8�
2)1/4 an

effective range with C6 being the van der Waals coefficient.
For a heavy atomic collision system with a large C6, the
contribution from r0 to the phase shift is important near
the resonance especially at high temperature. Compared
with the second virial coefficient, the third virial coefficient
is more senstive to r0. Therefore ignoring any terms will cause
an error in the calculation of Eq. (32). Substituting Eqs. (32)
and (33) into Eq. (27), we can calculate the contribution of ηout

to b2,1. As the integrand of Eq. (27) is symmetrical in r and r ′,
we may write the the contribution from ηin as

2

λ3
M/2

1

A

∫ ∞

0

∫ ∞

0
drdr ′

{
exp

[
−A(r − r ′)2kBT

2

]

− exp

[
−A(r + r ′)2kBT

2

]} ∫ ∞

0
dk exp

(
− �

2k2

2mrkBT

)

× [
Rk(r) + Ras

k (r)
][

Rk(r ′) − Ras
k (r ′)

]
. (34)

Furthermore, we take Rk(r ′) − Ras
k (r ′) � kφ(r ′) instead of

calculating the k-dependent Rk(r) and obtain the contribution
of ηin to b2,1.

We now calculate the first term in Eq. (27) using the binary
expansion method. Lee and Yang proposed a binary expansion
procedure using a graph representation. We calculate b2,1

following the prescription developed by Pais et al. based on
the classical Ursell graph theory [28], yielding

Uc
2,1 = exp

(
−

∑3
n=1 Tn

kBT

)
(f12f23 + f23f31

+ f31f12 + f12f23f31), (35)

1

2 3

1

2 3

1

2 3

1

2 3

(b) (c) (d)

3

1 2

3

1 2
(e) (f)

(a)

FIG. 1. (a)–(d) Classical Ursell graphs for N1 + N2 = 3. (e),(f)
Two examples of connected quantum graphs corresponding to (c).

where Tn is the kinetic energies of the nth particle and
fij = exp(−uij /kBT ) − 1. In Figs. 1(a)–1(d), we display the
classical Ursell graphs for Uc

2,1.
In the quantum statistics, U2,1 can be expressed as a sum

of four operators corresponding to Fig. 1. Taking Fig. 1(c)
for example, we draw two graphs, as shown in Figs. 1(e)
and 1(f). There are two planes perpendicular to the plane
1-2-3 in Figs. 1(e) and 1(f), where the shaded areas are called
“blocks.” A graph having at least one block in each plane will
be called a connected quantum graph. The block is started
from the bottom and increases alternately in the two planes.
The number of blocks, Nb, can be ∞ but we neglect the
contributions of Nb > 3. Thus every graph in Figs. 1(a)–1(c)
corresponds to two connected quantum graphs. For the graph
in Fig. 1(d), there are three planes and at least three blocks
which are neglected in our theoretical treatment. We introduce
an operator associated with the kth block in the i-j plane,

C(βk; i,j ) = B(βk; i,j ) exp

⎛
⎝−βk

∑
n
=i,j

Tn

⎞
⎠ , (36)

where B(βk; i,j ) = −uij exp[−βk(T1 + T2 + uij )] is the bi-
nary operator and βk is a parameter. In the sequence of blocks
from bottom to top of a given connected quantum graph, we
construct an operator of the products of C from the right to the
left,

Ĉ(i1i2,j1j2) =
∫ β

0
dβ1

∫ β1

0
dβ2 exp

[
−(β − β1 − β2)

3∑
n=1

Tn

]

×C(β2; i2j2)C(β1; i1j1). (37)

We then consider the contribution from 〈1,2,3|U2,1|1,2,3〉
in Eq. (27). From the general prescription for constructing
connected quantum graphs, the matrix elements of U2,1

include six graphs of the type of Fig. 1(e). By neglecting the
contributions of l > 0 for fermions, we need only consider the
contributions of Figs. 1(e) and 1(f). Thus the contribution to
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b2,1 in the momentum space can be written as

λ3
m1

V

∫
dq1dq2dq3 exp

(
−T1 + T2 + T3

kBT

)

×
∫∫

dβ1dβ2 exp[β1(T2 + T3) + β2(T1 + T3)]

×〈q1,q3|B(β2)|q1,q3〉〈q2,q3|B(β1)|q2,q3〉, (38)

where β1 + β2 � β. In the s-wave approximation, the con-
tribution from 〈2,1,3|U2,1|1,2,3〉 give the same value as that
from 〈1,2,3|U2,1|1,2,3〉. Based on the above analysis, we can
see that the first term in Eq. (27) gives no contribution to the
virial coefficient.

C. The interaction energy in terms of virial coefficients

By using the relation � = PV , the pressure can be
expanded as

P = P0 + kBT

λ3
m1

(
b2,0z

2
1 + b0,2z

2
2 + b1,1z1z2 + b3,0z

3
1

+ b0,3z
3
2 + b2,1z

2
1z2 + b1,2z1z

2
2

)
, (39)

where P0 is the pressure of a weakly degenerate ideal Fermi
gas. The fugacity expansion of P0 up to the third order can be
written as

P0 = kBT

λ3
m1

(
z1 − 2−5/2z2

1 + 3−5/2z3
1

)

+ kBT

λ3
m2

(
z2 − 2−5/2z2

2 + 3−5/2z3
2

)
. (40)

Neglecting the contribution of l > 0, we can simplify Eq. (39)
as

P = P0 + kBT

λ3
m1

(
b1,1z1z2 + b2,1z

2
1z2 + b1,2z1z

2
2

)
. (41)

Using the relations dP = ∑
i nidμi + sdT and ε = T s +∑

i niμi − P , we obtain the number density ni of species γi ,
the entropy density s, and the energy density ε as follows:

n1 = 1

λ3
m1

(
z1 − 2−3/2z2

1 + 3−3/2z3
1

)

+ 1

λ3
m1

(
b1,1z1z2 + 2b2,1z

2
1z2 + b1,2z1z

2
2

)
, (42a)

n2 = 1

λ3
m2

(
z2 − 2−3/2z2

2 + 3−3/2z3
2

)

+ 1

λ3
m1

(
b1,1z1z2 + b2,1z

2
1z2 + 2b1,2z1z

2
2

)
, (42b)

s = 5P

2T
− μ1n1 + μ2n2

T

+ kBT

λ3
m1

(
∂b1,1

∂T
z1z2 + ∂b2,1

∂T
z2

1z2 + ∂b1,2

∂T
z1z

2
2

)
, (42c)

ε = 3P

2
+ kBT

λ3
m1

(
T

∂b1,1

∂T
z1z2 + T

∂b2,1

∂T
z2

1z2 + T
∂b1,2

∂T
z1z

2
2

)

= εkin + εint, (42d)

where εkin and εint are the kinetic and interaction energy densi-
ties, respectively. Generally, the temperature of an ultracold
gas does not change when the system crosses a Feshbach
resonance. Jo et al. found experimentally that when the
ultracold gas approaches the resonance from the repulsive side,
it expands, which lowers the gas density and Fermi energy [29].
At the phase transition, the kinetic energy increases and the
interaction energy decreases. They also pointed out that the
measured kinetic energy may include some interaction energy.
Here, we assume the total number density remains unchanged
and the kinetic energy is a constant in the system evolution
process.

It is straightforward to show that

z1 = n1λ
3
m1

+ 2−3/2z2
1 − 3−3/2z3

1 − b1,1z1z2

− 2b2,1z
2
1z2 − b1,2z1z

2
2, (43)

z2 = n2λ
3
m2

+ 2−3/2z2
2 − 3−3/2z3

2

−
(

m2

m1

)3/2(
b1,1z1z2 − 2b2,1z

2
1z2 − b1,2z1z

2
2

)
. (44)

Then we extract the terms that are independent of the virial
coefficients from the expressions for the fugacity up to the
third order,

z2
1 = (

n1λ
3
m1

)2 + 2−1/2
(
n1λ

3
m1

)3 + · · · , (45a)

z2
2 = (

n2λ
3
m2

)2 + 2−1/2
(
n2λ

3
m2

)3 + · · · , (45b)

z3
1 = (

n1λ
3
m1

)3 + · · · , (45c)

z3
2 = (

n2λ
3
m2

)3 + · · · , (45d)

z1 = n1λ
3
m1

+ 2−3/2(n1λ
3
m1

)2 + 2−2(n1λ
3
m1

)3

− 3−3/2
(
n1λ

3
m1

)3 + · · · , (45e)

z2 = n2λ
3
m2

+ 2−3/2(n2λ
3
m2

)2 + 2−2(n2λ
3
m2

)3

− 3−3/2
(
n2λ

3
m2

)3 + · · · . (45f)

Substituting Eq. (45) into the expression for the energy
density in Eq. (42) and eliminating all the terms related to
virial coefficients, we can obtain the kinetic energy density
εkin and the interaction energy density εint = ε − εkin.

III. RESULTS AND DISCUSSION

We first study the virial coefficients in the vicinity of
a Feshbach resonance. The mixture of 6Li and 40K, as
the prime candidate for studying a strongly Fermi-Fermi
interacting system, is very popular in experiments. Wille
et al. and Kohstall et al. identified the most of Feshbach
resonances in 6Li-40K mixtures [5] and investigated the
broad resonance centered at B0 = 154.719 G for the spin
states FLi = 1/2, mFLi = 1/2, FK = 9/2, and mF K = −5/2
at temperature T = 290 nK [10]. Here we consider the
thermodynamics of the 6Li-40K mixture near the resonance
at 154.719 G at higher temperature using the virial expansion
theory. Figure 2 shows the virial coefficients as a function
of magnetic field at different temperatures. The magnitude of
the virial coefficients depends on the mass ratio m2/m1. In
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FIG. 2. (Color online) The virial coefficients as a function of magnetic field at different temperatures.

Fig. 2(a), −b11 displays two branches [17]. When the system
approaches the resonance from the B − B0 > 0 side where
a < 0, −b1,1 < 0 and decreases rapidly when the system
evolves to the B − B0 < 0 side where a > 0. However, if

the system approaches the resonance from the B − B0 < 0
side, −b1,1 > 0 and increases with increasing magnetic field.
At the resonance, −b1,1 jumps to a negative value, and then
evolves along the low branch. Unlike −b1,1, b2,1 and b1,2 have
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only one branch, because the contribution of the two-body
bound state to the third virial coefficient is very small near the
resonance at high temperature, which means that the formation
or disassociation of the two-body bound pair has little effect
on the many-body interaction. Far from the resonance or at
the low-temperature limit, we can observe two branches in
Figs. 2(b) and 2(c).

In Ho and Mueller’s work, the fugacity is eliminated and its
value is replaced by the parameter nλ3 in the interaction energy
density equation [17]. However, −b1,1 decreases rapidly in
the low branch, as shown in Fig. 2(a), since the bound
state becomes deeper with decrease of magnetic field. In this
case, we cannot describe the fugacity by a constant in the
high-order terms. Figure 3 shows the fugacities as a function
of magnetic field at different temperatures. To simplify the
discussion, we define the Fermi temperature of the system
as TF and consider only TFLi = TFK = TF . The curves in
Figs. 3(a), 3(c), and 3(e) exhibit variation trends similar to
those of the second virial coefficient in Fig. 2(a) with varying

magnetic field, because the lower fugacity is mainly governed
by the second-order interaction. When the system crosses the
resonance, the fugacity of the light species undergoes a great
change at lower temperature (T/TF unchanged). The fugacity
of the heavy species is not sensitive to temperature for the
same T/TF due to the large mass ratio (mK/mLi ≈ 6.67).
At the same T but different TF , we find that the magnitude
of the fugacity increases with increase of TF . According to
nλ3 = (8/3

√
π )(TF /T )3/2, the number density of species is

inversely proportional to (T/TF )3/2; the decrease of TF /T

causes the number density to increase and the fugacity to
enlarge. At lower temperature, the fugacity gets closer to 1
and more high-order terms in the virial expansion should
be considered. If zi � 1, the contributions from high-order
terms are far larger than those from low-order terms and hence
the virial expansion is invalid. Additionally, zLi in the upper
branch does not monotonically change with magnetic field
when T/TF decreases, and the position of the maximum shifts
to the left with increasing temperature. By fixing T/TF , the
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maximum in the upper branch comes closer to the resonant
position with decreasing temperature. Recently, Jo et al.
measured the chemical potential at lower temperature on the
repulsive side. Our calculation exhibits a similar behavior to
their result [29].

The magnitude of the nth virial coefficient in Eq. (42d)
represents the n-body interaction strength, and the interaction
energy is related to the density of the gas. Since the magnitude
of the third virial coefficient is nearly the same as that of the
second virial coefficient near the resonance, the many-body
interaction cannot be ignored when the gas is not rare enough
at microkelvin temperatures. The scattering length is related to
the two-body interaction. However, it cannot be used to explain
the many-body effect observed in experiments [3,29]. Here we
calculate the interaction energy density in order to describe the
quantum many-body effect using the virial expansion method.
To discuss the contribution of the third-order terms, we show
the interaction energy densities as a function of magnetic field
using the virial expansion up to the second and third orders in
Fig. 4. The calculated results using the virial expansion up to
the second order exhibit a good convergence at T/TF = 10.
However, an obvious discrepancy between two curves in the
upper branch occurs at T/TF = 4, because the contribution
of high-order terms is directly related to the magnitude of
the fugacity. By keeping T unchanged, with a decrease of
T/TF , the number density and εint increase. Moreover, the
position of the maximal εint in the upper branch shifts to
the left at T/TF = 4, similarly to the variation trend of
zLi. Bourdel et al. observed similar behavior and negative
interaction energy on the repulsive side at T = 5.25 μK [3].

We calculate the interaction energy density at smaller T/TF

and also find negative interaction energy on the repulsive side.
However, the fugacity easily exceeds 0.7. In this case, the
error from high-order terms may be tremendous (the result
is not shown here). Since this feature cannot be found in the
calculation of the second-order virial expansion, it should arise
from many-body interactions. Shenoy et al. pointed out that
this phenomenon results from Pauli blocking which causes
the bound states of fermion pairs with different momenta to
disappear at different scattering lengths [30]. In our work,
we cannot draw the conclusion that this feature is caused by
Pauli blocking. We are sure that the three-body interaction
will reduce the interaction energy since the third-order and
second-order virial coefficients possess opposite signs. By
introducing higher-order virial coefficients, we may find more
interesting phenomena at low temperature.

We now consider the case of TFLi 
= TFK . Figure 5 shows the
fugacities as a function of magnetic field at different TFLi but
fixed TFK . The magnitude of z Li decreases with decreasing TFLi

due to the decrease of the number density, while the magnitude
of zK almost remains unchanged. In this case, the magnitudes
of the fugacities of the two species are mainly determined
by the number density. We also calculate the fugacities at
different TFK but fixed TFLi , and find that the magnitude of zK

decreases with decreasing TFK but the magnitude of zLi changes
irregularly. This means that the fugacity of the heavy species
is mostly determined by the number density. If m2/m1 → ∞,
the fugacity of the heavy species will be entirely determined
by the number density since the interaction energy between
particles can be neglected compared with the kinetic energy.
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IV. CONCLUSION

We have studied theoretically the thermodynamics of mixed
6Li-40K Fermi gases around the s-wave Feshbach resonance
using the virial expansion method. The magnitude of the virial
coefficient depends on the mass ratio of the two species.
The contribution of the two-body bound state to high-order
virial coefficients can be neglected compared with that of
the scattering continuum state near the Feshbach resonance
at microkelvin temperatures. At the resonance, the fugacity
of the light atoms undergoes a sharp change while that of the
heavy atoms changes slightly when TFLi = TFK . The positions
of the maxima of the fugacity and interaction energy density
in the upper branch shift to the left with decrease of T/TF

due to three-body interactions. The relevance between the
fugacity of the heavy species and the number density depends
on the mass ratio. Compared with the work of Liu et al. [22],
our theory is applicable to an arbitrary interaction regime
and can be used to explore the quantum many-body effect at
ultralow temperature. By introducing more high-order virial
coefficients, we may find other interesting phenomena in
mass-imbalanced Fermi gases at low temperature.
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S. J. J. M. F. Kokkelmans, G. V. Shlyapnikov, and C. Salomon,
Phys. Rev. Lett. 91, 020402 (2003).

[4] E. L. Hazlett, Y. Zhang, R. W. Stites, and K. M. O’Hara, Phys.
Rev. Lett. 108, 045304 (2012).

[5] E. Wille, F. M. Spiegelhalder, G. Kerner, D. Naik, A.
Trenkwalder, G. Hendl, F. Schreck, R. Grimm, T. G. Tiecke,
J. T. M. Walraven, S. J. J. M. F. Kokkelmans, E. Tiesinga, and
P. S. Julienne, Phys. Rev. Lett. 100, 053201 (2008).

[6] A.-C. Voigt, M. Taglieber, L. Costa, T. Aoki, W. Wieser, T.
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