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Population transfer between valence states via autoionizing states using two-color ultrafast π pulses
in XUV and the limitations of adiabatic passage
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Population transfer between two valence states of the Li atom with a Raman process via intermediate
autoionizing states well above the ionization threshold is investigated using a recently developed implementation
of the muticonfiguration time-dependent Hartree Fock method. It is found that a properly chosen sequence of
pump and Stokes π pulses can yield a population transfer efficiency of 53% at relatively low intensities, while
the extension of the stimulated Raman adiabatic passage (STIRAP) approach to the XUV in this case is far less
efficient and loses its characteristic robustness at high intensities. A rule of thumb for when STIRAP is practical
is given, suggesting that at still shorter wavelengths STIRAP may be possible.
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A goal for new sources of intense ultrashort pulses in the
extreme ultraviolet (XUV) and x-ray regimes is to enable
experiments in which a molecule is excited to an autoionizing
state and then deexcited by stimulated Raman emission to
construct a wave packet of valence states that is subsequently
probed by other pulses [1,2]. Such experiments would address
the core or inner valence levels of atoms in a chemically
selective way, opening the door to new kinds of spectroscopy
that create localized valence excitations in large molecules.
Sufficiently intense, coherent, ultrashort x-ray pulses required
by such experiments are not yet available, but the first steps
towards this goal can be taken in model systems using intense
ultrashort XUV pulses at the frontier of current technologies.

However, the use of ionizing radiation and Auger-decaying
intermediate states opens a range of competing loss mecha-
nisms for these sorts of nonlinear spectroscopies, and there
are serious questions about their ultimate feasibility. Here we
investigate a prototype of such a process in the lithium atom in
ab initio calculations that include all the loss mechanisms that
can contribute, correctly treating all the ionization continua
involved as well as electron correlation during the pulses.
Effecting population transfer within the lifetimes of Auger-
decaying states can require pulses and delays of the order of
femtoseconds, and that is the regime we explore.

Controlling the transfer of population between discrete
quantum states has been the central subject of a large number
of theoretical and experimental investigations in physics and
chemistry [3,4], including the control of molecular dynamics
and chemical reactions [5]. Stimulated Raman transitions in
particular provide a powerful tool for laser manipulation of
cold atoms and ions [6]. For population control, such processes
have generally been implemented using nonionizing radiation,
i.e., in the infrared or visible regions where intense, coherent
laser pulses are available. However, the advent of coherent
femtosecond and attosecond pulses [7] in the UV and XUV
regimes, as well as the prospects for more intense coherent
sources in both the UV and the x-ray regimes, make it inter-
esting to extend these ideas to shorter-wavelength regimes.
Although near-UV pulses have been used to drive such
transitions (e.g., Ref. [8]), in general no ionization has been
involved and the pulse durations were on the nanosecond scale.

In addition to searching for optimal pulses to be used in a
stimulated Raman transition, it is also interesting to test the
limit of an important example of such techniques, Stimulated
Raman adiabatic passage (STIRAP), which was initially
studied more than two decades ago [9,10]. This scheme,
which makes use of two coherent laser pulses applied in a
counterintuitive sequence, has been proven to be both effective
and robust for complete population transfer between two states
via an intermediate excited state. The STIRAP scheme aims at
having the system adiabatically follow a specific field-dressed
state, a dark state, achieving complete transfer of population
after both pulses are terminated. These concepts have been
widely used in the theory of other spectroscopic phenomena,
such as Autler-Townes splitting [11], electromagnetically
induced transparency [12], and coherent population trapping
(CPT) [13].

In this work, we use the multiconfiguration time-dependent
Hartree Fock (MCTDHF) method, previously explored and
developed by several groups [14–20], to investigate the
dynamics of the nonperturbative Raman process of transferring
population between two valence states via a core-hole state
with ultrafast coherent XUV pulses. These calculations do
not depend on models of the processes in terms of a finite
number of atomic states, and they include the single- and
multiple-ionization continua essentially exactly. We present
results for the Raman transition in atomic lithium depicted
schematically in Fig. 1. Two UV pulses, centered at 58.9
and 55.5 eV, are used to transfer population from the ground
[1s22s 2S] state, via the core-hole [1s (2s2p 3P ) 2P ] state at
58.9 eV, to the valence excited [1s23s 2S] state. A neighboring
core-hole state [1s (2s2p 1P ) 2P ] with a different spin coupling
between valence electrons, at 60.4 eV, is barely populated by
the pulses we use. In this process, the desired optical excitation
and deexcitation and population loss due to photoionization of
all the states involved, as well as autoionization of the core-hole
states, can compete to complicate this nonlinear process.

In the following we first briefly describe the MCTDHF
method. Next, we describe the three-level model and the
nonlinear optimization with which we found the pulses to be
used in the MCTDHF calculations. We then describe the results
of converged MCTDHF calculations using this pulse sequence,
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FIG. 1. (Color online) Schematic diagram of the population
transfer process with the intermediate state embedded in the ion-
ization continuum.

and of similar calculations showing the limited efficiency
and robustness of the STIRAP process for this transfer of
population. Finally, we propose a rule of thumb to determine
whether the STIRAP method should be expected to work for
effective population transfer with ultrafast XUV pulses.

MCTDHF approach. In order to properly describe stable
valence states, core-hole states, and the photoionization con-
tinuua, which are all involved in this Raman process, we
use a recently developed implementation of the MCTDHF
method described at length previously [21,22]. The wave
function is a full configuration-interaction expansion with
time-dependent coefficients of Slater determinants of orbitals
which are themselves time dependent. As more orbitals are
included, the MCTDHF wave function converges to the exact
many-electron solution. This implementation solves the time-
dependent Schrödinger equation in full dimensionality, and
because it is based on a combination of the discrete-variable
representation (DVR) and exterior complex scaling (ECS) of
the electronic coordinates, it rigorously treats the ionization
continua for both single and multiple ionization.

We begin with a representation of the initial ground state
and propagate the wave function while the pulses are on. We
project the time-dependent total wave function onto the time-
independent bound-state wave functions, computed using the
multiconfiguration self-consistent field (MCSCF) method, to
obtain their populations,

Pi(t) ≡ ∣∣〈�(t)
∣∣ψ (MCSCF)

i

〉∣∣2
. (1)

The resonance state is also represented by an MCSCF wave
function, which in this approximation has a real energy.

The results presented here were calculated using ten
orbitals, which can be initially labeled as 1s, 2s, 2p, 3s,
3p, and 3d0. These calculations have a spin-adapted doublet
configuration space of dimension 162. We use an angular DVR
grid of five points in θ and a radial grid with 12 grid points per
finite element. Ten finite elements were used, the first of length
2.0a0 providing a dense grid to represent the 1s orbital and
orbital cusps, with five subsequent elements of length 8.0a0.
ECS is applied to the remaining four elements extending an
additional 64a0 with a scaling angle of 0.40 rad.

Three-level model. We first develop a simple three-level
model that compares well with the accurate MCTDHF cal-
culations and can be used to optimize pulse sequences and

interpret the mechanisms underlying the population dynamics.
In this three-level system the total wave function is expanded
as

�(t) = cgr (t)|gr〉 + cex(t)|ex〉+ cms(t)|ms〉, (2)

where |gr〉, |ex〉, and |ms〉 are the initial ground state, the
intermediate excited state, and the target metastable state,
respectively, and cg(t), cex(t), and cms(t) are the associated
time-dependent coefficients. By using the proper rotating
frame, we define bgre

−i(Egr+�p)t ≡ cgr , bexe
−i(Eex )t ≡ cex , and

bmse
−i(Ems+�S )t ≡ cms , where Egr , Eex , and Ems are the ener-

gies of the states of the field-free Hamiltonian. These redefined
coefficients are subject to the time-dependent Schrödinger

equation in the interaction picture, i �̇b(t) = Ĥ (t)�b(t), where
�b = {bgr (t),bex(t),bms(t)}. By invoking the rotating-wave ap-
proximation, we arrive at the Hamiltonian for pump and Stokes
interactions −Ep(t) · dp cos(ωp t) and −ES(t) · dS cos(ωS t),

Ĥ (t) =

⎡
⎢⎣

�
′
p − i	1 −
p(t) 0

−
p(t) −i	2 −
S(t)

0 −
S(t) �
′
S − i	3

⎤
⎥⎦ , (3)

where �
′
p,S include ac Stark shifts proportional to the field in-

tensity, and 
p,S(t) ≡ Ep,S(t) · dp,S denote the time-dependent
Rabi frequencies for the pump (p) and Stokes (S) pulses de-
fined by the electric-dipole-interaction approximation. Three
dominant loss mechanisms due to ionization are explicitly
present in this Hamiltonian, 	1, 	2, and 	3. Here, the decay
terms 	1 and 	3, which describe the population loss process for
the valence states, result from the one-photon photoionization
by the intense fields; while the decaying term 	2 depends
on both the autoionization and the two-photon ionization
processes. The Auger-decay rate for the intermediate state [1s

(2s2p 3P ) 2P ] has been measured as 4 × 1012/s [23] and our
MCTDHF calculation yields 8 × 1012/s (six orbitals), both
of which are far slower than the Raman process in this study.
Thus, all major population loss channels in this study are due to
direct photoionization processes. By invoking the Markovian
approximation, which states that the photoionization process
is irreversible, one can derive that rate for each state as

	PI (t) = 3cσ

4π2ω
E2(t) = 3σI (t)

8πωε0
, (4)

which depends on the time-dependent laser intensities [24].
Here, the integral photoionization cross section σ depends on
the system and the laser wavelength. For the lithium atom, the
two laser fields are in the 55 to 60 eV range of the ionization
continuum, where the cross section is in the range of 0.06 to
0.07 Mb [25].

In order to enhance the population transfer efficiency, i.e.,
the final population remaining in the metastable state when
both pulses are terminated, we vary the central frequencies,
the pulse delay, and the intensities of two ultrafast XUV
pulses, given a specific pulse duration. To achieve this, a
nonlinear optimization of the pulse configurations with these
five variables is performed using standard methods [26] to
maximize the transfer efficiency. It is found that, for almost all
pulse durations considered, where the temporal full width at
half maximum (FWHM) of the pulse is restricted to be smaller
than 10 fs, a π + π pulse scheme is optimal. Here, a π pulse
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FIG. 2. (Color online) Population dynamics for (a) the three-
level model simulation results and (b) MCTDHF results, with the
π + π pulse configuration.

is defined such that
∫


p,S(t)dt = π . In such a scheme, a π

pump pulse is immediately followed by a π Stokes pulse, and
the temporal overlap between the two pulses is zero. When no
additional loss mechanisms exist in Eq. (3), i.e., 	1,2,3 = 0,
such a π + π pulse scheme transfers 100% of the population
from the initial state to the final state. As a demonstration of the
π + π pulse scheme when loss mechanisms are considered,
i.e., 	1,2,3 �= 0, we use a set of optimized pulses with the
pump having a carrier frequency of 58.9 eV, FWHM of 2 fs,
and an intensity of Ip = 9.2 × 1014 W/cm2, and the Stokes
pulse having a carrier frequency of 55.5 eV, a FWHM of 6 fs,
and an intensity of IS = 2.3 × 1015 W/cm2. The associated
population dynamics of the three levels as described by Eq. (3)
are shown in Fig. 2(a). The first π pulse (pump) transfers
over 95% population from the ground state to the intermediate
state and the subsequent π pulse (Stokes) transfers over 53%
of the population to the final metastable state. The maximal
decay rate in this case is approximately given as 0.1 fs−1 when
the Stokes pulse is on, which eventually leads to a 30% loss
directly to the continuum as photoelectrons.

MCTDHF results. We performed an MCTDHF calculation
with the same pulse configuration used for the π + π pulse
scheme in Fig. 2(a). The time-dependent populations, obtained

0.01 0.1 1 10

Stokes Pulse Intensity (10
16

W/cm
2
)

0

20

40

60

P
op

ul
at

io
n 

tr
an

sf
er

 e
ff

ic
ie

nc
y 

(%
)

π+π configuration
STIRAP configuration
Adiabatic limit(a)

0 5 10 15
Time (fs)

0

0.2

0.4

0.6

0.8

P
op

ul
at

io
n

1s
2
2s

1s
2
3s

1s (2s2p 
3
P) 

2
P

0(b)

FIG. 3. (Color online) MCTDHF simulation results: (a) Popula-
tion transfer efficiency as a function of the Stokes pulse intensities
(peak value). Filled circles: π + π pulse configuration. Filled squares:
STIRAP configuration. Chained vertical line denotes the adiabatic
limit. (b) Population dynamics for the STIRAP configuration with
time delay of tS − tp = 3 fs.

from applying Eq. (1) to the MCTDHF wave functions,
are plotted in Fig. 2(b), which confirms the results for the
optimized pulses using the three-level model in Fig. 2(a). In
addition, we tested the robustness of this pulse configuration
by fixing the intensity ratio to be 2.3 between the Stokes
and the pump pulses to optimize the transfer efficiency at
IS = 2.3 × 1015 W/cm2, at which value the π pulses are
defined. We then plot the transfer efficiency as a function
of the Stokes pulse intensity, as shown by the filled circles in
Fig. 3(a), confirming that the pulse configuration optimized by
using the three-level model is indeed optimal. A second local
maximum exists at a higher intensity, although the efficiency
is significantly smaller than at the global maximum due to the
greater photoionization loss with higher laser intensities, as
described by Eq. (4).

STIRAP results. The question of population transfer via the
ionization continuum using STIRAP has been investigated be-
fore [27–30], although generally in different spectral regimes
and for much longer pulses than we consider here. STIRAP
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via the continuum near the ionization threshold in helium has
been demonstrated [31,32] with nanosecond pulses, and there
have been proposals to use a third laser to suppress one of the
loss channels [33]. In contrast, the present study specifically
addresses the use of a core-hole autoionizing state as the
intermediate state in the STIRAP process instead of population
transfer via a continuum—in a spectral regime where the pho-
toionization cross sections are about 20 times smaller than near
threshold for this case. Nonetheless, as we will see, some of the
loss mechanisms identified in these previous studies [28,30]
operate here together with a complication specific to this case,
namely, direct photoionization of the metastable state itself.

To quantitatively investigate the possible limitations for the
STIRAP scheme, we also perform MCTDHF calculations of
the associated dynamics. The population transfer efficiency as
a function of IS is plotted by the filled squares in Fig. 3(a),
where the two XUV pulses are chosen to a fixed intensity
ratio of IS/Ip = 20 so that 
p ≈ 
S . A temporal FWHM
of 6 fs is chosen for both pulses for maximal overlap. The
carrier frequencies are chosen as 58.9 and 55.2 eV to maximize
the transfer efficiencies at IS = 0.5 × 1016 W/cm2 and 1 ×
1016 W/cm2. In conventional STIRAP, when loss mechanisms
are negligible, the robustness of the process is reflected by a
plateau of high efficiency when the pulse intensity is greater
than the “adiabatic limit” [34]. The three-level model with
	1,2,3 = 0 empirically gives that value here as

∫

p,Sdt � 5π .

Figure 3(a) shows clearly that two notable advantages of the
STIRAP scheme, the high efficiency and robustness (plateau
at high intensities), vanish as compared with the ideal case.

The time-dependent population transfer dynamics from the
MCTDHF calculation for the STIRAP configuration with IS =
5.5 × 1016 W/cm2 at which the conventional adiabatic limit
is reached are shown in Fig. 3(b). These results demonstrate
that, although intended to prepare the system in the dark state,
the intense Stokes pulse leads to ionization resulting in loss
of the population of ground and intermediate states into the
continuum before the beginning of the pumping process.

Rule of thumb. Comparison of the MCTDHF calculation
and the three-level model simulation described in Eq. (3)
suggests a simple rule of thumb to predict whether STIRAP
will be successful with ultrashort pulses. Ideally, with no
loss mechanisms, the STIRAP scheme works best above the
laser intensity of the adiabatic limit. When photoionization
loss is considered, this intensity requirement introduces the
photoionization decay term, 	PI in Eq. (4). If 1/	PI is
significantly longer than the pulse duration, then STIRAP
can be expected to provide optimal transfer efficiency and
robustness at those laser intensities. In the current study, when
the FWHM of the pulse is 6 fs, STIRAP in the absence
of losses would work best for IS � 5.5 × 1016 W/cm2,
which leads to a decay rate of 	PI � 2.8 fs−1. In that case
1/	PI � 0.36 fs, which is much smaller than the pulse
duration and STIRAP is expected to fail, as was verified
here. On the other hand, with pulses of the same frequencies
and durations but lower intensities, a simple π + π pulse
scheme can succeed in transferring over half the population in
this case.

Finally, we note that if they involve field-dressed states in
the continuum, piecewise adiabatic passage with a pulse train
[35], CPT, and adiabatic rapid passage between two levels
[36] should in principle be affected by these considerations.
The field-dressed-state picture can break down when pho-
toionization processes are comparable to the desired photo-
excitation process. Here, an accurate, all-electrons-active ab
initio MCTDHF calculation established definitively that this is
the case for XUV processes in lithium, but the question remains
open for similar processes using x-ray pulses at energies where
the photoionization cross sections are smaller.
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