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Role of source coherence in atom interferometry
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The role of source cloud spatial coherence in a Mach-Zehnder-type atom interferometer is experimentally
investigated. The visibility and contrast of a Bose-Einstein condensate (BEC) and three thermal sources with
varying spatial coherence are compared as a function of interferometer time. At short times, the fringe visibility
of a BEC source approaches 100% nearly independent of π pulse efficiency, while thermal sources have fringe
visibilities limited to the π pulse efficiency. More importantly for precision measurement systems, the BEC
source maintains interference at interferometer times significantly beyond the thermal source.
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I. INTRODUCTION

High-precision atom interferometers are currently being
developed and implemented for an array of practical and
fundamental physics applications, including inertial sensing
[1], gravitational wave detection [2], measurements of the fine-
structure constant [3], and tests of general relativity [4]. The
precision of these devices is proportional to the signal visibility
multiplied by the enclosed space-time area [5–8]. For example,
in a Mach-Zehnder-type atom interferometer the minimal
acceleration signal that can be measured at the shot-noise limit
is given by δa = 1

keffV
√

NT 2 , where V is the fringe visibility,
keff is the effective laser wave number, T is the interferometer
time, and N is the total atom number. To increase sensitivity,
it is therefore imperative to maintain fringe visibility at longer
interferometer times. Unfortunately, in real systems various
factors contribute to a loss in fringe visibility as T is extended
including the interferometer cloud’s transverse momentum [9],
mode mismatch at the recombination stage, and the inability
to produce perfect beam splitters and mirrors which introduces
impurities into the system. Traditionally, these problems have
been partly mitigated by utilizing velocity selection to dramat-
ically narrow the longitudinal momentum width of the interfer-
ometer source cloud [10–12]. In such a system, the transverse
momentum of the source cloud is unaffected by the velocity se-
lection pulse. A number of more recent works have utilized ul-
tracold sources to narrow both the transverse and longitudinal
momentum widths to circumvent the decrease in fringe visibil-
ity associated with classical effects [13–15].1 A direct compar-
ison of a Bose-Einstein condensate (BEC) and thermal source
for use in an atom gravimeter was previously made [13]. This
work saw an increase in fringe visibility when using the BEC
source, however, the exact cause the increase and any system-
atic effects introduced by the new source were never explored.

This paper shows that the phase shift and fringe visibility
of a Mach-Zehnder atom interferometer (MZI) are critically
dependent upon the spatial coherence of the source. A source
cloud with a longer coherence length is shown to produce a
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1Just as an optical laser gives a practical advantage over a light

bulb.

more robust atom interferometer. The comparison of fringe
visibility (the peak-to-peak amplitude of a sinusoidal fit the
interferometer fringe) and contrast (the amplitude between
extrema points of the interferometer output) with T is shown
for various cloud coherence lengths down to and below
Bose-Einstein condensation. For short T , an increase in fringe
visibility is shown for a Bose-Einstein condensate (BEC) as
compared to various thermal sources. Similarly, interference
is demonstrated using a BEC, for T long after zero contrast
is measured for thermal sources. All clouds used in the
interferometer are transversely confined in a horizontal optical
waveguide to keep the transverse spatial dimensions constant,
and velocity selected to ensure that the longitudinal momentum
widths and atom numbers are equivalent.

II. APPARATUS

The apparatus is carefully designed to control the inter-
ferometer cloud properties. Initially, a hot vapor of 87Rb is
produced from an alkali-metal dispenser and precooled with a
two-dimensional (2D) magnetooptical trap (MOT). The atoms
are then transported through an impedance by a 0.45-mW push
beam, 6-MHz red detuned from the |F = 2,F ′ = 3〉 transition,
to the secondary cooling three-dimensional (3D) MOT stage.
The atoms are polarization-gradient cooled to ≈ 15 μK before
being loaded into a hybrid quadupole-magnetic and optical-
dipole trap, where they are further cooled to � 1 μK using
radio frequency evaporation of atoms in the |F = 1,mF = −1〉
ground state. These atoms are then loaded into an optical cross
dipole trap [14] originating from two separate lasers, one at
λ = 1090 nm, with a 2-nm linewidth, which is strictly used for
the evaporation process and the second at λ = 1064 nm, with
a 1-MHz linewidth, which doubles as an evaporation and an
optical waveguide beam for the interferometer. The two optical
dipole beams are ramped from an initial power of 12 W each
to a set value of 5 W for the waveguide beam. Depending
on the desired transverse momentum width and phase space
of the source cloud, the duration (3 and 6 s) and the final
power of the main evaporation beam (2.4, 2, and 1.2 W) is
varied. Immediately following the final evaporation stage, the
main evaporation beam is ramped off. Simultaneously, the
waveguide beam is ramped up to 7 W over 250 ms to load
the atoms in the waveguide, where they are supported against
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gravity. The lifetime of the cloud in the wave guide is on the
order of seconds.

The optical beam splitters and mirror used in this experi-
ment are generated using Bragg transitions. The Bragg (optical
lattice) laser used in this experimental setup has been described
previously [16]. A maximum power of 100 mW, 105 GHz
detuned to the blue of the D2 |F = 1〉 → |F ′ = 2〉 transition,
is split equally between two counterpropagating beams to form
the Bragg lattice, which itself is aligned colinearly with the
optical waveguide. The Bragg beams are collimated to a 1.85
mm 1

e2 width at the atoms. Two independent acoustic optical
modulators control the relative frequency of the Bragg beams.

III. CLOUD PROPERTIES

The waveguide confines the source cloud’s transverse
spatial extent, eliminating expansion in the transverse direction
during the interferometer. This limits the visibility decay
caused by the sampling of the beam splitter beam’s aberrations
as the clouds propagate through the interferometer arms, a
process that can imprint varying phases dependent on the
cloud’s spatial position and extent. The transverse size of the
BEC source during the interferometer was calculated to be
≈ 9μm, following [17]. Upon release into the guide the initial
transverse radius given by R⊥ =

√
2μ/Mω2

⊥ decreases due
to mean-field dissipation. This is given by R⊥(t) = R⊥(1 +
ω2

‖t
2/2 − ω4

‖t
4/12)−1/4, where μ is the chemical potential,

M is the atomic species’s mass, t is the expansion time
in the waveguide, ω⊥ = 2π × 70 Hz is the waveguides’
transverse frequency, and ω‖ = 2π × 9 Hz is the longitudinal
trap frequency just prior to loading into the waveguide.
The transverse spatial widths of the thermal sources were
calculated by extrapolation from free-space ballistic expansion
and found to be 54, 21, and 13 μm for the 2.1, 0.68, and 0.41 �k
transverse momentum width clouds, respectively. After the
waveguide is loaded, an expansion period of 70 ms is allowed
for mapping of longitudinal momentum �p‖ onto position
space and dissipation of the condensate’s mean-field energy.

To ensure consistent longitudinal momentum widths �p‖
and atom numbers between differing interferometer clouds,
a Bragg velocity selection pulse is used. Due to the large
momentum width of the thermal source clouds, often more
than one momentum state is coupled out leading to a large
background of impurities in the initial velocity selected cloud.
To separate the desired momentum state from the background,
a second velocity selection pulse is used. Atom number is
controlled by adjusting the power of the velocity selection
pulse. There is a ±15% deviation in atom number across
all source clouds, with a mean value of 1 × 105 atoms. The
longitudinal momentum of all velocity-selected clouds is
measured by means of Bragg spectroscopy [18]. A 600-μs
Bragg pulse, out-coupling ≈0.032-�k width slices from the
interferometer clouds was used. The �p‖ of all velocity-
selected clouds was found to be ≈0.12 �k and agree within
the measurement uncertainty, as seen in Fig. 1.

IV. INTERFEROMETER CONFIGURATION

There are many configurations of atom interferometers
whose sensitivities scale differently with T [5–8]. An MZI,
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FIG. 1. (Color online) Bragg spectroscopy curves of the velocity-
selected source clouds. Solid lines are fits to the plotted data
points. Circles: BEC source, �p⊥ < 0.2 �k, with fitted Gaussian
width �p‖ = 3.78(8) kHz. Squares: �p⊥ = 0.41 �k thermal source
with fitted Gaussian width �p‖ = 3.6(2) kHz. Triangles: �p⊥ =
0.68 �k thermal source with fitted Gaussian width �p‖ = 3.5(2) kHz.
Diamonds: �p⊥ = 2.1 �k thermal source with fitted Gaussian width
�p‖ = 3.6(4) kHz. All curves have been normalized in atom number.

consisting of a three-pulse Bragg sequence, with T 2 sensitivity
dependence [7], is implemented in this experiment. Using
an MZI configuration ideally ensures there is no phase
dependence upon the velocity-selected cloud’s initial velocity.
The velocity-selected cloud is first split into two arms through
the interaction with a π

2 Bragg pulse, placing the cloud in a
50/50 superposition between 0 and 10 �k momentum states. A
time T later a π pulse swaps the momenta of each arm, making
the 10-�k states 0 �k and vice versa. The two arms of the
interferometer will be spatially overlapped a time T later and
a final π

2 pulse are applied to interfere in the two momentum
states. After the recombination pulse, the two clouds are
given ≈25 ms of expansion in the waveguide to spatially
separate. At this time, the waveguide is switched off and the
final states undergo 10 ms of ballistic expansion before being
imaged.

The total number of atoms in each final state is counted
using absorption imaging on resonance with the |F = 2〉 →
|F ′ = 3〉 D2 transition. Prior to imaging the atoms are
pumped to the |F = 2〉 ground state with a repump pulse
on the |F = 1〉 → |F ′ = 2〉 D2 transition. The final number
of atoms in state 1 is normalized to the total number and
given by Nrel = N1

N1+N2
, where N1 and N2 correspond to

the total atom number in each respective momentum state.
This is done to eliminate the run-to-run total atom number
fluctuations. The absorption imaging data is analyzed with a
Fourier decomposition algorithm, described previously [16],
to determine which parts of the image contribute to the
interference. By scanning the phase of the recombination
pulse, a fringe in relative atom number and phase is observed
and shown in Fig. 2. The obtained interference fringe oscillates
as Nrel =y0 + V cos(φ0 + nφπ

2
), where y0 is the Nrel offset,

V is the fringe visibility, φ0 is the phase offset, n is the
Bragg order, and φπ

2
is the phase of the recombination

pulse.
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FIG. 2. (Color online) Sample fringe with visibility approach-
ing 100%, taken from a T = 0.2-ms, 10-�k MZI, using a BEC
source. These data were taken using a π pulse with ≈ 95%
efficiency. Phase along the horizontal axis is adjusted by varying
the laser phase of the final π

2 pulse. The fringe period is 1.25 radians
corresponding to the Bragg order n = 5, where fringe period is 2π

n

radians.

V. INTERFEROMETER: T = 0.2 → 2 MS

It has been shown in previous experiments [19] and
reconfirmed in this work that with an ideal system, i.e., near-
perfect π

2 and π pulses, fringe visibilities approaching 100%
can be reached for BEC sources. This system also exhibits
contrast approaching 100% for thermal sources, at short T .
To investigate the robustness of different sources a nonideal
system was created. This was accomplished by reducing the
amplitude of the π pulse until only 80% transfer was achieved.
By producing a nonideal pulse, background impurities are
added into the arms of the interferometer. These impurities
are analogous to many practical problems which arise when
separating a single cloud into different momentum states.
Impurities such as these can be introduced to interferometer
systems in many ways, including scattering into a continuum
of momentum states during the cloud separation [20,21] and
the creation of multiple (more than two) states created during
large momentum transfer Bragg [22] or successive imperfect
single Bragg order pulses [22,23].

A fundamental difference existing between BEC and
thermal clouds is the realization of high-enough phase-space
density to allow spatial overlap of the atomic wave functions.
This leads to a spatial coherence for the BEC extending beyond
the thermal de Broglie wavelength λT =

√
2π�2/MkbT ,

where � is Plank’s constant, kb is Boltzmann’s constant, and
T is temperature. In this case the spatial coherence is limited
only by the cloud’s spatial extent [24].

This property is seen clearly from the increase in fringe
visibility at small T above the limit of the π pulse in Fig. 3.
Figure 3 shows fringe visibility as a function of interferometer
time T for three thermal cloud sources with transverse
momentum widths of 2.1, 0.68, and 0.41 �k and a BEC
source. The π pulse efficiencies for all interferometers were
adjusted to be 80 ± 2%. The introduced impurity clouds will
contribute to the BEC interference signal until the impurities
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FIG. 3. (Color online) For this data set an 80% π pulse was used.
The fringe visibility, as measured from the peak-to-peak amplitude
of a sinusoidal fit, vs interferometer time T for four separate
interferometers with varying levels of source cloud coherence is
shown. Atom numbers between clouds are kept consistent to within
30%. A velocity selection pulse is used to ensure equal longitudinal
momentum for all source clouds. The interferometer is in a Mach-
Zehnder configuration consisting of three Bragg pulses, π

2 , π , and π

2
with T waited between pulses. The curves clearly show an increase
in fringe visibility beyond the π pulse efficiency for the BEC source
as well as similar decay rates for all sources.

are no longer spatially overlapped with the main clouds
during the final π

2 pulse. For the system described here,
this corresponds to T = 4.5 ms, which is dependent on the
momentum imparted to the clouds during the first π

2 pulse �p‖
and the velocity-selected cloud’s initial longitudinal size. At
an interferometer time of T � 0.01 ms, the impurity clouds
created from the imperfect π pulse are spatially separated
beyond the thermal cloud’s spatial coherence length, which is
determined by λT [25]. Beyond this time, the impurity states
will no longer interfere with the main thermal interferometer
clouds. The impurity clouds then add to the overall signal as
a background, which limits the interferometer visibility to the
efficiency of the π pulse.

The spatial confinement of the source cloud in the waveg-
uide ensures only a small fraction, < 3%, of the Bragg beam’s
wave front is sampled during the interferometer, eliminating
the decay associated with the transverse expansion of the
cloud. The decay seen in Fig. 3 can then be attributed to an
effective spatial separation of the main clouds during the final
π
2 pulse, resulting from another noise source such as transverse
oscillations [14] as the clouds propagate. If the three thermal
decay curves were extrapolated to zero visibility, this would
correspond to T , at which the spatial offset of the clouds
at the recombination pulse will have exceeded the thermal
de Broglie wavelength, i.e., coherence length. However, the
coherence length of a BEC source extends beyond the thermal
de Broglie wavelength to the spatial extent of the cloud and
therefore fringe visibility will be maintained until a much
larger effective spatial offset.

In the BEC interferometer the spatial mismatch of the four
interfering states should exhibit a spatial interference pattern,
analogous to an optical four slit experiment. The fringe spacing
is dictated by the atomic system’s de Broglie wavelength
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λS = 2π�

�p
, where �p is the momentum difference between

the interfering clouds T , and expansion time [26]. The spatial
interference fringes have a period on the order of microns and
are not observed in the final clouds due to the limited resolution
of the imaging system, ≈30 μm.

VI. NUMERICAL MODELING

The multipath interference observed in the overlapping
of BEC impurity states can be modeled numerically by
reducing the 3D system to one dimension. The dimensionality
reduction can be performed by writing an equivalent equation
for the system in the dimension of interest [27]. A Gross-
Pitaevskii (GP) model [28,29] of the Bose-condensed Bragg
interferometer in one dimension (colinear with the Bragg
optical lattice) is then given by

iφ̇0 =
(
L + 1

2
x2 + Gx

)
φ0 + �φne

ikx,

(1)
iφ̇n = (L + Gx + �) φn + �φ0e

−ikx,

where φ0 and φn are the GP wave functions for the 0 and
nth-order momentum states, respectively, and L ≡ − 1

2
∂2

∂x2 +
U (|φ0|2 + |φn|2). Here � and � are the energy detuning
between momentum states, and the Rabi frequency of the
coupling, measured in units of the longitudinal trapping
frequency prior to release into the waveguide ω‖(of the |F =
1,mF = 1〉 state), U is the interaction coefficient, and G =
mg

�ω‖
( �

mω‖
)1/2 sin θ is the dimensionless component of gravity

along the horizontal guide. The wave functions, time, spatial
coordinates, and interaction strengths are measured in the units
of (�/mω‖)−1/4, ω−1

‖ , (�/mω‖)1/2, and (�ω‖)−1(�/mω‖)−1/2,
respectively. The nonlinear interaction strength is derived
by requiring that the one-dimensional (1D) Thomas-Fermi
chemical potential along the guide be equivalent to the full
3D case. In general the initial conditions are calculated using
the relaxation method [30] for the time-independent solution
φ0(x) in the potential 1

2x2, and solving the time-dependent
equations with only the potential G = 3, essentially simulating
free propagation along the guide with a milliradian tilt.
There are no free parameters in this model; U = 5.4 × 10−3,
� = −418, and k = 29 is used. Figure (4) shows the visibility
curves for a 2 �k, T = 1 ms interferometer with 100 and
< 80% π pulses obtained from the above GP model. The
modeled interferometer corresponds, in cloud separation, to
the experimental interferometer at T = 0.2 ms.

Consistent with the experimental data, the GP simulation
shows fringe visibility greater than the π pulse efficiency,
as seen in Fig. 4. This increase in visibility is due to the
four path interference from the two main states and the two
impurity states. An added phase offset for the interferometer,
in which impurities are present, is visible in Fig. 4 but
accentuated in Fig. 5(a), where the interferometer time has
been increased by a factor of 3. Figure 5(b) is experimental data
showing the expected phase offset by comparing two T = 1 ms
interferometers with 90 and 50% π pulse efficiencies. The
curves have been normalized in Nrel to illustrate the phase
offset between the two interferometers. This phase offset is
nontrivially dependent on T , as the impurity states interfere in
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FIG. 4. (Color online) Interference fringes for a BEC source
obtained from the GP model for a T = 0.35 d.u., 2 �k interferometer
with 100% π (cirlces) and 80% π (squares) pulse. This model agrees
with the experimental results showing an increase in fringe contrast
above the π pulse efficiency for short T .

a Ramsey-like interferometer configuration whose phase has
both T - and T 2-dependent components [5]. Figure 6 shows
the added phase accumulated by the interferometer when T

is increased, as predicted by the GP model. It is seen that
a strongly interacting BEC source with a 100% π pulse has
similar phase shifts as expected from the thermal source, i.e.,
≈ 0 added phase shift in T . An 80% efficient π pulse interfer-
ometer gives rise to an oscillatory phase offset in T which will
drastically effect the system’s measured output. For short-time
interferometers or any systems in which impurity states may
be overlapped with the desired interferometer clouds this must
be accounted for when processing the sensor’s signal.

VII. INTERFEROMETER: T > 4.5 MS

To investigate the role of BEC and thermal coherence length
at longer T , the fringe contrast at T much greater than the
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FIG. 5. (Color online) (a) Interference fringes for a BEC source
obtained from the GP model for a T = 1.15 ms, 2 �k interferometer
with 100% π (circles) and 80% π (squares) pulse. (b) Experimental
interferometer fringes and fits (solid lines) from a BEC source for
a T = 1 ms, 10 �k interferometer with 90% π (circles) and 50%
π (square) pulse effeciencies. These show the expected phase shifts
induced by the interference from the velocity-dependent phase of
the impurity states. The 50% π pulse interferometer appears to be
retarded in phase, however, it has undergone an integer number of
period advances. The experimental curves have been normalized in
Nrel.
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FIG. 6. The expected phase offset as obtained from the GP model
of a strongly interacting BEC source, 2 �k, interferometer with 100%
(solid line) and 80% (dashed line) efficient π pulses as T is increased.
The flat trend of the 100% π efficient interferometer behaves
as expected, from a thermal source with only minor fluctuations
attributed to the strongly interacting BEC’s mean field energy. The
80% π efficient shows oscillator behavior that obtains significant
phase offset from the ideal system.

extrapolated visibility zero crossing, from Fig. 3, is measured
for the BEC and the �p⊥ = 0.41 �k thermal source, shown
in Fig. 7. To ensure no contribution from the impurity states,
the data were taken at T = 5.5 ms and ≈ 100% π pulses were
used. It was calculated and experimentally confirmed that at
this T there was no spatial overlap between any impurity and
the main interferometer states. The direct comparison between
the contrast for the BEC and thermal source can be seen
in Figs. 7(a) and 7(c). Figures 7(b) and 7(d) illustrate the
histograms associated with 15 binned, evenly spaced sections
of Nrel from the data in Figs. 7(a) and 7(c). The bunching
of data points at two locations on either side of the mean
in Fig. 7(b) is consistent with interference. This is because a
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FIG. 7. (Color online) (a) Interferometer output for a BEC
source, T = 5.5 ms, Bragg order = 5, and 80% π pulse with zero
visibility. (b) Histogram created from 15 binned, evenly spaced
sections of the vertical axis of (a). The bimodal natural of these data
is indicative of interference. These data show a contrast of ≈ 20%.
(c) Interferometer output for a �p⊥ = 0.41 �k thermal source,
T = 5.5 ms, Bragg order =5, and ≈80% π pulse with zero visibility.
(d) Histogram created from 15 binned, evenly spaced sections of the
vertical axis of (c). The single-peak nature of this histogram implies
that no interference is present and therefore zero contrast.

sinusoid with random phase will generate a bimodal histogram
when binned according to this method [23,31]. The single peak
nature of the histogram in Fig. 7(d) indicates that there is no
interference present at this T . The BEC source maintains a
contrast of ≈20% and the thermal source shows noise and no
measurable contrast. The data do not show any measurable
visibility as adequate vibration isolation has yet to be added
to the system. The impact of vibrations can be seen by
calculating the required amplitude of a vibration which will
wash out visibility. At T = 5.5 ms with a 10 �k inteferometer,
a 1-kHz vibration with an amplitude of 10−12 m will give a
one fringe phase shift. The interference of the BEC source,
at interferometer times well beyond where interference in
thermal sources can be seen, is attributed to the fundamentally
extended coherence length of the BEC, allowing for greater
tolerance to spatial offset, induced from various noise sources,
during the recombination pulse. This maintained contrast
is consistent with the prediction of the first-order spatial

coherence function g1(�x) = (1 − Nc

N
)e−π( �x

λT
)2 + Nc

N
, where

�x is the spatial offset of the interfering clouds (�x <cloud
width), Nc is the condensed atom number, and N is the total
atom number [32].

VIII. CONCLUSION

A source cloud which is robust to both natural and
systematic noise sources is desirable for atom interferometry
due to the many imperfections in atom interferometer systems.
These imperfections include the inability to produce perfect
π and π

2 pulses, elastic scattering during cloud separation,
and run-to-run classical noise sources which limit the ability
to spatially overlap the interferometer states at long T . It
has been shown that atom interferometer contrast depends
strongly upon the spatial coherence of the source. A BEC
source with spatial coherence limited only by the size of the
condensate is the optimal source for such nonideal systems. For
all systems where impurity states are present, the BEC source
will increase the contrast of the interferometer to beyond that
which is achievable with a thermal source. The overlapping of
impurity states with the main interferometer clouds during the
recombination pulse leads to a nontrivial phase dependence in
T . This could have a detrimental effect in precision sensors
operating very near or below the condensation point and lead
to incorrectly mapping the measured phase to absolute signal.
This makes it critical to know the sources’ coherence length.
Furthermore, the coherence length of the BEC source makes it
less sensitive to any spatial offsets at the recombination pulse.
This allows for contrast at T greater than that which is possible
with a thermal source, thereby increasing the sensitivity of the
system.

IX. FUTURE DIRECTIONS

Currently the interferometer system is being modified to
produce a 85Rb condensate in which the interaction strengths
may be modified via magnetic Feshbach resonances. By mov-
ing to the noninteracting regime, scattering properties that lead
to the creation of impurities when separating momentum states
will be eliminated, allowing a pure BEC in the waveguide
without degradation during the interferometer. With the 85Rb
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condensate apparatus a direct comparison between free-space
and guided interferometry will be made for both the interacting
and noninteracting cases. The advantages of a BEC source
demonstrated here make it important to implement and test
such sources at the current limits of precision measurement.
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