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Phase-matching condition for enhanced entanglement of colliding indistinguishable quantum bright
solitons in a harmonic trap
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We investigate finite number effects in collisions between two states of an initially well defined number of
identical bosons with attractive contact interactions, oscillating in the presence of harmonic confinement in one
dimension. We investigate two N/2 atom bound states, which are initially displaced (symmetrically) from the
trap center, and then left to freely evolve. For sufficiently attractive interactions, these bound states are like those
found through use of the Bethe ansatz (quantum solitons). However, unlike the free case, the integrability is
lost due to confinement, and collisions can cause mixing into different bound-state configurations. We study the
system numerically for the simplest case of N = 4, via an exact diagonalization of the Hamiltonian within a
finite basis, investigating left-right number uncertainty as our primary measure of entanglement. We find that
for certain interaction strengths, a phase-matching condition leads to resonant transfer to different bound-state
configurations with highly non-Poissonian relative number statistics.
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I. INTRODUCTION

Bright matter-wave soliton solutions have been predicted
in the attractive (self-focusing) one-dimensional nonlinear
Schrödinger equation (1D NSLE) for some time [1]. Solitons
are self-localizing wave packets, where collisions with other
solitons do not change the asymptotic shape, speed, or am-
plitude (number of atoms) in either soliton. Only the position
and phase are modified from what they otherwise would have
been [2]. The 1D NLSE is known to describe the dynamics
(at a mean-field level) of an ultracold Bose gas in tight
radial confinement, such that the radial degrees (y and z) of
freedom are in the ground state of the potential and essentially
decouple from the dynamics in the unconfined (x) dimension.
The parameter regimes required for this decomposition are
discussed in the next section. Outside of this 1D regime,
attractive condensates do not necessarily have a local potential
minimum present at a finite width (and thus a metastable
ground state). If no metastable state exists, the gas will undergo
an s-wave collapse, observed by several groups experimentally
[3–5], which limits the number of atoms considerably.

Recent experiments [5–11] have produced condensates
with attractive interactions, and observed self-localized wave
packets. Due to the presence of confinement in the axial (x)
direction, and in some cases insufficient fulfillment of the
conditions necessary for effective 1D behavior, these states
were not solitons in the strictest sense. External potentials in
the x direction and residual 3D effects break the integrability
of the system, and without this property soliton collisions
can transfer some kinetic energy into breathing modes [12]
or generate entanglement [13]. Additionally, there have been
questions as to whether and how long coherence was present in
trains of multiple solitons, with some papers looking beyond
the mean-field models predicting coherence to be short lived
[14], and the presence of modulational instabilities [15].
Current experiments report some progress towards seeing
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splitting in a “fast scattering” regime [6,9]; other bright-soliton
experiments in Bose-Einstein condensates can be found in
Refs. [16–18].

In order to address the issue of macroscopic coherence it
is necessary to move beyond the mean-field theory. We model
the N -particle quantum dynamics by assuming a zero-range
pseudopotential, valid when the spacing between particles
is much greater than the characteristic distance of the true
interaction potential between each of the atoms. This model
has been shown to be a valid reduction from the 3D many-body
theory (given the conditions we discuss in Sec. II A), at
least in the case of repulsive gases [19], and is commonly
referred to as the Lieb-Liniger (LL) model [20]. If no external
potentials are present in the x dimension, the LL model can be
solved analytically and provide a many-body level description
of the system. Bound-state solutions also exist within the
(unconfined) LL model with attractive interactions, which we
will refer to as quantum solitons; the number of atoms in
each of these bound states is a good quantum number and
so cannot change as solitons collide or move. In the limit of
large number the asymptotic position and phase shift from
the mean-field model are recovered [21]. The eigenstates in
this system are completely delocalized in position (reflecting
the translational invariance of the Hamiltonian), however, the
quantum solitons have been shown to have the same density
[22] about the center-of-mass as mean-field solitons, and
even very similar many-body wave functions in their internal
degrees of freedom [23]. Proposals for squeezing [24] and
nondemolition measurement [25] have also been suggested, in
the context of optical fibers, along with Anderson localization
[26].

In this work we investigate the LL model, with the
addition of a harmonic confinement term, starting with two
identical quantum solitons, equally displaced from the trap
center and left to freely evolve. Similar to the mean-field
case, the confinement breaks the integrability of the system;
while there is no universally agreed definition of quantum
integrability [27], this would break any such condition. In the
regime where the harmonic oscillator length is much larger
than the soliton size, this term is essentially perturbing a
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system of solitons. Mixing between different bound states is
now possible during collisions, as is entanglement generation
between colliding quantum solitons. We have investigated
this effect for repulsive and weakly attractive gases in our
previous work [28], but qualitative differences emerge in the
more strongly attractive case. This effect has been examined
for colliding distinguishable solitons [29]; in this system,
generation of mesoscopic Bell states via the scattering of
distinguishable bright solitons would even be possible without
harmonic confinement. We note that additional terms which
break integrability have also been considered [13,30], includ-
ing narrow barriers, leading to mean-field level splitting for
fast soliton-barrier collisions [30,31] and center-of-mass wave
function splitting for sufficiently slow collisions [32]. Current
experiments report some progress towards seeing splitting in
a “fast scattering” regime [6,9].

The main focus of this work is a surprising resonant
transfer of two initially independent but indistinguishable
bright solitons into a quantum superposition of N − 1 particles
being on the right and one particle on the left and vice
versa. This highly nonclassical quantum superposition is
similar to a Schrödinger-cat state (which has also been called
NOON state [33]). Nonclassical quantum superpositions such
as Schrödinger-cat states are relevant for quantum-enhanced
interferometry [34]. While it might sound tempting to realize
such a state as, say, the ground state of an attractively
interacting Bose-Einstein condensate in a double well, such an
approach will not be successful in the presence of tiny asym-
metries (cf [35].) and decoherence. In order to minimize effects
of decoherence, mesoscopic quantum superpositions in Bose-
Einstein condensates will ideally be realized dynamically
on short time scales (Refs. [36–42] and references therein),
however, we do not consider decoherence in this work.
Furthermore, dynamic realizations of mesoscopic quantum
superpositions can be more robust to asymmetries [35]; in
our case asymmetries in the initial condition primarily lead
to breathing modes of the total center-of-mass wave function
without affecting the entanglement production (Sec. II B).

The paper is organized as follows: Section II introduces
a quasianalytic model of the system and the dimensionless
length and time rescaling that is used throughout the paper.
Section III introduces a method based on time-dependent
perturbation theory to study transfer between different number
configurations and predict interaction strengths which give
resonant transfer. Section IV discusses the numerical method,
based on exact diagonalization, and the operator expectation
values which we study. Section V presents numerically
obtained results for the evolution of our observables and
entanglement measures in the system, and compares the
predictions of our perturbation theory with the numerical
results. Section VI summarizes the main conclusions and
highlights an outlook for future research into this system.

II. QUASIANALYTICAL MODEL

A. Hamiltonian and rescalings

The model system we consider is an ultracold gas of bosonic
atoms, held within a strongly anisotropic harmonic potential
V = m[ω2

xx
2 + ω2

⊥(y2 + z2)]/2, where m is the atomic mass,

and ωx , ω⊥ are the axial and radial harmonic trapping
frequencies. The radial degrees of freedom are assumed to
be in the ground state, and so remain stationary throughout
any time evolution in the x direction. Sufficient conditions for
the validity of such a 1D description are that the temperature
T satisfies the inequality kBT < �ω⊥, and the radial harmonic
oscillator length satisfies1 N |as | � a⊥ [43], where kB is
Boltzmann’s constant, N is the particle number, and as is
the s-wave scattering length. Interactions between bosons are
assumed to occur over distances much less than the average
interparticle spacing, which allows for the use of a zero-range
pseudopotential, so long as it reproduces the s-wave scattering
length of the true scattering potential. We therefore consider
a fully quantum-mechanical Lieb-Liniger model Hamiltonian
[20] for N bosons in a 1D configuration, with the addition of
a harmonic trapping potential.

We rescale to harmonic oscillator units (codified as � =
ωx = m = 1, where ωx is the axial harmonic trapping fre-
quency and m is the atomic mass), meaning that length is in
units of

√
�/mωx , time in units of 1/ωx , and energy in units of

�ωx ; a harmonic oscillator period is then 2π . Our many-body
Hamiltonian is therefore given by

H (x1, . . . ,xN ) =
N∑

k=1

(
−1

2

∂2

∂x2
k

+ x2
k

2

)
+g

N∑
k=2

k−1∑
j=1

δ(xk − xj ),

(1)

where g = 2�ω⊥as

√
m/�3ωx is a dimensionless coupling

parameter. For the extent of this paper we will have g < 0, cor-
responding to attractive interactions. If the confinement term
is ignored, this Hamiltonian would be exactly diagonalizable,
with all the eigenstates given by the Bethe ansatz [44]. These
states have asymptotic momenta as good quantum numbers
(which can be specific complex values in bound states).
Naturally, the momentum cannot be a good quantum number
with confinement present and so these states would no longer
be eigenstates. A strongly correlated 1D tunable Bose gas
has been achieved with cesium atoms [45]; other experiments
using 85Rb [6] and 7Li [4,7] with attractive interactions have
also been performed in this 1D regime. We note that in the
limit g → ∞, the eigenstates of the system can again be
solved analytically [46] as the states map from those of a
noninteracting, spin-polarized Fermi gas [47]. Such a system
has also been realized experimentally [48].

B. Initial conditions

As is the case in [28], we consider an initial condition
constructed by taking two N/2-atom ground states (for a given
g), equally and oppositely displaced from the trap center by
a distance x0, and symmetrizing the state. The initial (t = 0)

1This condition is valid so long as the atomic density does not
exceed that of the ground state in the absence of trapping in the x

direction. A more general condition would be N |as ||ψ(x)|2 � 1 with
|ψ(x)|2 the atomic density in the x direction, normalized to unity.
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wave function is then

ψ(x1, . . . ,xN ,0) = B√
N !

∑
{P}

f (N/2)(x1 + x0, . . . ,xN/2 + x0)

× f (N/2)(xN/2+1 − x0, . . . ,xN − x0), (2)

where {P} is the set of all permutations of x1, . . . ,xN , B is
a normalizing factor, and f (N/2)(x1, . . . ,xN/2) is the ground
state for N/2 interacting atoms in the harmonic trap. This
initial state is well motivated for x0 � 2 (which is the case
for all numerics in this paper), where the left and right sides
have negligible initial overlap, but always constitutes a valid
many-body wave function. We also use a low-temperature
theory which implies that each soliton (prepared separately)
is in the ground state, and thus has individual center-of-mass
wave functions which are Gaussian. A suggestion for how
this initial condition could be realized in an experiment with
ultracold atoms was given in [28]. Briefly summarized, this
involved using an optical superlattice [49], with exactly N/2
attractive atoms per lattice site,2 with the sites too deep to allow
tunneling between them. The number of lattice sites is then
halved by reducing the power from the high-frequency beam,
reducing the superlattice to an ordinary lattice. The states
would then sit in a new wider potential, which is approximately
harmonic. The wave function ψ(x1, . . . ,xN ,0) is therefore
an experimentally realistic initial state, given sufficiently low
temperatures.

Conveniently the global center-of-mass wave function of
ψ(x1, . . . ,xN ,0) is in the ground state [28], which will be
the case for all time as the center-of-mass component of the
Hamiltonian (1) separates off and commutes with the rest of the
Hamiltonian. If we were to consider some slight asymmetry
with the states not equidistant from the trap center (say one
located at x0 + x ′ and the other at −x0 + x ′), the center-of-
mass wave function would simply oscillate periodically with
an amplitude of x ′ without changing the relative degrees of
freedom. Likewise if f (N/2)(xN/2+1 − x0, . . . ,xN − x0) were
N/2 body ground states of a slightly different harmonic
potential to the final one (which might be somewhat inevitable
with the lattice scheme we suggest) the center-of-mass wave
function would periodically breathe. The relative degrees of
freedom would be in a slightly excited state, but in the limit
of Ng/2 � −1 this change would be minor as the length
scale of the bound states is set mainly by the interactions. As
a result this initial condition is not significantly affected by
slight changes to these conditions.

The two-body case f (2)(x1,x2) is known analytically
[51,52], but for larger N these states must be determined
numerically. However, in the limit N |g| � 1 and g < 0 we can
use as an ansatz the free (no external potential) ground-state
solution for the relative coordinates with the center-of-mass
component in Gaussian profile such that this degree of freedom

2Having exactly N/2 atoms per site, as opposed to a delocalized
superfluid state, could be achieved by starting with a MOT insulator
regime [50], increasing the lattice site depth and then adiabatically
tuning the interactions to be the correct negative scattering length.

is in the trap ground state:

f (n) ∼
√

|g|N−1(N − 1)!√
Nπ

exp

(
− (x1 + · · · + xn)2

2n

)
×

∏
1�j<k�n

exp

(
−|g|

2
|xk − xj |

)
. (3)

The energy of such a state, placed into a harmonic potential,
is known analytically, and is given (in units with �ωx = 1) by

E(n) = 1

2
− g2n(n + 1)(n − 1)

24
+

n−1∑
k=1

1

k2g2n
. (4)

The 1/2 term is from the Gaussian envelope, the second term
is the free soliton energy [53], and the third is the first-order
correction from the confining potential [23]. Additionally,
variational techniques can be used to better estimate the wave
function and energy [23].

C. Left-right separation of the Hamiltonian

Without interactions, our two clusters would simply oscil-
late with a period of π (due to the left-right symmetry the
periodicity is halved). Interactions between the left and right
clusters break this periodicity, complicating the dynamics.
Likewise, with interactions but no confinement a collision
between two bound states can only result in the same two
bound states emerging, with only an asymptotic position and
phase shift.3 The addition of confinement allows collisions to
mix the wave function into states which are a superposition of
two separate n and N − n-body clusters, to the left and right
respectively (in order to preserve the left-right symmetry of the
state). It is also possible to mix into states with more than two
bound-state clusters, however, for simplicity we temporarily
neglect this effect in order to treat the situation analytically.

We are interested in how such states evolve in time and
whether it is possible to predict quantities like the single body
density and conditional position expectation values following
a measurement of the number left and right of the center. The
symmetrization of the available states which can be mixed to
be a transfer interaction is important only when the two clusters
are not well separated. Assuming they are well separated, we
can consider the evolution separately by splitting the N -body
Hamiltonian (1) within the region x1 � x2 · · · � xN (sufficient
by Bose symmetry) into two separate n and N − n-body
Hamiltonians HL and HR , and an interaction term HI :

HL(n) =
n∑

k=1

(
−1

2

∂2

∂x2
k

+ x2
k

2

)
+ g

n∑
k=2

δ(xk − xk−1),

HR(n) =
N∑

k=n+1

(
−1

2

∂2

∂x2
k

+ x2
k

2

)
+ g

N∑
k=n+2

δ(xk − xk−1),

HI (n) = gδ(xn+1 − xn). (5)

3Relative phase between two states of definite number is actually not
defined, but when the incoming states are superpositions of number
states a phase difference can be defined [54].
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Due to the region we have restricted the Hamiltonian to, only
one term in HI (n) = g[δ(xN − x1) + · · · + δ(xn+1 − xn)] is
ever nonzero, which is the only one we include. We have
[HL(n),HR(n)] = 0 and hence we can combine eigenstates
of each Hamiltonian to create eigenstates of HL(n) + HR(n).
Noting that we can neglect HI (n) when the clusters are far
from the trap center, HL(n) + HR(n) can there be considered
to be the total Hamiltonian when the states are not undergoing
a collision. Each Hamiltonian HL(n) can again be split into
a center-of-mass H

(C)
L/R and relative part H

(r)
L/R , which again

commute (note for n = 1 there is only the center of mass).
The center-of-mass coordinate of the left side is xC = (x1 +
· · · + xn)/n and so we have

H
(C)
L = 1

2

(
−1

n

∂2

∂x2
C

+ nx2
C

)
. (6)

D. Construction of oscillating quantum soliton states

In order to make analytical predictions, we consider states
which are n atom clusters, with center-of-mass wave function
that remains Gaussian throughout its evolution (with a phase
gradient and changing position expectation value) displaced
from the center by Xn at t = 0, and thus with a potential
energy of (nX2

n + 1)/2. For the relative degrees of freedom
we will assume each side is in the relative ground state for n

attractive atoms, with eigenenergies E(n) strictly less than the
g → −∞ limit given by Eq. (4). For n = 2 the exact energy
and the limiting values are correct to 1% when g < −2.3.
Taking a left state, we can consider the time evolution far from
the center (where interaction terms and symmetry become
important) to be described by

ψn(x1, . . . ,xn,t) = exp [−itHL(n)] ψXn

n (x1, . . . ,xn,0). (7)

The relative degrees of freedom are in the ground state and so
evolve only in phase, and the center of mass undergoes simple
harmonic motion (see for example [55]). For convenience
will now drop the coordinate notation in the many-body wave
functions.

We must also have a right cluster of N − n atoms, initially
located at −Xnn/(N − n), due to the constraint that the global
center-of-mass position expectation value is located at x = 0.
Adding the left and right center-of-mass energies 〈H (C)

L 〉 +
〈H (C)

R 〉,4 the total energy of such a state is given by

En + EN−n ∼ −Ng2

24
[N2 − 3n(N − n) − 1]

+ Nn

N − n
X2

n + 1. (8)

4The expectation value notation 〈 〉 is defined here
via 〈O(x1, . . . ,xN )〉 = ∫ ∞

−∞ dx1 . . .
∫ ∞

−∞ dxNψ∗(x1, . . . ,xN )
O(x1, . . . ,xN )ψ(x1, . . . ,xN ), but due to the definition of
the Hamiltonians only on x1 � x2 · · · � xN these are best
evaluated as 〈H (x1, . . . ,xn)〉 = N !

∫ x2
−∞ dx1

∫ x3
−∞ dx3 . . .

∫ ∞
−∞ dxNψ∗

(x1, . . . ,xN )H (x1, . . . ,xn)ψ(x1, . . . ,xN ), with the N ! term dealing
with identical permutations.

We define ψn,N−n(0) to be an n atom cluster to the left and an
N − n cluster to the right, displaced by Xn and −Xnn/(N − n)
respectively (with unit norm), such that our initial condition is
ψN/2,N/2(0). When left and right are well separated, the time
evolution is determined by the first two terms in Eq. (5),

ψn,N−n(t) = exp [−itHL(n)] ψ (Xn)
n (0)

⊗ exp [−itHR(n)] ψ
(−nXn/[N−n])
N−n (0). (9)

All possible wave functions that can evolve from a symmetric
initial condition must also possess left-right symmetry, and so
wave functions must be a symmetrized product of both sides.
These wave functions are also implicitly Bose symmetric, as
it is only defined on the fundamental region x1 � x2 � · · · �
xN . This fact is not mathematically significant when the states
are well separated, but becomes important during collisions.
We will treat interactions during collisions perturbatively later
in Sec. III, using these eigenstates of HL(n) and HR(n). Hence
we define the left and right symmetric state

ϕn,N−n(t) =
{
Nn,N−n(t)[ψn,N−n(t) + ψN−n,n(t)] if n �= N

2 ,

ψN/2,N/2(t) if n = N
2 ,

(10)

with the normalization term

[Nn,N−n(t)]−2 = N !
∫ x2

−∞
dx1

∫ x3

−∞
dx2

. . .

∫ ∞

−∞
dxN |ψn,N−n(t) + ψN−n,n(t)|2. (11)

The strange integration range and prefactor of N ! are due to
the definition only on the simplex region x1 < · · · < xN . If we
assume the centers of Gaussian wave packets describing the
centers of each of the states to be separated by some distance
X, then if the states are well separated (X � 1) for n′ �= n and
n′ �= N we have 〈ψN−n,n(t)|ψN−n′,n′ (t)〉 ∼ exp(−X2), and so
Nn,N−n(t) → 1/

√
2 as X → ∞. For finite separations this

normalization term may be different, but its exact value is not
currently important.

Reintroducing interactions, each HI (n) from Eq. (5) can
mix different |ϕn,N−n(t)〉. It will also affect the relative position
between the two sides, an effect that was explored significantly
in our previous work [28]. We temporarily neglect this effect
for the purpose of this analysis, but note that it will introduce
a greater uncertainty in positions at late times. Within this set
of approximations, we can express any possible wave function
the system can take as

ψ(t) �
N/2∑
n=1

cn,N−n(t)ϕn,N−n(t). (12)

The single cluster state is assumed to have a negligible
contribution due to reasons of energy and center-of-mass
momentum conservation. The coefficients cn,N−n are those
considered in Sec. III B. In the case of our four-atom system,
these approximations give us the simple wave function

ψ(t) � c2,2(t)ϕ2,2(t) + c1,3ϕ1,3(t), (13)

with the initial condition that c2,2(0) = 1. To zeroth order
in HI the dimers would simply oscillate perfectly with a
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period of π ; this is in principle obtained in the limit the
initial separation tends to infinity, or trivially when g → 0.
The mixing between the N/2,N/2 and n,N − n + N − n,n

states can equivalently be seen as being due to the coupling
between the Bethe-ansatz eigenstates due to the harmonic
trapping, or from the HI (n) in our coherent state model. The
rate of transfer should depend on this coupling, which we use
as a parameter in Sec. III, but both coupling terms are difficult
to calculate directly.

E. Predictions of oscillation amplitudes

If we assume our state remains of the form Eq. (12), we can
make analytic predictions of Xn, the maximum displacements
of the oscillating clusters in ϕn,N−n(t), by assuming they have
the same energy as ϕN/2,N/2(t). This condition EN/2,N/2 =
En,N−n with E defined in Eq. (8) implies

Nx2
0 + 2E(N/2) = Nn

N − n
X2

n + E(N−n) + E(n), (14)

with E(n) given in Eq. (4) and x0 the initial position of the
N/2 clusters. Within the strongly interacting regime, one
can neglect contributions of order 1/g2 and simplify this
expression to

X2
n = N − n

n

{
x2

0 + g2

8

[
N2

4
− n(N − n)

]}
. (15)

To estimate the uncertainty in these values due to the
possibility of collisions mixing to states with a different energy,
we can derive bounds based on the Hamiltonian variance.
These bounds should be considered weak and subject to all
the prior assumptions in Sec. II D. As our Hamiltonian is time
independent, the variance of its expectation value

�E ≡
√

〈H 2〉 − 〈H 〉2 (16)

is constant. This is because the time evolution operator
U (t) = exp(−iH t/�) [with |ψ(t)〉 = U (t)|ψ(0)〉] commutes
with Hν (ν = 1,2,3, . . .), hence we have 〈ψ(t)|Hν |ψ(t)〉 =
〈ψ(0)|Hν |ψ(0)〉 for positive integer ν. This remains true if
one shifts H by a constant offset value. We consider only the
N = 4 case as this is used in the numerics.

In the limit x0 � 1, we can treat each side separately to get
an analytic expression [28]

�E → 2x0. (17)

When the two states in our model have negligible overlap, one
can derive the bound on the energy difference (cf. Appendix
in [28])

|E2,2 − E3,1| � �E√
p(1 − p)

, (18)

with p = |c2,2|2. This bound tends to infinity as p tends to
1 or 0, but this would imply there is no occupation of one of
the states anyway, so this is physical. This modifies Eq. (15)
to an inequality, so that in the strongly interacting limit

we have (
g2

8
+ x2

0 − �E

2
√

p(1 − p)

)
� X2

1

3
�

(
g2

8
+ x2

0 + �E

2
√

p(1 − p)

)
. (19)

This allows for additional discretion in the particle’s kinetic
energy and thus maximum position reached after each colli-
sion. The upper bound is stricter than the lower, as we have
neglected mixing to more excited states.

F. Possible caveats of the model

We have so far ignored the possibility of mixing to states
made up of more than two clusters, e.g., one bound state and
two free particles. For the case of N = 4, the possible energies
of such states are much larger than the 2,2 or 1,3 geometries
in the limit of strong interactions,

E2,1,1(X1,1,X1,2,X2) =
(

−g2

4
+ 3

2
+ X2

2 + X2
1,1 + X2

1,2

2

)
,

E1,1,1,1(X1,1,X1,2,X1,3,X1,4)

=
(

2 +
4∑

k=1

X2
1,k

2

)
. (20)

These states are energetically accessible if the initial kinetic
energy is larger than the interaction energy, hence initial
conditions satisfying g2 + 1/2 > 4X2

2 should immediately see
a suppressed mixing into these states. This is however not the
case if N > 4; even with N = 6 the {4,1,1} state still has lower
internal energy than the {3,3} state.

However, if the internal length scales within the bound
states are much smaller than a harmonic oscillator length
(hence the collision is similar to one in free space), we
still expect approximate conservation of the variance in the
individual momenta during a collision. This would suppress
mixing to states with, for example, all the particles sitting at the
trap center. If we attempted to extend our model of oscillating
clusters with Gaussian center-of-mass profiles to include more
than two cluster states, the values of the outer positions Xn,k

would be much less constrained. The center-of-mass condition
implies only that the sum of all the maximum positions
vanishes, i.e.,

∑
k,n nXn,k = 0, which would have a range of

solutions, some of which would be strongly mixed into during
collisions and others weakly. Due to the reduced constraints,
these states are very difficult to include in the model. We
predict that the effect on the system will be similar to that of
increased relative position uncertainty between the clusters.

In addition to this, so far we have assumed the shape of
the center-of-mass wave function of each particle to be the
ground state of the corresponding center-of-mass Hamiltonian.
If the shape of the individual center of mass wavefunction
were allowed to vary then collisions between each bound state
could deform them, with the energy coming from the kinetic
energy, which would therefore reduce the mean amplitude of
the oscillations. This would also increase the uncertainty in
the separation between the two states, making it more difficult
to define a specific time at which a given collision occurs.
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When this corresponding time uncertainty becomes similar to
the periodicity (π in harmonic units), there will always be
some component of the wavefunction undergoing a collision.
In addition to this, it is possible the clusters will go out of sync
if the pseudoperiodicity effect is different for each n, leading
to further uncertainty in the relative separation.

III. MIXING BETWEEN DIFFERENT NUMBER
CONFIGURATIONS VIA TIME-DEPENDENT

PERTURBATION THEORY

A. General setup for N = 4

We construct a time-dependent perturbation theory to
model the transfer of population between states within our
coherent state model. Within the assumptions made we have
only N/2 possible (time dependent) states to include. Focusing
on the case of N = 4, we have a wave function at time t of

ψ(t) � c2,2(t)ϕ2,2(t) + c1,3(t)ϕ1,3(t), (21)

which must solve the Schrödinger equation

i
d

dt
ψ(t) = [(HL + HR) + HI ]ψ(t). (22)

Taking the Hamiltonian on the fundamental region x1 � x2 �
x3 � x4, and noting the time dependence of Eq. (7), this
implies

i[ċ2,2(t)ϕ2,2(t) + ċ3,1(t)ϕ3,1(t)c2,2(t)ϕ̇2,2(t) + c3,1(t)ϕ̇3,1(t)]

= c2,2(t){iϕ̇2,2(t) + HI (2)ϕ2,2(t)}
+ c3,1(t){iϕ̇3,1(t)N1,3[HI (1)ψ1,3(t) + HI (3)ψ3,1(t)]},

(23)

with HI (n) given in Eq. (5) and the dots denoting time
derivatives. Canceling terms and using the orthonormality
of ϕN,n−n(t), we can simplify Eq. (23) to the two coupled
differential equations

iċ2,2(t) = N1,3(t)c3,1(t)〈ϕ2,2(t)|[HI (1)|ψ1,3(t)〉
+HI (3)|ψ3,1(t)〉] + c2,2(t)〈ϕ2,2(t)|HI (2)|ϕ2,2(t)〉,

(24a)

iċ3,1(t) = N1,3(t)c3,1(t)〈ϕ3,1(t)|[HI (1)|ψ1,3(t)〉
+HI (3)|ψ3,1(t)〉] + c2,2(t)〈ϕ3,1(t)|HI (2)|ϕ2,2(t)〉,

(24b)

where we have introduced the compact notation
〈f (x1, . . . ,xN )|O(x1, . . . ,xN )|f ′(x1, . . . ,xN )〉

= N !
∫ x2

−∞
dx1 . . .

∫ ∞

−∞
dxNf ∗(x1, . . . ,xN )

×O(x1, . . . ,xN )f ′(x1, . . . ,xN ). (25)

So far this is essentially an exact description of the two-state
system. As we initially have c2,2 = 1, we can consider a
perturbative solution with |c3,1(t)| � |c2,2(t)| as a regime of
validity.

Formally, we perturb [HL(2) + HR(2)] by HI (2). Within
first-order perturbation theory, this is equivalent to solving

Eq. (24) after dropping all terms with a prefactor of c3,1(t).
Hence we have

iċ2,2(t) � c2,2(t)〈ϕ2,2(t)|HI |ϕ2,2(t)〉, (26a)

iċ3,1(t) � c2,2(t)〈ϕ3,1(t)|HI |ϕ2,2(t)〉, (26b)

where we have dropped the argument of HI (2) for notational
simplicity. We note that 〈ϕ2,2(t)|HI |ϕ2,2(t)〉 is periodic with a
periodicity (T = π ), half that of the oscillator period. The ma-
trix element 〈ϕ3,1(t)|HI |ϕ2,2(t)〉 is a product of a function with
period T = π , and the complex exponential exp(−i�Eintt)
of the energy difference between the intracluster degrees of
freedom in both configurations �Eint = 2E(2) − E(3). For the
range of values we consider we can use Eq. (4) for E(n) and
�Eint ≈ −[g2/2 + 7/(12g2)] is a good estimate.

Denoting the periodic component of the interaction terms
〈ϕn,N−n(t)|HI |ϕ2,2(t)〉 as fn,N−n(t), we must therefore solve

iċ2,2(t) � c2,2(t)f2,2(t), (27a)

iċ3,1(t) � c2,2(t)f3,1(t) exp (−i�Eintt) , (27b)

with the boundary condition c2,2(0) = 1. The interaction time
between the two states is proportional to internal size of the
states and inversely proportional to the relative velocity at
collision which is proportional to 1/x0.

B. Instantaneous interaction approximation

We assume x0 is not small and the coupling parameter
g to be large and negative, corresponding to the regime of
solitonlike dynamics. In this regime, excited internal states
of |ψn,N−n(t)〉 (states which are not just an n and N − n

atom ground state undergoing simple harmonic oscillation) are
energetically suppressed. Therefore c3,1(t) and c2,2(t) really do
denote occupations of the states of Eq. (12). The magnitude
of the interaction term, 〈δ(xn − xn+1)〉, does not increase with
the collision velocity, but the time for which it is significant
decreases asymptotically as 1/x0, along with its effect on the
system. Therefore if x0 is large we can treat the interaction
as a δ function in time and thus approximate the periodic
component as

f (t) ≈
∞∑

k=0

δ(t − π/2 − kπ ). (28)

We then assume f2,2(t) = A(g)f (t) and f3,1(t) = B(g)f (t)
(which also implies A < 0 as g < 0). This approximation can
also be considered valid even in the limit |g| � 1 with g < 0,
provided the separation is sufficiently large. Breakdown of the
approximation is expected to occur when significant relative
phase evolution between the two states occurs during collision,
hence �Eint/x0 is effectively our small parameter.

We can use the results for phase shifts from soliton
collisions in free space [21], to give an expression for A(g)
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in the strongly interacting limit5

A(g) ≈ −2
n∑

j=0

(2 − δj,0 − δj,n) tan−1

(
|g|N/2 − n + j

prel

)
.

(29)

Note that δj,k denote Kronecker δ functions and prel is the rela-
tive momentum (per atom) between the two solitons, which in
our system is a superposition of values, and for the purposes of
this perturbation theory we will simply take the average value
pr(2,2) ≈ 2x0. Our perturbation theory does not formally in-
clude the interaction between left and right sides in the trimer-
singlet configuration as are assuming c3,1 is small, hence the
phase of c3,1(t) is set purely by the unperturbed time evolution
and c2,2(t). This phase shift would only matter if we solved
Eq. (24) with higher-order time-dependent perturbation theory.

Using this new function to solve Eq. (27b) with c22(0) = 1
gives6

c2,2(t) � exp

[
−iA(g)

∫ t

0
dt̃f (̃t)

]
= exp

(
−iA(g)

⌊
t

π
+ 1

2

⌋)
(30)

with �x� meaning round x down to the next integer. We
can therefore calculate the time dependence of the other
component to be

c3,1(t) � −iB̃(g)
�t/π−1/2�∑

k=1

exp [−ik (�Eintπ + Ag)] , (31)

with B̃(g) = Be−i�Eintπ/2(1 + e−iAg)/2 a rescaled constant (an
empty sum is assumed to be zero). If all the terms in the sum of
Eq. (31) are of the same phase, within first-order perturbation
theory the population of the c3,1 state will increase linearly,
in what we can conjecture to be a resonant transfer. Due to
the assumption that |c3,1|2 � |c2,2|2, we cannot predict longer
term trends, such as whether the population of the c3,1 state will
rise to a steady value where it will stay or if a long time-scale
oscillatory behavior will occur between c2,2 and c3,1. We will
see later in the numerics of Sec. V that the latter effect of long
time-scale cyclic transfer occurs.

In order to derive an accurate expression we have found it
necessary to also include a correction to the pseudoperiod
δ = Tpseudo − π ≈ αg (which is observed in our results,
cf. Sec. V) and predict the kth resonance to occur when

2kπ = A + �Eint(π + δ), (32)

with �Eint = 2E(2) − [E(3) + E(1)] the energy difference be-
tween the internal degrees of freedom at g = grs and k

a positive integer. Analytic solutions are not available to
Eq. (32), so in general it must be solved numerically. However,
we can expand A as a power series in g/x0 to try and predict
the first resonance, A ∼ 5g/2x0 − 17g3/96x3

0 + O(g/x0)5.
Taking �Eint ∼ −g2/2 and approximating A to lowest order

5In [21] this phase shift is denoted as θ (n1,p1,n2,p2).
6Note that

∫ y

−∞ dxδ(x − x0)g(x) = �(x0 − y)g(x0), with �(x) the
Heaviside step function; a sum of equally spaced step functions can
be expressed as a floor function.

A ∼ gÃ, we can use this expression to predict low-lying
resonances,

2kπ = Ãgrs + g2
rsπ

2
,

grs = − Ã +
√

Ã2 + 4kπ2

π

∼ −2
√

k − Ã

π

(
1 + Ã

4
√

kπ

)
− O

(
A4

k

)
. (33)

Additionally we can see that in the limit g/x0 → −∞, the
phase shift A(g) → −3π ,

grs ≈ 2
√

2k + 1√
2 − α

√
2k + 1

∼ 2
√

k + 1/2 + α(k + 1/2). (34)

In either case the proportionality to 2
√

k seems to be a common
feature, with only small corrections from the interaction phase
shift. We expect the predictions of Eq. (32) to be only
approximately correct and only valid in the regime when c13(t)
is small and when the relative phase between the two states
alters by an amount much less than 2π during the collisions. In
the Appendix we extend these predictions to states with more
than four atoms, keeping within the two-state model.

IV. NUMERICAL METHODS

A. Determination of the wave function and convergence

We use an exact diagonalization method using a Fock space
of Hermite functions which are eigenfunctions of the nonin-
teracting Hamiltonian, i.e., states of the form |n0, . . . ,nmax〉
with

∑
k nk = 4, truncated via a bare energy cutoff condition∑

k knk � η. In order to reduce the required basis size we make
use of the separability of the center-of-mass Hamiltonian as
outlined in our previous work [23]; this projects the matrix
elements of operator expectation values into a basis in which
the center of mass is in the ground state, considerably reducing
the basis size.

Despite this reduction in basis size, the need to resolve two
length scales (the trap of order unity and internal structure of
the solitons scaling as 1/|g|) means that for a finite basis size
this method will always fail for sufficiently large and negative
|g| values. We quantify this discrepancy via two quantities,
the fidelity with our numerical initial state ψnum(x1, . . . ,xN ,0)
and the actual initial state ψ(x1, . . . ,xN ,0):

Fidelity = |〈ψnum(x1, . . . ,xN ,0)|ψ(x1, . . . ,xN ,0)〉|2, (35)

and the energy difference between the two (constant for all
time):

Energy discrepancy = 〈ψnum(x1, . . . ,t)|H |ψnum(x1, . . . ,t)〉
− 〈ψ(x1, . . . ,t)|H |ψ(x1, . . . ,t)〉,

(36)

with H the full Hamiltonian. This is plotted in Fig. 1, with
x0 = 3 and a cutoff η = 113. While the fidelity remains
good (>0.99) over the range we considered, the energy
difference grows to several harmonic oscillator units. The
effect of this energy difference is discussed later in the results
section. Raising η improves convergence, however there are
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FIG. 1. (Color online) Fidelity [left axis, falling line, defined via
Eq. (35)] and energy difference [right axis, rising line, defined via
Eq. (36)] between the numerical initial condition and analytic initial
condition for a range of |g| (with g < 0). Initial energy is always
overestimated in the numerics as the basis set cannot accurately
resolve states on the length scales required. When considering the
relative size of the energy discrepancy, we note that the interaction
energy for our initial condition scales as −g2 in the harmonic units
used.

technical difficulties limiting our ability to do this. Although
the final number of basis states (in the reduced basis) remains
manageable, the projection of the Hamiltonian and matrix
representations of operators into this reduced basis involves
calculating all the matrix elements in the full basis, before
projecting into the zero center-of-mass excitation basis. This
full basis scales much more rapidly as η is increased, and
so initially computing all the operators becomes increasingly
demanding numerically.

B. Operator of interest

Time evolution of the wave function is easily obtained
once the Hamiltonian is diagonalized, by projecting into
occupations of the numerical eigenstates. Analytically we are
primarily interested in the populations of the ϕ3,1(t) and ϕ2,2(t)
states, however due to many neglected effects it is not practical
to look for these directly. We instead investigate properties
related to the number-to-the-right operator,

N̂R =
∫ ∞

0
dx�̂†(x)�̂(x), (37)

where �̂(x) is the Bosonic field operator. This operator is
particularly interesting as it is possible to measure this quantity
experimentally in the scheme described in Sec. II B and [28],
one could switch on the second laser to return to a deep, double
frequency superlattice and directly image each lattice site. First
we consider the standard deviation of its expectation value

�NR =
√〈

N̂2
R

〉 − 〈N̂R〉2, (38)

noting that by symmetry 〈N̂R〉 = N/2 = 2. Additionally we
are interested in looking at the positions of the oscillating
dimer, singlet, and trimer states. In order to achieve this we
consider splitting our wave function into eigenstates of N̂R ,
denoted |ψn〉, which satisfy N̂R|ψn〉 = n|ψn〉; hence we have

|ψ〉 = a0|ψ0〉 + a1|ψ1〉 + a2|ψ2〉 + a3|ψ3〉 + a4|ψ4〉. (39)

By symmetry we must also have a0 = a4 and a1 = a3; two are
redundant and define

Pn,N−n(t) = |an|2 + (1 − δn,N/2)|aN−n|2, (40a)

Rn,N−n(t) = 〈ψn|x�(x)|ψn〉, (40b)

σn,N−n(t) = √〈ψn|x2�(x)|ψn〉 − Rn,N−n(t)2, (40c)

with �(x) the Heaviside step function. These quantities are
the probability to find n or n − N/2 atoms to the right (and
n − N/2 or n to the left) of the trap, the right side expectation
value for a given number of atoms, and the standard deviation
of this quantity, respectively.

C. Relationship with the two-state model

In order to relate these values to our two-state model
described in Sec. II D, we note that when there is little overlap
between the left- and right-hand sides P4,0(t) should be close
to zero and if we additionally assume there is not a significant
population of states with three or more bound states we can say
Pn,N−n(t) ≈ |cn,N−n|2. When the left and right states overlap
during collisions, it is no longer possible to distinguish the left
and right sides and there is a higher probability to find all four
atoms to one side of the trap regardless of the relative popula-
tions c1,3 and c2,2. P4,0(t) can reach a maximum of 1/24, the
value it would take for a product state located at the trap center.
Therefore P4,0(t) can be used to quantify the amount of col-
lision occurring; an increase in position uncertainty between
left and right states will cause this value to be less peaked as
collision time becomes less well defined as was the case in [28].

The quantity �NR is related in much the same way
to the coefficients c1,3 and c2,2, again only in the ab-
sence of any left-right overlap. In terms of the num-
ber state decompositions of Eq. (39) we have �NR =√

|a1|2 + 22|a2|2 + N2 · · · + |aN |2 − (N/2)2. If we consider
again that P4,0(t) = 2|a4|2 ≈ 0, and that |a2|2 + 2|a3|2 +
2|a4|2 = 1, we can simplify to obtain �N2

R ≈ 10|a3|2 +
4|a2|2 − 4 = 2|a3|2 which is in turn equal to |c1,3|2 within
the time-dependent perturbation theory. Therefore it would
seem that a value of �NR = 1 while P4,0(t) remains negligible
would imply complete population transfer to the triplet-singlet
state has occurred. However, this is complicated by the fact that
the configurations with more than two bound states, discussed
in Sec. II F, may also be populated. We note that we have
no direct way to examine this, which will remain an issue in
interpreting the results and will be an area for future research.

V. RESULTS

A. Effect of initial position x0

Figure 2 shows the (minimum) value of �NR , given by
Eq. (38), obtained after the first collision. Note that even as
g → 0 this quantity is finite and of the order exp(−x2

0 ) from
the finite overlap at the trap center in the initial condition,
and is therefore not directly related to the trimer-singlet state
population, but should give a good estimate. Two clear regimes
emerge: the low |g| regime in which lower x0 leads to more
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FIG. 2. (Color online) Minimum left-right number uncertainty
�NR after a single collisions for different values of x0 (given in
the legend). Note that the values at g = 0 should be of the order
exp(−x2

0 ). For large |g| the relationship is quadratic.

transfer due to the additional interaction time, and a high |g|
regime in which �NR increases with high x0. The latter may
be explained by the additional energy allowing for transfer to
three or four cluster states, and/or that the reduced interaction
time means that the dimer-dimer state evolves less in phase
during the collision, leading to less destructive mixing into the
trimer-singlet state.

B. Identification of an effective pseudoperiod

Attractive interactions between the left and right bound-
state clusters are expected to shorten the effective period
of oscillation. Figure 3(a) shows the peaks in the Fourier
transform of �NR(t) at different values of |g| (with g < 0)
along with the values at g = 0; Fig. 3(b) shows the residuals
between these lines, along with linear fits. The constant offsets

)
(

FIG. 3. (Color online) With x0 = 3: (a) Frequency of the first
three peaks in the Fourier transform of �NR(t) (multiplied by π )
compared to the noninteracting values; pluses in the dotted line denote
approximate locations of the transfer resonances. (b) Difference
between these peak locations and the noninteracting values along
with linear fits; equations for fits are shown in the figure inset.
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FIG. 4. (Color online) (a) Minimum value taken by �NR after a
given collision for a range of |g| (with g < 0). (b) Lines corresponding
to near resonant values of |g|. The oscillatory behavior appears to
occur with shorter periods at higher |g|, the largest value however
does not follow this pattern and is likely an artifact from the numerical
breakdown.

should be zero, however, the data are not perfectly linear and
are not expected to be. These fits can be used to identify
an effective pseudoperiod; we are interested in the first line
(the other two are approximately integer multiples of the
gradient) which can be used to improve our predictions of the
resonances. Denoting this first fit as δ̃ ≈ −0.009g, this term is
related to δ = Tpseudo − π in Sec. III B via δ = −δ̃π/(1 + δ̃).

C. Position of the transfer resonances

In Sec. III B we derived analytic estimates for the values
of g at which the transfer resonances were expected to occur.
By numerically solving Eq. (32) (with δ obtained from Fig. 3
as discussed in the period section) for x0 = 3 we estimate the
first four resonances to be at

grs ∼ −2.4, − 3.2, − 3.9, − 4.4. (41)

Our numerical calculations, plotted in Fig. 4(a), show the
minimum value obtained by �NR after a particular collision
(data are in discrete blocks around π in time). For particular
values of g this reaches large values to a phase-matching
condition leading to constructive mixing between the two
states. At first the numerics agree with our prediction, with
the first resonance observed at g = −2.28, however, the higher
predicted values agree progressively less and less well with the
observed positions, being found at g ∼ −3.4, − 4.3, − 5.2.
The reason for this is almost certainly that the finite basis set
used means that (E2,2 − E3,1) is inaccurate. We expect the
numerically calculated energy difference to be lower7 than the

7While both E2,2 and E3,1 will be overestimated in the numerics, it
is possible that the difference could be larger if E2,2 is overestimated
much more than E3,1.
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FIG. 5. (Color online) (a) Probability of finding n atoms to the right of the trap; (b) right side position expectation value on components of
the wave function with exactly n atoms to the right; (c) variance in this value.

analytic estimates. This has the effect of shifting the resonances
to higher values and our numerical results are qualitative
rather than quantitative. We note that neither the analytic nor
numerical resonance position values shift significantly as x0 is
varied.

There are also the issues of the impact of confinement,
which should make the solitons narrower for a given g, and
therefore modify phase shift from collisions. Additionally
there is a distribution of momenta which has not been
accounted for; we have simply used the mean value. Finally
the back-reaction of the terms proportional to c3,1 in Eq. (24)
could shift the resonances by an amount of the order of the
width of the resonance, and the finite interaction time becomes
more important for increasing |g|. However, none of these
effects are expected to be significant enough to account for the
discrepancy at large g, which is currently a numerical issue.

Figure 4(b) takes values close to these resonances; the
fourth resonances (“+” markers) does not follow the same
long-time oscillatory pattern as the others, which we assume
to be due to numerical breakdown. In principle the values of
�NR when the states are well separated should be equal to
c3,1 in our two-state model. However, an increase in relative
position uncertainty between the left and right states means
that some part of the wave function is always in collision and
hence the oscillations appear to become less extreme at later
times. This effect is explained in more detail in the next section.

An important experimental consideration is the effect of
decoherence. Interactions with the wider environment could
act in similar way to a number measurement on one side of the
system, transforming the state from a superposition of three
left and one right and vice versa to a statistical mixture of both
possibilities. The state of three atoms on one side and one on
the other is however not a fully symmetric state about the trap
center. The odd components of the wave function cannot mix

back to the original state, which will further reduce the partial
revivals in Fig. 4(b). These revivals could be experimentally
measured by repeated runs of an experiment, and performing
number measurements at different times. This would provide
strong evidence for the quantum-mechanical nature of the
superposition (or lack thereof).

D. Number resolved dynamics

We now focus on the quantities defined in Eq. (40); these
focus on amplitudes of different number states and expectation
values of right-side operators. For again x0 = 3 and g = −3.39
(second resonant value), Fig. 5(a) shows how these amplitudes,
relating to the probability of a measurement of N̂R giving 0
or 4, 3 or 1 and 2, vary in time. P4,0 should be negligible
except during collisions; this is initially the case but gradually
appears to “smear out,” with less well defined peaks. This effect
is quite significant, even by t = 50 when maximum transfer
is has occurred to the trimer-singlet state at g = −3.39 and so
we cannot determine exactly how much population has been
transferred.

Figure 5(b) shows the Rn,N−n values, which follow parti-
clelike tracks in a harmonic oscillator potential, except where
they near zero and this quantity is less meaningful. The
maximum amplitude of the single-particle oscillation is 5.9
whereas Eq. (15) predicts an amplitude of 5.6, in reasonable
agreement given the assumptions made in the model and
limited numerical convergence of the state energies.8 The fact
that the early time expectation values for n = 3 and n = 1
roughly follow these harmonic oscillator tracks, as predicted

8The total energy for these parameters is around one harmonic
energy unit great than would analytically be predicted.
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within the two-state model, combined with the increasing
probability P3,1, is the strongest evidence for the importance
of the trimer and single atom superposition state. If the
collisions were mixing significant population into states with
more than two clusters, then R1,3 could not obtain such a high
maximum value because of energy conservation. The position
uncertainty increase means that at late times these expectation
values no longer have the same clearly defined particlelike
tracks, tending more towards the time-averaged displacement
in the particlelike trajectories. Finally, Fig. 5(c) shows the
right-side-position uncertainty of each of the number-resolved
values, which increases to a maximum as the relative position
uncertainty between the left and right states becomes larger for
all possible number configurations. This is further evidence for
an increase in the uncertainty in the separation between the left
and right sides.

VI. CONCLUSIONS AND OUTLOOK

We have derived an analytical model that predicts that
collisions between quantum solitons (initially of definite num-
ber) in the presence of harmonic confinement will introduce
mixing into states with different numbers of atoms in each
soliton, thus creating a relative number uncertainty between the
soliton. This model also allows us to predict particlelike
trajectories for each different number state oscillating in the
trap, although it has not been possible to analytically include
the increased relative position uncertainty from collisions in
our current work.

Our simple two-cluster model predicts that for specific val-
ues of the interaction strength g, a phase-matching condition
is achieved between initial state of two N/2 clusters and a
state which is a superposition of N − 1 atoms to the left
(right), and one atom to the right (left). This means repeated
collisions transfer population to this state (and possibly others)
constructively, at least while the populations of this state are
much lower than the population of the state with two N/2
clusters, leading to what we refer to as a transfer resonance.

We observe these transfer resonances in the numerics
for N = 4, cycling population between the dimer-dimer and
trimer-singlet states on long time scales. Stronger interactions
make this transfer faster, allowing for a state of very high
relative number uncertainty to be created before the increase
in relative position uncertainty means it is no longer possible to
determine at what times the states are well separated. However,
our numerical method, based on exact diagonalization, suffers
some convergence issues for the |g| � 1 regime, leading
to discrepancies between our numerical energies and those
predicted analytically. This is thought to shift the resonances
from their true locations and possibly to affect the rate of
transfer, however, it confirms that such resonances should
exist, at least for the N = 4 case. Additionally the numerics
indicate that the collisions transfer populations between
the states cyclically on long time scales, beyond what is
possible to predict from first-order perturbation theory. Despite
the convergence issues, we still expect the numerics for the
lowest resonance to be accurate as the energy and fidelity
discrepancies between our analytical initial condition and our
numerical initial condition (energy is conserved throughout

the simulation) are small, and the second and third resonances
should be qualitatively correct.

It would be of great interest in future research to test the
general predictions made via our perturbation theory for a
larger numbers of atoms, shown in the Appendix. It may be
possible to use our numerical method with larger numbers of
atoms, however other more adaptive methods such as TEBD
[56,57] and MCTDHMB [58] are also available to study many-
body dynamics if this proved too difficult. Numerics based
on the Bethe-ansatz states should also be a possibility in the
strongly interacting regime.

ACKNOWLEDGMENTS

We would like to thank the UK EPSRC for funding (Grants
No. EP/G056781/1 and No. EP/K03250X/1).

APPENDIX: RESONANT PREDICTIONS FOR N > 4

1. Predictions within the two-cluster model

We can also extend the time-dependent perturbation theory
of Sec. III B in order to consider the situation for N > 4,
if we again assume our state space to be limited to that of
two-cluster states [formalized in Eq. (12)] and proceed with
the same time-dependent perturbation theory, assuming all
cN/2−n,N/2+n except cN/2,N/2 are small.9 The relative energy
difference between two clusters of N/2 atoms and a state with
clusters of size N/2 − n and N/2 + n is given in the limit
|g| � 1, g < 0 as

�Eint(N/2 − n,N/2 + n) ∼ g2Nn2

8
. (A1)

We follow the same procedure as before to derive a con-
dition for cN/2−n,N/2+n to increase resonantly, taking An ≈
θ (N/2,N/2,2x0). Because we are not going to numerically
determine these resonances, we just expand An = gÃn +
O(g2) to examine the low-lying resonances, which gives

grs(k) = −4

∣∣∣∣∣∣
Ãn ±

√
Ã2

n + Nkn2π2

n2Nπ

∣∣∣∣∣∣
∼ −4

√
k

n
√

N
− O

(
Ãn

n2N

)
, (A2)

for the kth resonance. For simplicity, we assume all An to be
negligible in what follows. This should always be possible
in the limit of x0 � 1, as the interaction time tends to zero.
Letting n = N/2 − 1, k = 1, we obtain the resonant condition
for mixing to the singlet plus N − 1 atom bound-state
configuration, which is achieved for the weakest interaction
strength of g ∼ −4/[(N/2 − 1)

√
N ]. We note that for fairly

modest N � 10, this begins to violate the strong interaction
condition N |g| � 1 and so would need to be modified for
general N . Full population transfer to this state would give
�N2

R = N2/4 − N + 1, which has the same leading-order

9A different model for which nth-order perturbation theory produces
small results for n = 1,2 . . . n′ − 1, but large results for n = n′, can
be found in [59].
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term as the NOON state, making it potentially interesting for
interferometry. Additionally, because this state is the most
energetically favored, all the others are nonresonant (in fact
likely close to antiresonant) and should only accumulate a
small population. The reduction in the magnitude of the
rescaled interaction strengths may make this more experimen-
tally favorable.

2. Effect of configurations with three or more bound states

With N > 4, states with three or more clusters are not all
energetically suppressed, as was the case in our discussion in
Sec. II F; mixing to such states will likely yield new and richer
physics, beyond that considered in our perturbation theory.
However, these multiple cluster states will still have an internal
phase evolution which should not evolve by a multiple of 2π

every half oscillator period when the N − 1,1 state is at its
first resonance, due to the fact that the internal energy of any
three-cluster state must be higher. For instance, the state with
an N − 2 atom bound state and two free atoms, all of which

are undergoing simple harmonic oscillation and considered
only to interact during collisions, will have an internal energy
of

2E(N/2) − E(N−2)

≈ g2[(N − 3)(N − 2)(N − 1) − (N2/4 − 1)N ]

24
, (A3)

in the strongly interacting limit. As we mentioned this is not
valid for N � 10 as g = −8/[(N − 2)

√
N ] where we expect

the first transfer resonance. At this point we have

�Eint = N2 − 6N + 4

4N (N − 2)
, (A4)

meaning the phase will not change by an integer fraction
between collisions, and hence this state cannot be resonant.

It therefore seems quite possible that these transfer reso-
nances would still be present for larger N , at least into the
N − 1 bound state plus single atom configuration, and would
be a viable method to create states with very nonclassical
relative number statistics about their center. However, further
numerics or experiments would be needed to confirm this.
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Pupillo, and H.-C. Nägerl, Science 325, 1224 (2009).
[46] V. Yukalov and M. Girardeau, Laser Phys. Lett. 2, 375 (2005).
[47] A. Minguzzi and D. M. Gangardt, Phys. Rev. Lett. 94, 240404

(2005).

[48] T. Kinoshita, T. Wenger, and D. S. Weiss, Nature (London) 440,
900 (2006).

[49] J. Sebby-Strabley, M. Anderlini, P. S. Jessen, and J. V. Porto,
Phys. Rev. A 73, 033605 (2006).

[50] M. Greiner, O. Mandel, T. W. Hansch, and I. Bloch, Nature
(London) 419, 52 (2009).

[51] T. Busch, B. G. Englert, K. Rzążewski, and M. Wilkens, Found.
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