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Probing phase-space noncommutativity through quantum beating, missing information,
and the thermodynamic limit
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In this work we examine the effect of phase-space noncommutativity on some typically quantum properties
such as quantum beating, quantum information, and decoherence. To exemplify these issues we consider the
two-dimensional noncommutative quantum harmonic oscillator whose component behavior we monitor in time.
This procedure allows us to determine how the noncommutative parameters are related to the missing information
quantified by the linear quantum entropy and by the mutual information between the relevant Hilbert space
coordinates. Particular questions concerning the thermodynamic limit of some relevant properties are also
discussed in order to evidence the effects of noncommutativity. Finally, through an analogy with the Zeeman
effect, we identify how some aspects of the axial symmetry of the problem suggest the possibility of decoupling
the noncommutative quantum perturbations from unperturbed commutative well-known solutions.

DOI: 10.1103/PhysRevA.88.012101 PACS number(s): 03.65.−w, 03.67.−a

I. INTRODUCTION

Loss of quantum coherence, quantum entanglement, quan-
tum beating, wave-function collapse, and several related
issues are at the heart of quantum features that must be
necessarily considered in order to construct a suitable quantum
measurement theory [1–3]. These effects allow for a better
understanding of the frontiers between quantum and classical
descriptions [2] as well as, for instance, on the generation
of superposition states of mesoscopic systems, known as
Schrödinger cat states [4,5].

The central question examined in this work concerns
typically quantum mechanical features in the context of a
phase-space noncommutative (NC) extension of quantum
mechanics (QM) [6–9]. More particularly, the effect of phase-
space noncommutativity on phenomena such as quantum
beating, missing information, and decoherence.

To start with, noncommutativity in the configuration space
has been first suggested as a way to regularize quantum
field theory [10]. Furthermore, it is a long-held belief that in
quantum theories which include gravity, the nature of the space
time is modified at the Planck scale, and that noncommutativity
must be considered at high energy scales. Noncommutative
geometry is also encountered in the context of string theory
and M theory [11–13]. We also mention that several aspects
of NC theories have been studied, including noncommutative
gauge and field theories [14–19].

In the quantum mechanical context, NC extensions have
been discussed with respect to the quantum Hall effect [20,21],
for electrons in a magnetic field projected to the lowest level
in the Landau problem in the phase space [14], for the two-
dimensional (2D) quantum harmonic oscillator in Cartesian
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coordinates [22], and in the gravitational quantum well for
ultracold neutrons [23,24]. The NC QM is supported by
canonical extensions of the Heisenberg-Weyl algebra [23–28].
The theory lives in a 2d-dimensional phase space where time
is required to be a commutative parameter, and coordinate and
momentum variables obey an NC algebra [c.f. Eq. (21)].

It is important to stress that phase-space NC extensions of
QM have striking features. These include putative violations of
the Robertson-Schrödinger uncertainty relation [8], a feature
that has somehow been observed in a recent experiment [29].
Moreover, the regularizing features of phase-space NC QM are
remarkable and shown in minisuperspace quantum cosmology
models [30], and in black-hole physics where a L2 wave
function can be found and the singularity problem can be
resolved [31,32].

The phase-space NC extension of QM is more suitably for-
mulated in the Weyl-Wigner-Groenewold-Moyal (WWGM)
formalism for QM [33–35]. Its framework inspired on
the understanding of the QM statistical structure has been
developed in the last years [6,36–47]. It is thus fairly natural
to use the WWGM formalism in our study of the 2D
quantum harmonic oscillator. As will be seen, NC introduces
several conceptual subtleties in describing the dynamics of
quantum systems and affect some typical quantum phenomena
such as quantum beating, ensued missing information, and
wave-function distortions. The quantum beating related to the
interchange of information between the Hilbert subspaces of
the problem are, as will be seen, exclusively due to the NC
properties. Not less important, is the missing information due
to probability distribution distortions, which can be displayed
through the coupling of NC degrees of freedom to a thermal
reservoir.

The outline of this manuscript is as follows. In Sec. II,
we review the Weyl-Wigner formalism and its applicability in
describing the NC extension of the QM in the phase space.
We report about the formal procedure for obtaining the energy
spectrum and the Wigner eigenfunctions (called stargenfunc-
tions in the phase-space representation of quantum mechanics)
of an NC quantum system through the Groenewold-Moyal star
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product in the NC phase space that exhibit both coordinate
and momentum noncommutativity. In Sec. III, we apply the
formalism to calculate the NC properties of the quantum
harmonic oscillator on the plane. Besides reproducing some
results on the associated eigenvalue (so-called stargenvalue)
problem of the harmonic oscillator in the NC phase space,
our emphasis is on obtaining the phase-space time evolution
that leads to the time dependence of the Wigner function. This
provides a fruitful framework for investigating NC effects. We
show how noncommutativity potentially affects the quantum
coherence of a state vector that is obtained through an arbitrary
quantum preparation procedure. Hints about the possibility of
observing noncommutativity through quantum beating effects
are discussed. The missing information quantified by the
linear quantum entropy is discussed in Sec. IV. The quantum
entropy destroyed by the NC character is quantified and a
well-defined prescription for the wave-function distortion in
thermodynamic equilibrium is obtained. Results for the ther-
modynamic limit of the internal energy, Boltzmann entropy,
and heat capacity are derived. The quantum issue of the 2D
NC harmonic oscillator is reformulated in Sec. V. It is shown
that some aspects of the axial symmetry of the problem allow
for a factorization of the NC effects. Obtaining a well-defined
quantum number and a factorizable wave-function component
for noncommutativity is shown to be relevant for quantifying
the NC effects on the 2D quantum harmonic oscillator. Finally,
we draw our conclusions in Sec. VI and address some related
issues concerning the anisotropic NC harmonic oscillator, and
possible extra linear contributions to the potential in space
coordinates.

II. THE WEYL TRANSFORM AND THE WIGNER
FUNCTION IN THE PHASE SPACE

The predictive power of QM relies on its formalism to
connect quantum observables to expectation values. In this
respect, the Wigner function and the Weyl transform establish
an alternative formulation to the better known Schrödinger
and Heisenberg frameworks. This formalism provides an
interesting insight into the nature of QM and its classical
limit. The Wigner representation has also the operational
advantage of exhibiting all the information about the state
vector in the phase space. This contrasts with the conventional
QM approach which provides information about position, or
momentum, but not both together. This formulation is akin to
the formalism of statistical mechanics.

The inception of the Wigner function is the definition of the
Weyl transform of an operator Ô(q̂,p̂) through the expression,

OW (q,p) =
∫

dy exp [i py/h̄] 〈q − y/2|Ô|q + y/2〉

=
∫

dy exp [−i q y/h̄] 〈p − y/2|Ô|p + y/2〉,
(1)

in both coordinate and momentum basis, where operators, q̂

and p̂, are converted into c numbers, q and p. The fundamental
property of the Weyl transform is that the trace of the product of
two operators, Ô1 and Ô2, is given by the phase-space integral

of the product of their Weyl tranforms [35,48] as

Tr{q,p}[Ô1Ô2] = h−1
∫∫

dq dp OW
1 (q,p) OW

2 (q,p), (2)

where h is Planck’s constant. The trace properties can be
related to the density matrix properties of the state vector
described by ρ̂:

Tr{q,p}[ρ̂Ô] = 〈O〉 = h−1
∫∫

dq dp ρW (q,p) OW (q,p).

(3)

By identifying the density matrix ρ̂ with |�〉〈�|, one can
define the Wigner function,

W (q,p) = h−1ρW =
∫

dy exp [i p y/h̄]

×�(q − y/2) �∗(q + y/2), (4)

which can be naturally generalized to a statistical mixture, such
that the expectation value of an observable Ô can be computed
through

〈O〉 =
∫∫

dq dp W (q,p) OW (q,p). (5)

By identifying �(q) with

�(q) = h−1
∫

dp exp [i p q/h̄] �(p), (6)

one straightforwardly obtains probability distributions for q

and p as ∫
dq W (q,p) = �∗(p) �(p) and

(7)∫
dp W (q,p) = �(q)∗�(q),

i.e., the Wigner function represents the distribution in the phase
space represented by �(q), and can also be computed from
�(p) as

W (q,p) =
∫

dy exp [−i q y/h̄] �(p − y/2)�∗(p + y/2).

(8)

Additional properties related to the density matrix theory can
be obtained from the above prescription [49,50]. Our interest
is mainly concerned with the definition of Tr[ρ̂2] as

Tr[ρ̂2] = h−1
∫∫

dq dp W (q,p)2, (9)

which demands for an extra normalization factor, h−1, in order
to keep consistency with the density matrix theory that sets
Tr[ρ̂2] = Tr[ρ̂] = 1 for pure states.

Providing a distribution in the phase space and a repre-
sentation for the expectation values of quantum observables
is not, nevertheless, an exclusive property of the Wigner
functions. A similar procedure could be implemented through
other function candidates to provide enough information
about the quantum systems. Given that it admits positive
and negative amplitude values, the Wigner function cannot
be strictly interpreted as a probability distribution. On its
hand, the Husimi distribution, for instance, is an alternative
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which ensures non-negative values and admits a probability
interpretation [51]. This distribution is largely used in quantum
optics [52] and to study quantum effects in superconductors
[53]. Likewise, to describe light in optical phase space, a third
proposal, the Sudarshan-Glauber P representation [54] is a
common tool.

Despite these examples, due to its simpler formulation, the
Weyl-Wigner formalism is the most often procedure used to
overcome some obstacles in quantum dynamics. To provide
an example of its functionality, let us recover the commutative
Heisenberg-Weyl algebra of the ordinary QM,

[Q̂i,Q̂j ] = 0, [Q̂i,P̂j ] = ih̄δij ,
(10)

[P̂i ,P̂j ] = 0, i,j = 1, . . . ,d.

The Weyl transform can be extended to a d-dimensional phase
space, {Q,P}, such that any quantum operator, O(Q,P; t), in
terms of c numbers, can be written as

OW (Q,P; t) =
∫∫

dx dyF (x,y; t) exp

[
i

h̄
(x · P + y · Q)

]
,

(11)

where, through the d-dimensional generalization of the Weyl
transform, one has

F (x,y; t) = h−d Tr{Q,P}

[
O(Q,P; t) exp

[
i

h̄
(x · P + y · Q)

]]
.

(12)

The algebra in Eq. (10) is recovered through the introduction
of the Groenewold-Moyal star product defined on the space of
commutative functions as

h � g = exp

[
�

2
εij ∂ri

∂sj

]
h(r) g(s)|r=s, (13)

where � is a suitable constant.
The main feature of WWGM phase-space formalism is that

〈�|O1(Q,P; t)O2(Q,P; t)|�〉
=

∫∫
dP dQ ρW (Q,P; t) OW

1 (Q,P; t) � OW
2 (Q,P; t), (14)

where

ρW (Q,P; t) = h−d

∫
dz exp

[
i

h̄
z · P

]〈
Q − z

2

∣∣∣∣ρ
∣∣∣∣Q + z

2

〉
,

(15)

which shares the same properties of the Wigner quasiprob-
ability distribution function from Eq. (11), once the density
matrix for a pure quantum state, ρ = |�〉〈�| is introduced.
The Moyal bidifferential star operator is given by

� = exp

[
ih̄

2
(
←−∇ Q · −→∇ P − ←−∇ P · −→∇ Q)

]
, (16)

such that the dynamics of the Heisenberg operator is denoted
by

ȮW (Q,P; t) = − i

h̄
[OW (0),HW (Q,P; t)]�

= i

h̄
(HW � OW − OW � HW ), (17)

which follows naturally from the WWGM formalism. From
the above construction, the commutative variables P and Q
satisfy the Hamilton equations of motion, namely

Ṗ = − i

h̄
[PW (0),HW (Q,P; t)]� = −�∇QHW ;

(18)

Q̇ = − i

h̄
[QW (0),HW (Q,P; t)]� = +�∇PHW,

and, therefore, the corresponding classical dynamics interpre-
tation is inherent from the formalism.

Once again, the Wigner function projection on configu-
ration and momentum spaces yields the quantum mechani-
cal configuration and momentum probabilities, respectively.
Although somewhat beyond the scope of this work, several
additional properties can be recovered from the WWGM
formalism [6,22,35]. For instance, by making use of the
integral representation, one has

OW
1 (Q,P) � OW

2 (Q,P)

= (2πh̄)−2d

∫
. . .

∫
dP′ dP′′dQ′ dQ′′OW

1 (P′,Q′)

×OW
2 (P′′,Q′′), exp

{
−2i

h̄
[P · (Q′ − Q′′)

+ P′ · (Q′′ − Q) + P′′ · (Q − Q′)]
}
, (19)

and obtains that∫∫
dP dQ HW (Q,P) � ρW (Q,P)

=
∫∫

dP dQ HW (Q,P)ρW (Q,P) = E, (20)

which shall be useful in the following stargenvalue problems
involving NC variables.

Turning to the extended NC algebra, the following commu-
tation relations are satisfied:

[q̂i ,q̂j ] = iθij , [q̂i ,p̂j ] = ih̄δij ,
(21)

[p̂i ,p̂j ] = iηij , i,j = 1, . . . ,d,

where ηij and θij are invertible antisymmetric real constant
(d × d) matrices, and one can define the matrix,


ij ≡ δij + 1

h̄2 θikηkj , (22)

which is an equally invertible if θikηkj �= −h̄2δij . Under a
linear transformation this algebra can be mapped into the usual
Heisenberg-Weyl algebra as in Eq. (10) via the Seiberg-Witten
(SW) map [13], which can be cast in the form,

q̂i = Aij Q̂j + Bij �̂j p̂i = Cij Q̂j + Dij �̂j , (23)

where A,B,C,D are real constant matrices. The above trans-
formation constrained by the NC relations from Eq. (10) is
easily shown to obey the following matrix equations [22]:

ADT − BCT = Id×d

ABT − BAT = 1

h̄
� (24)

CDT − DCT = 1

h̄
N,
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where A,B,C,D,�,N are matrices with entries
Aij ,Bij ,Cij ,Dij ,θij ,ηij and the superscript T stands for
matrix transposition, respectively.

The linear transformation ensures that the abovementioned
NC algebra admits a representation in terms of the Hilbert
space of ordinary QM. In the noncommutativity context, the
Wigner function is much more than a visual insight into the
meaning of quantum states. As it will be pointed out in
the following section, the Weyl-Wigner formalism is actually
the most natural approach for implementing the NC formalism.

III. THE TIME DEPENDENCE OF THE 2D NC
HARMONIC OSCILLATOR: QUANTUM

BEATING AND DECOHERENCE

The generalization of the Weyl functions and the Wigner
distributions to the NC phase space and the general fea-
tures of the Weyl-Wigner map, which includes its covariant
generalization to d-dimensional systems, have been formally
developed in Ref. [6]. The generalized star product, the
extended Moyal bracket, and the NC Wigner function have
been mathematically formulated, and it is found that the
extended Weyl-Wigner map is independent of any particular
choice of the SW map.

It is not our purpose to re-discuss here the mathematical
grounds of the formalism and its general applicability to
quantum systems, as performed in [6], but in order to relate
the noncommutativity properties with observable quantum
phenomena, it will suffice to apply its results to the well-known
harmonic oscillator on the plane.

The quantum mechanical problem of the 2D harmonic
oscillator is the most accessible system for which the NC
phase-space properties can be probed [6,22], and quantum
effects quantified.

Thus, let us consider the quantum Hamiltonian,

ĤHO(q,p) = p2

2m
+ 1

2
mω2q2, (25)

on the NC x-y plane, with spatial and momentum noncommu-
tativity being set by

[q̂i ,q̂j ] = iθεij , [q̂i ,p̂j ] = iδijh̄,
(26)

[p̂i ,p̂j ] = iηεij , i,j = 1,2,

with εij = −εij , such that the map to the commutative
operators is given by

Q̂i = μ

(
1 − θη

h̄2

)−1/2(
q̂i + θ

2λμh̄
εij p̂j

)
,

(27)

�̂i = λ

(
1 − θη

h̄2

)−1/2(
p̂i − η

2λμh̄
εij q̂j

)
,

through the SW map,

q̂i = λQ̂i − θ

2λh̄
εij�j , p̂i = μ�i + η

2μh̄
εij Q̂j , (28)

which is invertible when the parameters λ and μ are con-
strained by the relationship,

θη

4h̄2 = λμ(1 − λμ), (29)

with θη � h̄2, and with the corresponding Jacobian reading

∂(q,p)

∂(Q,�)
= (det �)1/2 = 1 − θη

h̄2 . (30)

The Hamiltonian in terms of the commutative variables, Q̂i

and �̂i , reads

HW
HO(Q,�) = α2Q2 + β2�2 + γ

2∑
i,j=1

εij �̂iQ̂j , (31)

where

α2 ≡ λ2mω2

2
+ η2

8mμ2h̄2 , β2 ≡ μ2

2m
+ mω2θ2

8λ2h̄2 ,

(32)
γ ≡ θ

2h̄
mω2 + η

2mh̄
.

Giving that, from Eq. (18), the commutative variables, Q
and �, satisfy the Hamilton equations of motion, one obtains
the following set of coupled first-order differential equations,

�̇k = − i

h̄

[
�k,H

W
HO

] = −2α2 Qk − γ εjk�j ,

(33)
Q̇k = − i

h̄

[
Qk, H

W
HO

] = 2β2 �k − γ εjkQj , k,j = 1,2,

so that Q and � may be interpreted as classical dynamical
variables within the WWGM formalism. The above equations
can be rewritten as two uncoupled forth-order differential
equations as

¨�̈k = −2(γ 2 + 4α2β2) �̈k + (γ 2 − 4α2β2) �k,
(34)

¨Q̈k = −2(γ 2 + 4α2β2) Q̈k + (γ 2 − 4α2β2) Qk,

from which one gets the solutions,

Q1(t) = x cos(�t) cos(γ t) + y cos(�t) sin(γ t)

+ β

α
[πy sin(�t) sin(γ t) + πx sin(�t) cos(γ t)],

Q2(t) = y cos(�t) cos(γ t) − x cos(�t) sin(γ t)

− β

α
[πx sin(�t) sin(γ t) − πy sin(�t) cos(γ t)],

�1(t) = πx cos(�t) cos(γ t) + πy cos(�t) sin(γ t)

− α

β
[y sin(�t) sin(γ t) + x sin(�t) cos(γ t)],

�2(t) = πy cos(�t) cos(γ t) − πx cos(�t) sin(γ t)

+ α

β
[x sin(�t) sin(γ t) − y sin(�t) cos(γ t)], (35)

where x, y, πx, and πy are arbitrary parameters, and

� = 2αβ = ω
√

(2λμ − 1)2 + ε2, (36)

with

ε = 1

2h̄

[
mωθ + η

mω

]
, (37)

so that γ = ωε. By conveniently noticing that � ∼ ω[1 +
O(ε2)] × |2λμ − 1| ∼ ω[1 + O(θ2, η2, θη)], one sees that the
NC parameters, θ and η, introduce second-order modifications
onto �. Likewise, the modifications due to γ = ωε correspond
typically to first-order effects. Notice that by setting ε = 0 one
recovers the solutions for the 2D harmonic oscillator with
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uncoupled x-y coordinates. The above results lead to time-
invariant quantities expressed by

2∑
i=1

(
α

β
Qi(t)

2 + β

α
�i(t)

2

)
= α

β
(x2 + y2) + β

α

(
π2

x + π2
y

)
,

2∑
i,j=1

[εij Qi(t) �j (t)] = x πy − y πx, (38)

which will be useful in the subsequent discussion.
The time evolution of the phase-space coordinates,

[Q1(t),�1(t)] and [Q2(t),�2(t)], for the NC harmonic oscilla-
tor are depicted in Fig. 1. We have considered the time scale in
the range [0,2π/�]. For convenience, we define an auxiliary
variable, ε,

ε = γ

�
= ε√

(2λμ − 1)2 + ε2
, (39)

in order to perform a nonperturbative analysis of the results. If
ε can be written as a rational number, one encounters a beating
effect along the phase-space trajectories. The same does not
occur for nonrational values of ε (c.f. the last plot in Fig. 1).

Following the notation of Sec. II, the stargenfunctions for
the Hamiltonian problem from Eq. (31) are obtained from the
stargenvalue equation,

HW
HO � ρW

n1,n2
(Q,�) = En1,n2 ρW

n1,n2
(Q,�), (40)

which, from the analysis developed in Ref. [22], results into

ρW
n1,n2

(Q,�) = (−1)n1+n2

π2h̄2 exp

[
−1

h̄

(
α

β
Q2 + β

α
�2

)]
×L0

n1
(�+/h̄) L0

n2
(�−/h̄), (41)

where L0
n are the associated Laguerre polynomials, n1 and n2

are non-negative integers, and

�± = α

β
Q2 + β

α
�2 ∓ 2

2∑
i,j=1

(εij�iQj ), (42)

such that the energy spectrum is given by

En1,n2 = h̄[2αβ(n1 + n2 + 1) + γ (n1 − n2)], (43)

and one has∫ +∞

−∞
dQ1

∫ +∞

−∞
d�1

∫ +∞

−∞
dQ2

∫ +∞

−∞
d�2 ρW

n1,n2
(Q,�) = 1.

(44)

From the results of Ref. [6], one realizes, using the
inverse SW map Eq. (27), the constraint Eq. (29), and the
normalization (det �)−1/2 = (1 − θη/h̄2)−1, that the reported
NC Wigner function is independent of λ,μ. The implications
of the above results for the wave-function time evolution are
discussed in the following.

A. Quantum beating and decoherence

The dynamical evolution of a state vector described by a
generic Wigner function, ρW (Q,�), follows the motion of
coordinates in the phase space, {Qi ,�i}. One has only to

FIG. 1. (Color online) Time evolution of the phase-space co-
ordinates, [Q1(t),�1(t)] and [Q2(t),�2(t)], for the NC harmonic
oscillator. The first plot line refers to the phase-space elliptical orbits
of commutative harmonic oscillators (as if one had set ε = 0 in
the NC map). From the second to the forth plot lines one has set
arbitrary values for ε, ε = 1/4, 1/10, and 1/100, respectively. The
precession motion describes close orbits for these cases. One has used
a BlueGreenYellow (GrayLevel) scale in order to denote the time scale
τ , varying from 0 [blue (dark gray)] to 2π/� [yellow (light gray)],
such that orbits start and finish at (x,πx) = (y,πy) = (1/

√
2,0). The

last pair of plots corresponds to ε = 1/2π , which does not result into
a closed orbit since it is not a rational number. By convenience, one
has set α = β, that is, equivalent to mω = h̄ = 1.
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ensure that each point of the Wigner function moves in the
correlated paths, 1 ↔ 2, as depicted for instance in Fig. 1 for
the NC harmonic oscillator. This is reflected by a characteristic
invariance property of Wigner functions that sets

ρW (Q,�) ≡ ρW (Q,�; t) = ρW ({x,πx},{y,πy}; 0), (45)

as one can obtain from the inverse transformation derived
from Eq. (35) [35]. If the state vector preparation follows the
prescription of the quantum numbers n1 and n2, from Eq. (38),
one can verify that the condition prescribed by Eq. (45) results
into stationary Wigner functions, ρW

n1,n2
(Q,�).

However, the properties of the Wigner function are not
constrained, in general, by the dynamics of the system. For the
NC harmonic oscillator, an analysis using the properties of the
Laguerre polynomials [c.f. Eq. (41)] shows that some features
are associated with the preparation of states rather than with
the physics of its time evolution.

One should notice that, for instance, by rewriting the
quantum numbers for the stargenvalues through the constraint
n = n1 + n2, the state vector can be prepared as a normalized
statistical mixture with a well-defined quantum number n as

ρW
n (Q,�) = (−1)n

1 + n

n∑
n1=0

ρW
n1,n2

(Q,�)

= 1

π2h̄2

(−1)n

1 + n
exp

[
−1

h̄

(
α

β
Q2 + β

α
�2

)]

×
n∑

n1=0

L0
n1

(�+/h̄) L0
n−n1

(�−/h̄), (46)

from which, by noticing that

n∑
n1=0

Lc
n1

(a)Ld
n−n1

(b) = Lc+d+1
n (a + b), (47)

one obtains

ρW
n (Q,�) ≡ ρW

n (ξ 2; 0)

= 1

π2h̄2

(−1)n

1 + n
exp (−ξ 2/h̄) L1

n(2ξ 2/h̄), (48)

where

ξ 2 = α

β
Q2 + β

α
�2 = α

β
(x2 + y2) + β

α

(
π2

x + π2
y

)
. (49)

Results from Sec. V suggest that such a normalized quantum
superposition, ρW

n (Q,�), can be related to the solution of
the commutative 2D harmonic oscillator written in terms of
axially symmetric coordinates. By using the same Laguerre
polynomial identity from Eq. (47), one can find the usual
decomposition of ρW

n (Q,�) into orthogonal Cartesian coordi-
nates, x and y, such that

ρW
n (Q,�) ≡ ρW

n (ξ 2) = (−1)n

1 + n

n∑
nx=0

ρW
nx

(
ξ 2
x

)
ρW

n−nx

(
ξ 2
y

)
(50)

represents the quantum superposition of normalized uncou-
pled pairs of one-dimensional (1D) harmonic oscillators,

where

ρW
nx,y

(
ξ 2
x,y

) = 1

πh̄
exp

[−ξ 2
x,y/h̄

]
L0

nx,ny

(
2ξ 2

x,y/h̄
)
, (51)

with ny = n − nx , and

ξ 2
x = α

β
x2 + β

α
π2

x , ξ 2
y = α

β
y2 + β

α
π2

y , (52)

where we have used Eqs. (45) and (49).
Since the state vector described by Eq. (48) does not exhibit

any NC effect from Hamiltonian Eq. (31), then a quantum
system can be arranged in order to exhibit the properties from
the state described by Eq. (48). However, even for the NC
phase space, ρW

n (ξ 2) describes a stationary state vector [c.f.
Eq. (38)]. The same is not true for the composition of state
vectors defined by

ρW
nx,ny

(Q,�; t) = ρW
nx

(
ξ 2
x

)
ρW

ny

(
ξ 2
y

)
→ ρW

nx
(Q,�; t) ρW

ny
(Q,�; t). (53)

For the NC scenario described through the dynamics arising
from Eq. (35) constrained by the invariance conditions,
Eqs. (45) and (49), one can obtain the explicit time dependence
for the state vector from Eq. (53) by noticing that the time
evolution of ρW

nx,y
(ξ 2

x,y) mix the components from x and y

phase spaces since one has that

ξ 2
x ∼

[(
α

β
Q2

1 + β

α
�2

1

)
cos (γ t)2 +

(
α

β
Q2

2 + β

α
�2

2

)

× sin (γ t)2 −
(

α

β
Q1Q2 + β

α
�1�2

)
sin (2γ t)

]
,

ξ 2
y ∼

[(
α

β
Q2

1 + β

α
�2

1

)
sin (γ t)2 +

(
α

β
Q2

2 + β

α
�2

2

)

× cos (γ t)2 +
(

α

β
Q1Q2 + β

α
�1�2

)
sin (2γ t)

]
. (54)

The above-defined state vectors are stationary for the commu-
tative case (γ = 0), and they have indeed a time dependence
mediated by γ .

To show how the noncommutativity affects the state vectors
prepared as pure states described by ρW

nx,ny
, one looks over the

time evolution of the traced-out Wigner functions (density
matrices) in the corresponding phase space. The traced-out
Wigner functions are defined as

ρ̃(1)
nx,ny

(Q1,�1; t) = Tr{2}
[
ρW

nx,ny
(Q,�; t)

]
=

∫ +∞

−∞
dQ2

∫ +∞

−∞
d�2 ρW

nx,ny
(Q,�; t),

(55)

ρ̃(2)
nx,ny

(Q2,�2; t) = Tr{1}
[
ρW

nx,ny
(Q,�; t)

]
=

∫ +∞

−∞
dQ1

∫ +∞

−∞
d�1 ρW

nx,ny
(Q,�; t).

(56)

i.e., tracing out over Q2,1 and �2,1 means integrating ρW
nx,ny

over these variables, so that the resulting Wigner function
in the Q1,2-�1,2 plane is obtained. Assuming that we look
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FIG. 2. (Color online) Quantum beating for the NC harmonic
oscillator described by the traced-out state vector ρ̃(1)

nx ,ny
(Q1,�1; t) in

the Q1-�1 plane, with ny = 2 and nx = 1 (first column), 2 (second
column), and 5 (third column). At time τ = 0 the Wigner function is
assumed to be centered at the origin (0, 0). One has considered time
intervals such that τ = kπ (8ε�)−1, with k = 0, 1, 2, 3, and 4 in order
to reproduce its time evolution through the sequence of five plots.
Notice that the prepared quantum state in Q1-�1 is projected into
the traced-out quantum state, by reproducing its wave pattern at τ =
π/(2ε�). It corresponds to the quantum beating effect with frequency
ωbeat = 2γ = 2ε�. The contour plot follows a BlueGreenYellow scale
from yellow (light gray) which corresponds to 1, to blue (dark gray)
which corresponds to 0.

over the time evolution of the state vectors along the x

direction, we consider the corresponding Wigner functions,
ρ̃(1)

nx,ny
(Q1,�1; t) as shown in Figs. 2 and 3. At time τ = 0,

the Wigner function corresponds to a description of the 1D
harmonic oscillator stationary state with quantum number nx .
The quantum beating effect due to the NC parameter γ is
obtained by looking over time-interval multiples of π (8ε�)−1.
The NC parameter ε = γ /� modifies the usual time behavior
of the commutative harmonic oscillator by generating the
quantum beat with frequency ωbeat = 2γ = 2ε�. Notice that

FIG. 3. (Color online) Quantum beating for the NC harmonic
oscillator described by the traced-out state vector ρ̃(1)

nx ,ny
(Q1,�1; t) in

the Q1-�1 plane, with ny = 1 and nx = 1 (first column), 2 (second
column), and 5 (third column). The resulting Wigner function in the
Q1-�1 plane is supposed to be centered at (Q1,�1) = (1, 0) at time
τ = 0. One has considered time intervals such that τ = kπ (8ε�)−1,
with k = 0, 1, 2, 3, and 4. Once again one notices a quantum beating
effect with frequency ωbeat = 2γ = 2ε�. In addition to the analogous
effects described in Fig. 2, the NC parameter ε introduces the preces-
sion motion that follows the phase-space maps like those in Fig. 1.

the initial quantum state in the Q1-�1 phase subspace collapses
into the traced-out quantum state, by reproducing its wave
pattern at τ = π/(2εω). The results depicted in Figs. 2 and
3 do not depend quantitatively on the auxiliary parameter ε

since we have chosen scale-independent values for τ .
To quantify the effect of the NC parameter γ over the time

evolution of the state vectors like those from Eq. (53), one
computes the linear entropy defined by

S1(t) = 1 − 2π

h̄
Tr{1}

[(
Tr{2}

[
ρW

nx,ny
(Q,�; t)

])2]

= 1 − 2π

h̄
Tr{1}

[(
ρ̃(1)

nx,ny
(Q1,�1; t)

)2]
,
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S2(t) = 1 − 2π

h̄
Tr{2}

[(
Tr{1}

[
ρW

nx,ny
(Q,�; t)

])2]

= 1 − 2π

h̄
Tr{2}

[(
ρ̃(2)

nx,ny
(Q2,�2; t)

)2]
,

S12(t) = 1 − 4π2

h̄2 Tr{1}
[
T r{2}

[(
ρW

nx,ny
(Q,�; t)

)2]]
, (57)

through which the quantum mutual information is defined
by

I12(t) = S1(t) + S2(t) − S12(t) = I21(t), (58)

which quantifies the correlation between x(↔ 1) and y(↔ 2)
states. The mutual information is a measure of the correlation
between subsystems of a quantum state. If two variables x

and y are assumed to be uncorrelated, the quantum mutual
information measures the discrepancy in the uncertainty
resulting from this possibly erroneous assumption. By setting
γ = 0, the mutual information, I12(t), as well as all the
above-defined entropies vanish, once ρW

nx,ny
(Q,�; t) repro-

duces the product of two uncorrelated pure states. If the NC
effects vanish, the state vector evolves like a stationary pure
state.

Figures 2 and 3 also exhibit a swapping of states
due to NC effects. It means that if one had prepared
a 2D separable NC quantum state as ρW (t=0)

nx,ny
=

ρW
nx

(Q1(0),�1(0); 0) ρW
ny

(Q2(0),�2(0); 0), which evolves in

time, after a time t = τ = kπ (8ε�)−1 (where k is an integer
number related to the beat frequency, ωbeat = 2γ = 2ε�)
one should observe that the quantum state ρW (t=τ )

nx,ny
=

ρW
nx

(Q1(τ ),�1(τ ); τ ) ρW
ny

(Q2(τ ),�2(τ ); τ ) is converted into

ρW (t=0)
ny,nx

= ρW
ny

(Q1(0),�1(0); 0) ρW
nx

(Q2(0),�2(0); 0), which
corresponds to a swap of the quantum numbers, nx ↔ ny .
Figure 2 illustrates such quantum number swapping in the
Q1-�1 plane for ny = 2 and nx = 1 (first column), 2 (second
column), and 5 (third column), and Fig. 3 does the same for
ny = 1 and nx = 1 (first column), 2 (second column), and 5
(third column).

It all works as if one had selected a specific magnetic
field-like coupling between oscillators on the NC plane,
which would exhibit the above-mentioned swapping of x-y
states. The mutual information I12, as depicted from the first
plot of Fig. 4, quantifies the mutual interference between
x and y states, which exclusively depends on the NC
features. This swapping dynamics is analogous to the one
observed, for instance, in a weakly coupled QED cavity
[55].

In addition, if a time scale τ is not sufficiently large to
close the phase-space orbit (c.f. Fig. 1) for Qi(τ ) and �i(τ ),
the quantum beating can be reinterpreted as a scale-dependent
decoherence effect as qualitatively illustrated by the second
plot of Fig. 4. Depending on the magnitude of the NC
parameter γ , the beating frequency gives rise to a decoherence
time, τcoh = π/γ .

The relevance of these results in terms of its experimental
feasibility or detectability may depend essentially on the
parameter η. By setting η = m2ω2θ one has h̄γ = η/m and
the coherence time reduces to τcoh = mh/2η, such that only
for small values of the mass, m, NC can play a relevant role

FIG. 4. (Color online) (a) Mutual information I12 for the NC
harmonic oscillator described by the state vector ρW

nx ,ny
for several

values of the quantum numbers nx and ny . (b) Approximated
decoherence profile for tiny values of the NC parameter ε, depicted
for increasing values of the mutual information I12.

in evidencing decoherence or quantum beating effects. The
corresponding coherence length related to τcoh can be defined
as

λcoh = p

m

1

f
= h̄

λm

1

2γ
= h̄ω

2πm

h̄m

2η
= h̄2ω

4πη
, (59)

where it has been assumed that c = 1.

IV. MISSING INFORMATION AND THE
THERMODYNAMIC LIMIT

A further issue to consider refers to the effect of noncommu-
tativity on the loss of quantum coherence, the ensued missing
quantum information and its imprint on the thermodynamic
limit of quantum states when quantities like internal energy,
Boltzmann entropy, and heat capacity are investigated.

When one looks over a state vector in the NC plane x-y,
in comparison with solutions of the commutative problem, the
missing information can be quantified through the quantum
entropy of the entire system in the Hilbert space. The most
useful variable for this analysis is the linear entropy, Eq. (57),
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computed over a thermalized statistical mixture of n1-n2 states:

ρW
th (σ ; ri,ki) = 1

π2 h̄2 N (σ )
exp[−σ ]

×
∞∑

n1,n2=0

exp [−(σ1n1 + σ2n2)] ρW
n1,n2

(ri,ki),

(60)

with

σs = σ (1 − (−1)sε), s = 1, 2, (61)

where ρW
n1,n2

are the normalized state vectors given by Eq. (41),
σ = h̄�/(kBT ), and N (σ ) is the normalization factor that
contains the information from the corresponding statistical
weights.

This variable corresponds to the state operator of the infinite
multiple modes n1 and n2 of the 2D harmonic oscillator,
in equilibrium with a thermal bath through an interaction
Hamiltonian factorizable as H1 ⊗ H2 ⊗ Hbath in the Hilbert
space representation.

One notices that the state Eq. (60) is quite suitable
for analytical manipulations. By introducing the coordinate
parametrization,

ri =
√

α

h̄β
Qi and ki =

√
β

h̄α
�i, (62)

such that dri dki = dQi d�i , with i = 1, 2, and re-defining

ξ 2 =
2∑

i=1

(
r2
i + k2

i

)
, L =

2∑
i,j=1

( εij ki rj ),

one can rewrite the statistical mixture Eq. (60) as

ρW
th (σ ; ξ 2,L) = 1

π2 h̄2 eσ N (σ )
exp [−ξ 2]

2∏
s=1

×
{ ∞∑

ns=1

(−e−σs )ns L0
ns

[ξ 2 + 2(−1)sL]

}
.

(63)

To obtain an explicit expression for N (σ ), one uses the
following property of the Laguerre polynomials,

∞∑
l=0

Lν
l (z)�l = 1

(1 − �)ν+1
exp

[
�

� − 1
z

]
; |�| < 1;

(64)

through which, for e−σs < 1, with � = −e−σs , one obtains

∞∑
ns=1

(−e−σs )ns L0
ns

[ξ 2 + 2(−1)sL]

= 1

1 + e−σs
exp

[
ξ 2 + 2(−1)sL

1 + eσs

]
, (65)

which results into

ρW
th (σ ; ξ 2,L) = 1

2 π2 h̄2 N (σ )[cosh (σ ) + cosh (εσ )]

× exp

[
−ξ 2 sinh (σ ) + 2L sinh (εσ )

cosh (σ ) + cosh (εσ )

]
.

(66)

The normalization integral is evaluated over the infinite
four-parameter phase space, {{r1,k1},{r2,k2}}, and hence one
obtains

N (σ ) = 1

2

1

cosh (σ ) − cosh (εσ )
, (67)

such that

ρW
th (σ ; ξ 2,L) = 1

π2 h̄2

cosh (σ ) − cosh (εσ )

cosh (σ ) + cosh (εσ )

× exp

[
−ξ 2 sinh (σ ) + 2L sinh (εσ )

cosh (σ ) + cosh (εσ )

]
.

(68)

Since the above result depends on time-invariant quantities,
ξ 2 and L [c.f. Eq. (38)], one can obtain the corresponding
probability distribution relative to coordinates Q1(↔ r1) and
Q2(↔ r2) by integrating the above thermalized Wigner func-
tion over k1 and k2, as

P(σ ; r1,r2) =
∫ +∞

−∞
dk1

∫ +∞

−∞
dk2 ρW

th (σ ; ξ 2,L). (69)

The distortion over the probability distribution resulting from
NC effects can be obtained by subtracting P (ε→0) from P .
The result follows from the axial invariance [P(σ ; r1,r2) ≡
P(σ ; Q2)] which can be visualized in the Q1-Q2 plane, as
depicted from Fig. 5. The results are described in terms of
an increasing scale of the thermodynamic parameter σ =
h̄�/(kBT ). For illustration purposes, the pictures in Fig. 5
are exemplified for ε = γ /� equals to 0.1 and 0.5.

To provide a more accurate estimate of the contribution of
noncommutativity on the missing information, one examines
the quantum entropy and the quantum mutual information
of the system described above [c.f. the expression for
S12, Eq. (57)]. The linear entropy, S12(σ ), and the mutual
information, I12(σ ), as well as the corresponding missing
information described in terms of �S12 ∼ S12 − S

(ε→0)
12 and

�I12 ∼ I12 − I
(ε→0)
12 , are depicted in Fig. 6.

One notices that the isotropic 2D harmonic oscillator does
exhibit an effect of noncommutativity through the statistical
mixture [Eq. (60)].

At high temperatures, the corrections due to noncommuta-
tivity reflect themselves into the missing information given by
�S12 ∝ ε2σ 2 and by �I12 ∝ ε2σ , which are therefore small.
As the parameter σ decreases, the system can access quan-
tum states with larger quantum numbers, the linear entropy
approaches the unity, and the system exhibits the behavior
of a maximal statistical mixture, i.e., the classical limit. For
extremely low temperatures, kBT � h̄� (σ � 1), the system
accesses predominantly quantum states with small quantum
numbers. This corresponds to a decreasing level of mixing
and hence to quantum behavior, despite NC contributions. For
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FIG. 5. (Color online)
Probability distribution (quantum
orbital) distortion for the
NC harmonic oscillator state
vectors with radial symmetry
in the Q1-Q2 plane. For higher
temperatures, i.e., for kBT � h̄�

(σ � 1), the NC effects are
erased, and the quantum behavior
of the thermalized state vector
ρW

th prevails over the tiny NC
quantum corrections. For very low
temperatures, i.e., for kBT � h̄γ

(σ � 1), the wave function
collapses into the classical limit.
The usual pattern of the quantum
orbitals is maximally modified by
the NC element at intermediate
scales, namely 1 � σmax � 4. The
plots correspond to ε = 0.1 (first
column) and 0.5 (second column)
with σ assuming the values
of 0.1, 0.2, 0.5, 1, 2, 5, and 10
(decreasing temperature scale).
The right-side GrayLevel plots
correspond to the amplification
of monochrome negative image
[from white which corresponds
to 0 (no distortion) to black
which corresponds to 1 (maximal
distortion)] of the distortion
effects on the left-side plots.

ε � 1 (γ � �) the usual pattern of missing information is
maximally modified by the NC element at intermediate scales
(1 � σmax � 4), as one can notice from numerical results
depicted in Fig. 7. There is a range for which NC effects
are maximized.

Qualitatively, the orbital distortion depicted in Fig. 5
reflects an overall increase of the entropy of the system.
The orbital distortion describes how the NC quantum state
superpositons deviate from the commutative (standard QM)
axially symmetric states. Such deviations are effectively
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FIG. 6. (Color online) (a) Linear entropy (thin red lines) S12(σ ),
and mutual information (thick black lines) I12(σ ), for the isotropic
2D NC harmonic oscillator, and (b) the corresponding missing
information given in terms of �S12(σ ) and �I12(σ ). At high
temperatures, kBT � h̄γ (σ � 1), and the NC effects are erased. At
very low temperatures, kBT � h̄γ (σ � 1), and the wave function
collapses into the classical limit. The maximal values of �S12(σ )
and �I12(σ ) are obtained at intermediate values of σ (see the
correspondence in Fig. 7). One has considered ε = 0 (dotted lines),
0.1 (solid lines), and 0.5 (dashed lines).

quantified by �S12 and �I12 as a function of σ , which depends
on the NC parameter ε. One can also see from Fig. 6 that, in
the limit where σ � 1, it corresponds to a largely suppressed
smooth global change in the classical limit and, in the limit
where σ � 1, it corresponds to suitable local changes on
the commutative standard QM harmonic oscillator ground
state [60].

A. The thermodynamic limit

A large system of 2D NC harmonic oscillators in thermal
contact with an environment, at temperature T , corresponds
to a canonical ensemble. The microstates occupied by the
system are described by ρW

n1,n2
, where En1,n2 denotes the

(stargen)energy of the system in a given microstate. These
microstates can be regarded as a system of discrete quantum
states.

The classical partition function is obtained when the trace
is expressed in terms of the coherent state vector, ρW

n1,n2
, and

FIG. 7. (Color online) Numerical solution for the σ parameter
that maximizes the missing information (from Fig. 6) as a function of
the NC parameter ε = γ /�. The results are for the maximal values
of �S12(σ ) (thin red line), and �I12(σ ) (thick black line).

when quantum uncertainties are negligible. Formally, one
has

Z(σ ) =
∫ +∞

−∞
dr1

∫ +∞

−∞
dr2

∫ +∞

−∞
dk1

×
∫ +∞

−∞
dk2 exp

[
− HW

HO

kB T

]
ρW

n1,n2

≡
∞∑

n1,n2=0

exp

[
−En1,n2

kB T

]

= exp[−σ ]
∞∑

n1,n2=0

exp [−σ (1 + ε)n1 − σ (1 − ε)n2]

= e−σ

1 − e−σ (1+ε)

1

1 − e−σ (1−ε)

= 1

2

1

cosh (σ ) − cosh (εσ )
= N (σ ), (70)

which is consistent with Eq. (67).
The partition function, Z(σ ), allows for obtaining the

thermodynamic variables of the system, such as the internal
energy:

U (σ ) = −h̄�
∂

∂σ
ln [Z(σ )]; (71)

the Boltzmann entropy:

Sk(σ ) = −kB {ln [Z(σ )] − σU (σ )/h̄�}; (72)

and the heat capacity:

Cv = kB σ 2 ∂2

∂σ 2
ln [Z(σ )]. (73)

By substituting the result from Eq. (70) into the above
definitions, one obtains

U (σ ) = −h̄�
sinh (σ ) − ε sinh (εσ )

cosh (σ ) − cosh (εσ )
, (74)
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Sk(σ ) = −kB

( cosh (σ ) − cosh (εσ )) ln[2 cosh (σ ) − 2 cosh (εσ )] + σ [sinh (σ ) − sinh (εσ )]

cosh (σ ) − cosh (εσ )
, (75)

and

Cv = kB

σ 2 (1 + ε2) [cosh (σ ) cosh (εσ ) − 1] − 2σ 2 ε sinh (σ ) sinh (εσ )

( cosh (σ ) − cosh (εσ ))2 , (76)

from which the NC corrections are displayed through the
explicit dependence on ε = γ /�.

The NC effects on the above-defined thermodynamic
variables, Sk and Cv , are depicted in Fig. 8. The results
for the Boltzmann entropy Sk show that the NC features
increase the entropy. The heat capacity Cv shows an anomalous
dependence on the thermodynamic parameter σ such that the
NC corrections may increase or decrease with respect to C(ε→0)

v

(c.f. the second plot of Fig. 8). For these thermodynamic
variables, the effect of noncommutativity is maximal for
intermediate scales of σ . This offers a novel possibility for
measuring NC effects at low temperatures.

FIG. 8. (Color online) (a) Thermodynamic variables. Boltzmann
entropy (thin red lines) Sk(σ )/kB , and heat capacity (thick black
lines) Cv(σ )/kB , for the statistical mixture ρW

th . It reproduces the
thermodynamic limit of the isotropic 2D NC harmonic oscillator
quantum behavior. (b) Distortions due to the NC effects are quantified
through �Sk(σ )/kB and �Cv(σ )/kB . One notices that Cv(σ )/kB

exhibits an anomalous behavior that inverts the sign of �Cv(σ )/kB

at intermediate scales of σ . The plots are for ε = 0 (dotted lines), 0.1
(solid lines), and 0.5 (dashed lines).

V. AXIAL SYMMETRY AND THE η-ZEEMAN EFFECT

It can be speculated whether the NC effects exhibited
by the isotropic harmonic oscillator can be factorized from
the Wigner distribution if one chooses the appropriate rep-
resentation for the quantum operators. Presumably, the axial
symmetry of the problem might be relevant to obtain a suitable
representation.

From the point of view of the quantum system described
by the Hamiltonian, Eq. (31), the noncommutativity can be
re-interpreted as an analog of the Zeeman effect for a charged
rotating particle in the presence of an external magnetic field B.

In this context, it is helpful to consider the three-
dimensional (3D) extension of the previously discussed NC
problem.

The Hamiltonian for the problem can be written as

ĤHO(q,p) = p2

2m
+ 1

2
mω2q2,

⇒ HW
HO(Q,�) = 1

2m

[
� + 1

2h̄
(η × Q)

]2

+ mω2

2

[
Q − 1

2h̄
(θ × �)

]2

, (77)

since we have considered a simplified version of the 3D SW
map given by

q̂i = Q̂i − 1

2h̄
εijkθj �̂k, p̂i = �̂i + 1

2h̄
εijkηj Q̂k, (78)

that reflects the following NC rules,

[q̂i ,q̂j ] = iεijkθk, [q̂i ,p̂j ] = iδijh̄(1 − θ · η

4h̄2 ),

[p̂i ,p̂j ] = iεijkηk, i,j = 1,2,3, (79)

where εijk is the Levi-Civita tensor of rank three, θ =
(θ1,θ2,θ3), and η = (η1,η2,η3). The 2D version of the problem
can be recovered from above relations by setting θ1,2 = η1,2 =
0, θ3 ≡ θ , and η3 ≡ η.

Even for a free particle, NC effects on the Weyl-Wigner
Hamiltonian, HW

HO, will be present in the particle dynamics
through its kinetic energy:

ĤHO(p) = p2

2m
,

⇒ HW
η (Q,�) = 1

2m

[
� + 1

2h̄
(η × Q)

]2

= �2

2m
+ 1

2mh̄
η · (Q × �) + 1

8mh̄2 (η × Q)2 .

(80)
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One can use that

η · (Q × �) = η · L = ηL cos (ϕ) = ηLz, (81)

and

(η × Q)2 = η2R2, (82)

with R = |Q| sin (ϕ) =
√

Q2
1 + Q2

2, where ϕ = arctan R/Q3 is
the angle measured on the plane of axial symmetry along
ẑ, defined by an arbitrary direction of η (that in this case
corresponds to η = ηẑ). The axial symmetry ensures that the
Hamiltonian Eq. (80) can be rewritten as

HW
η (�,Q) = �2

2m
+ η

2mh̄
Lz + η2

8mh̄2 R2. (83)

Dropping the q-dependent potential, the Moyal star-
product properties lead to the stargenvalue equation written
as

ĤHO(p) � �(q) = HW
η (�,Q) � �(Q) = E �(Q). (84)

The second-order correction due to the η2 term has to be
considered in order to set a complete map of the Zeeman effect
[56]. The replacement of the parameter η by the coefficient
eBh̄/c into Eq. (83) maps into the dynamics of a particle with
charge e moving in a plane perpendicular to the magnetic field
B = Bẑ.

The eigenfunctions are obtained in terms of cylindrical
coordinates (R,ϕ,z) as �(Q) = ψκ,�(R,ϕ)Z(z). SinceZ(z) ∝
exp (−ikzz/h̄) is not relevant for the present purpose, one has

HW
η (�,Q) � �(Q) =

(
H̃W

η (R,ϕ) − h̄2

2m

∂2

∂z2

)
ψκ,�(R,ϕ)Z

=
(

Eκ,� + k2
z

2m

)
ψκ,�(R,ϕ)Z. (85)

The remaining eigenvalue equation becomes

H̃W
η (R,ϕ)ψκ,�(R,ϕ) =

[
− h̄2

2m

(
∂2

∂R2
+ 1

R

∂

∂R
+ 1

R2

∂2

∂ϕ2

)

− i
η

2m

∂

∂ϕ
+ η2

8mh̄2 R2

]
ψκ,�(R,ϕ)

= Eκ,� ψκ,�(R,ϕ), (86)

where we have identified �i = −ih̄(∂/∂Qi), with i = 1,2, and
Lz = −ih̄(∂/∂ϕ), and the simultaneous eigenfunction of H̃W

η

and Lz, ψκ,�(R,ϕ), can be obtained by separation of variables
as ψκ,�(R,ϕ) = fκ,�(R) ei �ϕ .

The resulting ordinary differential equation for fκ,�(R) is
given by[

− h̄2

2m

(
∂2

∂R2
+ 1

R

∂

∂R
− �2

R2

)
+ �η

2m
+ η2

8mh̄2 R2 − Eκ,�

]
× fκ,�(R) = 0, (87)

for which, after some mathematical manipulations, we obtain
the solution,

fκ,�(R) =
(

η

2h̄2 R2

) |�|
2

exp

(
− η

4h̄2 R2

)
L|�|

κ

(
η

2h̄2 R2

)
,

(88)

and the energy spectrum depending on the quantum numbers,
κ and �:

Eκ,� = η

2m
(2κ + |�| − � + 1). (89)

If one considers the harmonic oscillator potential at the NC
Hamiltonian from Eq. (77), the result of the above analysis
would be valid up to second order in θ and η, and would lead
to the energy spectrum:

Eκ,� = 2h̄αβ(2κ + |�| + 1) − h̄γ �, (90)

which relates to the solution described in the previous sections
through 2κ + |�| = n1 + n2 and � = n2 − n1. The normalized
eigenfunction, in that case, would be given by

ψκ,�(R,ϕ) =
(

α

h̄β
R2

) |�|
2

exp

(
− α

h̄β
R2

)
L|�|

κ

(
α

h̄β
R2

)
× exp (i � ϕ), (91)

with α and β redefined up to second order in θ and η. The
relevance of separating the solution in cylindrical coordinates
is that the re-defined quantum numbers introduce energy
eigenfunctions and eigenvalues with well-established physical
meaning. To sum up, the analytic solution of the problem
that contains second-order corrections in B (or, equivalently,
η2, in the NC version) is provided in terms of associated
Laguerre functions L|�|

κ . Notice that the solution fκ (R) has
been presented in terms of a regular power series expansion
(see, for instance, the resolution of problem 11.6, p. 632, in
Ref. [56]), and it is also discussed in Ref. [57].

VI. CONCLUSIONS

In this work we have examined the implications of noncom-
mutativity on quantum beating, scale-dependent decoherence,
and dissipation effects related to the loss of information
of quantum systems. Considering the time evolution of the
2D harmonic oscillator in the NC phase space through the
Groenwold-Moyal description of the Wigner function, we
have reconstructed a suitable framework for investigating NC
effects. It is shown that the harmonic oscillator on the NC
plane approaches the classical limit, and exhibits well-marked
quantum effects like state swapping, quantum beating, and loss
of quantum coherence to some extent.

We have shown that phase-space noncommutativity may
induce the destruction of the original features of the wave
function for the commutative problem. The NC terms distort
the 2D harmonic oscillator quantum orbitals through mod-
ifications onto their corresponding probability distributions.
To study these features, the missing information quantified
by the linear entropy was computed in the NC context. The
linear entropy and the quantum mutual information of the 2D
NC harmonic oscillator were examined and the conditions
for identifying the maximal missing information due to the
phase-space noncommutativity was obtained.

Finally, we have also investigated the thermodynamic
limit of the quantum system by discussing the behavior of
the Boltzmann entropy and of the heat capacity derived
from the partition function obtained for the thermalized 2D
NC harmonic oscillator. A correspondence between the NC
effects over quantum and classical variables was evidenced,
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and it was shown that the most suitable range of temper-
atures for detecting noncommutativity is around ∼ h̄�/kB

[c.f. Eq. (36)].
As a complementary issue, the 2D NC harmonic oscillator

problem was rewritten in order to depict an axial symmetry
so to ensure a suitable factorization of the NC effects. An
analogy with the Zeeman effect has been drawn, resulting in
a description of the system with a well-defined NC quantum
number and a factorizable wave function. The results allow us
to decouple the noncommutative effect such that it resembles
a Zeeman-like effect.

One additional feature of the axial symmetry of the problem
deserves some comments. The introduction of an intrinsic
anisotropy into the quadratic potential of the NC harmonic
oscillator would not qualitatively change the obtained results.
Besides suppressing the possibility of decoupling the NC
effects that break the isotropy through the introduction of
different elastic constants, k1 ∝ ω2

1 and k2 ∝ ω2
2, would lead

to different quantum beating patterns. In this case, in order to
recover the initial configuration of the phase space, the system
would require a number of cycles proportional to the minimal

common integer multiple of oscillation frequencies �1, �2,
γ1, and γ2.

To summarize, our results suggest that noncomutativity
effects can be interestingly considered when addressing the
issues of interface between quantum and classical descriptions
of nature [58]. As it happens, for quantum superpositions, that
are irreversibly affected by their surroundings, the quantum
collapse due to noncommutativity may reflect the loss of
coherence of pure states that are continuously transformed into
a statistical mixture. In the general context of the discussion
of mechanisms to induce decoherence and loss of information
[59], noncommutativity is shown to play a relevant role in
inducing the transition from quantum to classical behavior.

ACKNOWLEDGMENTS

The work of A.E.B. is supported by the Brazilian Agencies
FAPESP (Grant No. 12/03561-0) and CNPq (Grant No.
300233/2010-8). The work of O.B. is partially supported under
the Portuguese Fundação para Ciência e Tecnologia (FCT),
Project No. PTDC/FIS/11132/2009.

[1] J. von Neumann, Mathematical Foundations of Quantum
Mechanics, translated by R. T. Beyer (Princeton University
Press, Princeton, 1955).

[2] W. H. Zurek, Phys. Rev. D 24, 1516 (1981); 26, 1862 (1982);
Phys. Today 44(10), 36 (1991).

[3] D. M. Meekhof, C. Monroe, B. E. King, W. M. Itano, and D. J.
Wineland, Phys. Rev. Lett. 76, 1796 (1996).

[4] M. Brune, E. Hagley, J. Dreyer, X. Maitre, A. Maali,
C. Wunderlich, J. M. Raimond, and S. Haroche, Phys. Rev.
Lett. 77, 4887 (1996).

[5] A. O. Caldeira and A. J. Leggett, Ann. Phys. 149, 374 (1983);
Phys. A 121, 587 (1983).

[6] C. Bastos, O. Bertolami, N. C. Dias, and J. N. Prata, J. Math.
Phys. 49, 072101 (2008).

[7] C. Bastos, O. Bertolami, N. C. Dias, and J. N. Prata, J. Phys.
Conf. Ser. 67, 012058 (2007).

[8] C. Bastos, O. Bertolami, N. C. Dias, and J. N. Prata, Int. J. Mod.
Phys. A 24, 2741 (2009).

[9] C. Bastos, O. Bertolami, N. C. Dias, and J. N. Prata, Phys. Rev.
D 86, 105030 (2012).

[10] H. S. Snyder, Phys. Rev. 71, 38 (1947).
[11] A. Connes, M. R. Douglas, and A. Schwarz, J. High Energy

Phys. 02 (1998) 003.
[12] M. R. Douglas and C. Hull, J. High Energy Phys. 02 (1998)

008.
[13] N. Seiberg and E. Witten, J. High Energy Phys. 09 (1999)

032.
[14] M. R. Douglas and N. A. Nekrasov, Rev. Mod. Phys. 73, 977

(2001).
[15] A. Konechny and A. Schwarz, Nucl. Phys. B 550, 561 (1999);

591, 667 (2000).
[16] A. Connes, Noncommutative Geometry (Academic Press, Lon-

don, 1994).
[17] R. J. Szabo, Phys. Rept. 378, 207 (2003).

[18] P. Martinetti, Mod. Phys. Lett. A 20, 1315 (2005).
[19] J. C. Varilly and J. M. Gracia-Bondia, Int. J. Mod. Phys. A 14,

1305 (1999).
[20] R. Prange and S. Girvin, The Quantum Hall Effect (Springer,

New York, 1987).
[21] J. Bellissard, A. van Elst, and H. Schulz-Baldes,

arXiv:cond-mat/9411052.
[22] M. Rosenbaum and J. David Vergara, Gen. Rel. Grav. 38, 607

(2006).
[23] O. Bertolami, J. G. Rosa, C. M. L. de Aragão, P. Castorina, and
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