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Pump-probe spectroscopy with strong pulses as a tool to enhance weak electronic transitions
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We show theoretically that pump-probe spectroscopy with strong pulses can be employed to effectively amplify
weak electronic transitions and to learn about the associated material system dynamics. As an illustration, we
discuss the possibility of the detection of weak transitions to discrete vibrational levels in the excited electronic
state of the weakly bound He(2 1S)-Ne dimer.
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I. INTRODUCTION

Traditionally, atomic and molecular spectroscopy (in con-
trast to NMR spectroscopy) is performed with weak laser
fields. In this regime, the probability of the light-induced
transition from a certain initial system state |i〉 to a certain
final state |f 〉 is proportional, according to Fermi’s Golden
Rule, to (λμif )2 where λ is the amplitude of the external field
and μif is the transition dipole moment. The intensity of the
linear absorption or spontaneous emission scales thus with the
square of the transition dipole moment.

In the weak-field limit, any four-wave mixing signal can be
described as a product of four consecutive transitions, averaged
over the initial states and summed over the intermediate and
final states of the system [1]. If the strength of the fields
increases, the system undergoes so-called ladder-climbing
transitions involving up to several dozen system-field interac-
tions [2–5]. These weak-field N -wave-mixing signals (within
a certain spectral window) are dominated by transitions with
large μif .

The situation changes qualitatively if the laser fields are
so strong that the perturbative description of the system-field
interaction is no longer valid. The rate of light-induced
transitions is then determined by the corresponding Rabi
frequency rather than Fermi’s Golden Rule [6].

In steady-state spectroscopy, strong continuous wave (cw)
pulses cause saturation of the optical transitions involved. This
effect eliminates inhomogeneous (e.g., Doppler) broadening
and yields narrow absorption lines of weak and otherwise un-
detectable transitions [6]. First demonstrated for the hyperfine
splitting of the sodium D1 and D2 lines [7], saturation laser
spectroscopy has been developed into a powerful technique for
high-resolution atomic and molecular spectroscopy [8–14].
Four-wave-mixing saturation spectroscopy is nowadays an
important diagnostic tool for measuring species concentrations
and temperatures in flames and plasmas [15–18]. We mention
also a recent experiment on magnetic dipole transitions in
the A 2�+ ← X 2� band system of the OH radical, in which
electric dipole-allowed transitions are saturated by applying
microwave pulses with a controlled duration and power [19].

In time-domain (femtosecond) spectroscopy, several groups
have explored the phenomena induced by short and intense
laser fields in various material systems, ranging from diatomic
and polyatomic molecules [20–25] to biomolecules [26,27]
and nano systems [28,29]. Several simulations of four-wave-
mixing signals beyond the weak-pulse limit have been reported

[30–41]. Strong-field control of molecular population transfer
[42–44] and of other photophysical and photochemical pro-
cesses ([45–50] and references therein) has been demonstrated.
Single-molecule femtosecond spectroscopy [51] and control
[52] also require strong pulses.

We propose herein that time-domain strong-field spec-
troscopy can be used for amplifying transitions with weak
dipole moments. A preliminary argumentation goes like this.
Consider a two-level system (εi and εf being the energy levels)
excited by a laser pulse with the carrier frequency ωp and
duration τp. Assume that the system is in its lower state |i〉
before the arrival of the pump pulse. Then, after the pulse is
over, the population of the upper state is (see, e.g., [6])

�if ≡ 2

(
λμif

	R

)2

[1 − cos(	Rτp)]. (1)

Here 	R =
√

(εi − εf − ωp)2 + 4(λμif )2 is the Rabi fre-
quency (h̄ = 1). If 	R � |λμif | (which we call the weak-
pulse regime), then �if ∼ (λμif )2 � 1. If, on the other hand,
	R ≈ 2|λμif | (which we call the strong-pulse regime), then
�if ≈ [1 − cos(	Rτp)]/2 and the system-field coupling is
governed by 	R . If 	Rτp ≈ π (so-called π pulse), the excited
state is completely populated (�if = 1) for a transition with
any μif .

In the present paper, we suggest that pump-probe (PP)
spectroscopy utilizing strong pulses may be a convenient tool
to observe transitions with weak dipole moments, making
them (metaphorically and literally) visible. We support our
arguments by specific calculations of strong-pump strong-
probe (SPSP) signals for the weakly bound HeNe dimer.

II. FORMULATION OF THE PROBLEM

The rare-gas dimers belong to the group of excimer
molecules which are bound only in their excited states
[53]. Several calculations performed in the 1990s predicted,
however, that the electronic ground-state potential-energy
function of the HeNe dimer can accommodate a single bound
vibrational level [54,55]. Recently, accurate ab initio adiabatic
potential-energy functions as well as several electronic transi-
tion dipole moments of the HeNe dimer have been calculated
[56] for the ground state and excited electronic states up to
170 000 cm−1 excitation energy. Spin-orbit coupling effects
were included through the use of a relativistic effective core
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FIG. 1. (Color online) Ab initio adiabatic potential-energy curves
for the HeNe dimer in the (a) ground state and (b) [He(2 1S)-Ne]
0+ excited state, along with (c) the corresponding transition dipole
moment μ(R). Dashed green lines show the vibrational levels n,
while thin blue lines depict the corresponding nuclear wave functions
�n(R), n = 0,1,2,3,4 [(a) and (b)].

potential for the Ne atom. The results of Ref. [56] have been
improved in Ref. [57] for the ground state and the 0+ excited
electronic state asymptotically correlated to the He(2 1S)-Ne
interaction by carrying out additional calculations at the full
configuration interaction limit.

The data for the electronic 0+ states obtained in [57]
are summarized in Fig. 1. Shown are the Born-Oppenheimer
potential energy functions for the ground state [Fig. 1(b)] and
the excited states [panel (a)], as well as the corresponding
electronic transition dipole moment μ(R) [Fig. 1(c)] as
functions of the internuclear separation R. The data predict
the existence of four discrete vibrational levels n with the
energies εn (n = 1,2,3,4) in the excited electronic state, as
well as a single vibrational level 0 with energy ε0 in the
electronic ground state. The discrete levels (dashed lines) and
the corresponding nuclear wave functions �n(R) (thin solid
lines) are depicted in Figs. 1(a) and 1(b). Once �0(R), �n(R),
and μ(R) are known, we can evaluate the matrix elements of
the transition dipole moment operator

μ0n =
∫ ∞

0
�0(R)μ(R)�n(R) dR. (2)

The values of εn and μ0n are collected in Table I. It can be seen
that |μ01| � |μ0n|, n = 2,3,4. This result can be immediately
understood through the inspection of the wave functions �n(R)
[Figs. 1(a) and 1(b)] and the dipole moment μ(R) [Fig. 1(c)].

Although the ab initio data of Ref. [57] are more accurate
than those of [56], the excited-state potential-energy function

is uncertain at large internuclear distances. As shown in Fig. 1,
the wave function �1(R) of the lowest vibrational state of the
electronic excited state is entirely localized in the interior well
with a depth about 150 cm−1. In contrast, the wave functions
�n(R) of the higher vibrational states (n = 2,3,4) are localized
in the external van der Waals well with a depth of about
38 cm−1. It has been pointed out in Ref. [57] that the depth
of 38 cm−1 should be considered as a crude estimate due to
the limitations of the multireference configuration interaction
approach. It is therefore desirable to check experimentally
whether the vibrational levels in the electronic excited state
exist and to determine the depth of the exterior potential well.
The problem is thus to detect the transitions to the excited-state
levels n (n = 2,3,4) which are connected with the ground-state
level 0 via very small μ0n, while the intensity of the entire
electronic transition is dominated by |μ01|2. The HeNe dimer
is thus a suitable model for the exploration of the application
of SPSP spectroscopy.

III. EFFECTIVE HAMILTONIAN

As motivated in the previous section, we construct a five-
level model Hamiltonian of the HeNe dimer in bra-ket notation
as follows:

H =
4∑

n=0

|n〉εn〈n|. (3)

Here n = 0 corresponds to the single vibrational level ε0 in the
ground electronic state, while n = 1,2,3,4 refers to vibronic
levels εn in the excited electronic state.

We consider electronically resonant transitions and employ
the rotating-wave approximation (see [6] for the discussion
of the validity of this approximation for strong pulses). The
interaction of the system with the pump (a = 1) and probe
(a = 2) pulses is then written as follows:

HF (t) = −
2∑

a=1

[X†Ea(t) + XE∗
a (t)]. (4)

Here

X ≡
4∑

n=1

μ0n|0〉〈n|, (5)

μ0n being the matrix elements of the transition dipole moment
operator as defined by Eq. (2). The electric fields of the pulses
(a = 1,2) are given by

Ea(t) = λaEa(t − τa) exp{i(ka · r − ωat)}, (6)

TABLE I. Vibrational energy levels εn, transition dipole moment
matrix elements μ0n, and lifetimes τ e

n for the HeNe dimer.

n εn (eV) μ0n (a.u.) τ e
n (s)

0 0.002
1 20.607 3.65 × 10−2 1.35 × 10−8

2 20.615 7.96 × 10−4 2.11 × 10−5

3 20.617 1.15 × 10−3 1.00 × 10−5

4 20.618 8.37 × 10−4 1.30 × 10−5
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where λa , ka , ωa , Ea(t), and τa denote the amplitude, wave
vector, frequency, dimensionless envelope, and central time of
the pulses. The values of εn and μ0n are given in Table I.

It is convenient to reduce the energies in the excited
electronic state and the carrier frequencies of the pulses by
ε = ε1 − ε0. That is, we replace

εn → εn − ε, ωa → ωa − ε. (7)

This convention is used in the following.
The Liouville–von Neumann equation for the density

matrix of the model dimer reads as

∂tρ(t) = −i[H + HF (t),ρ(t)]. (8)

In general, the right-hand side of Eq. (8) has to be augmented
with an operator �ρ(t), which takes care of relaxation
processes, dephasing effects, and finite lifetimes. However,
all relevant relaxation channels (collisions of HeNe with
buffer gas molecules, radiationless decays, etc.) occur on time
scales which are much longer than that of the proposed SPSP
experiment (see Sec. VI). The effect of � can therefore be
neglected.

IV. NONLINEAR POLARIZATION AND
DOORWAY-WINDOW APPROXIMATION

The response of the system to the applied fields determines
the total complex nonlinear polarization (angular brackets
indicate the trace)

P (t) ≡ 〈
X†ρ(t)

〉 =
∑

k

Pk(t)eik·r, (9)

which contains contributions corresponding to all possible
values of the wave vector

k = l1k1 + l2k2 (10)

(la are arbitrary integers). The PP polarization PPP(t) obeys
the phase-matching condition

l1 = 0, l2 = −1. (11)

The integral transient absorption PP (SPSP) signal is defined
as [1,37]

S(T ) = Im
∫ ∞

−∞
dtE∗

2 (t)[PPP(t) − P off
PP (t)]. (12)

Here T ≡ τ2 − τ1 is the time delay between the pump and
probe pulses, and P off

PP (t) = PPP(t)|λ1=0.

We assume that the pump and probe pulses are temporally
well separated. In this case, the SPSP signal can be evaluated
within the doorway-window (DW) approximation [1,58]. In
the present case,

S(T ) = Im

{
W00D00 +

4∑
n,m=1

Wnme−iωnmT Dmn

}
, (13)

where ωnm = εn − εm and the explicit expressions for the DW
operators D and W are given in the Appendix.

In the simulations of PP signals, we use Gaussian pulses

Ea(t) = exp{−4 ln 2(t/τp)2}, (14)

τp being the pulse duration (full width at half maximum).
Initially, the dimer is in its ground state |0〉. To compute the

operators D [Eq. (A2)] and W [Eq. (A3)], the Liouville–von
Neumann equation (8) is converted into matrix form by an
expansion in terms of the eigenvectors |n〉 of the system
Hamiltonian (3). The dynamics of the driven system is
evaluated numerically exactly by the fourth-order Runge-Kutta
integrator.

V. SPSP SIGNALS

Inspecting the matrix elements of the transition dipole
moments of the HeNe dimer (see Table I), one recognizes
that the transition to the lowest vibrational state of the excited
electronic state possesses the strongest dipole moment μ01.
The remaining three dipole moments are weaker by factors of
45 (μ02), 32 (μ03), and 43 (μ04). Therefore, the absorption
spectrum of the model HeNe dimer is dominated by the
strongest transition with the dipole moment μ01. The same
is true for the weak-pulse PP signal (not shown). It reflects
the strongest transition only, rendering the Hamiltonian (3) an
effective two-level (|0〉 and |1〉) system and rendering S(T )
time independent. Therefore, linear absorption spectroscopy
and weak-pulse nonlinear spectroscopy cannot deliver infor-
mation on the weak transitions.

The situation changes when strong pulses are used. If
we assume that μ0n = 0 for n = 2,3,4, the SPSP signal is
T independent, since no system dynamics is induced by
the pulses. When the weak transition dipole moments are
switched on, the SPSP signal exhibits nontrivial dynamics.
This is illustrated in Fig. 2, which shows S(T ) (left panels)
and their Fourier transforms |S(ω)|2 (right panels). Panels (a)
correspond to nonzero μ02, while μ03 = μ04 = 0. In this case,
two upper vibronic levels in the excited electronic state can be
probed. Despite |μ02| � |μ01|, S(T ) exhibits a beating with
the frequency ω21 = ε2 − ε1 = 0.0073 eV, which is clearly
seen in the Fourier spectrum. Panels (b) correspond to nonzero
μ02 and μ03, while μ04 = 0. In this case, the time evolution of
S(T ) is more complex. The Fourier transform of S(T ) reveals
two beating frequencies, ω21 and ω31 = ε3 − ε1 = 0.0091 eV.
If all dipole moments are nonzero, S(T ) exhibits more
complex oscillatory behavior, and |S(ω)|2 shows three peaks
corresponding to ω21, ω31, and ω41 = ε4 − ε1 = 0.0107 eV
[panels (c)]. Thus, SPSP spectroscopy not only enhances weak
transitions, but also delivers quantitative information on the
vibrational levels of the system.

Note that the relative amplitude of vibrational oscillations
in Fig. 2 is comparatively low. If we define the contrast of the
signal as

�S = |Smax(T ) − Smin(T )|/|Smax(T ) + Smin(T )|, (15)

with Smax(T ) and Smin(T ) being the maximal and minimal
values of S(T ), then �S ≈ 3% for the transients in Fig. 2. A
finer tuning of the amplitude, duration, and carrier frequency of
the pump and probe pulses permits us to increase �S and thus
to improve the information content of the SPSP signal. This
is illustrated in Fig. 3, which displays S(T ) calculated for the
same parameters as in Fig. 2(c), except that the pulses are tuned
into resonance with the second vibronic state |2〉. Clearly,
the relative amplitude of beatings in Fig. 3 (�S ≈ 18%) is
significantly higher than in Fig. 2(c).
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FIG. 2. SPSP signals S(T ) (left panels) and their Fourier transforms |S(ω)|2 (right panels) for strong (λμ01 = 0.01 eV) and relatively
short (τp = 438 fs) pulses with the reduced carrier frequencies ωa = 0. Panels (a): μ03 = μ04 = 0. Panels (b): μ04 = 0. Panels (c): all μ0n are
nonzero.

VI. VALIDITY OF THE APPROXIMATIONS

The results illustrated by Figs. 2 and 3 are obtained by using
the model Hamiltonian (3) and the dissipationless Liouville–
von Neumann equation (8). The relevance of the underlying
assumptions and their impact on the SPSP signals of the HeNe
dimer is discussed below.

The radiative lifetimes of the excited vibronic states of the
HeNe dimer were calculated in [57,59] and are collected in

Table I. They fall into the nanosecond (n = 1) and microsec-
ond (n = 2,3,4) time ranges. Their effect can therefore be
neglected on the time scale of the SPSP experiment (a few
picoseconds).

The dissociation energy of the lowest vibrational level 0 in
the electronic ground state is estimated to be 0.45 meV [57,59].
To avoid collisional dissociation, the SPSP experiment should
be performed at a temperature Teq on the order of a few Kelvins.
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FIG. 3. Same as in Fig. 2(c), but for pulses with the reduced
carrier frequencies ωa = 0.007 eV.

For Teq = 1 K, for example, kBTeq = 0.086 meV (kB is the
Boltzmann constant).

We did not explicitly consider the averaging over the
orientations of the transition dipole moments. It can be shown
that the effect of orientational averaging is equivalent to an
effective renormalization of the pulse strengths [38].

The characteristic time of molecular reorientation can
be estimated as

√
I/(kBTeq) (I is the moment of inertia).

For HeNe in the ground electronic state at Teq = 1 K this
yields 750 fs. To estimate the effect of rotation, we note
that the SPSP signal can be split into the sum of isotropic
(rotationally invariant) and anisotropic contributions. The
former is unaffected by the molecular rotation, while the latter
evolves to a stationary anisotropic distribution [60]. For a
linear rotor like HeNe, the stationary anisotropy is smaller
than the initial anisotropy by a factor of 4. Therefore, molecular
reorientation will result in a partial reduction of S(T ).

VII. WHAT IS THE OPTIMAL FIELD STRENGTH?

Resolving weak transitions via SPSP spectroscopy requires
a nonperturbative system-field interaction. In this regime,
excitation and detection are implemented via multiple Rabi
cycles of the material system within pump and probe pulses.
To uncover the physical mechanisms of the amplification of
weak transitions by strong pulses, Fig. 4 shows the SPSP signal
as a function of the interpulse delay T and the pulse amplitude
λa ≡ λ.

Consider first the SPSP signal vs λ for fixed T . It is
seen that S(λ) first rises, then reaches its first maximum
at λμ01 ≈ 0.006 eV and develops pronounced oscillations
for higher values of λ. Thus, λμ01 ≈ 0.006 eV marks the
borderline between the weak-to-moderate pulse regime and the
strong-pulse regime for the system under consideration. This
behavior can be qualitatively explained by the consideration
of Eq. (1). The intensity of the SPSP signal is given by∑

i,f |�if |2 [cf. Eq. (13)]. The weak-pulse regime corresponds
to �if ∼ (λμif )2 � 1. In this regime, the signal scales as ∼λ4.
In the strong-pulse regime, �if ∼ 1 − cos(	Rτp). The SPSP
signal is thus an oscillatory function of the pulse amplitude λa

or the pulse duration τp.

FIG. 4. (Color online) SPSP signal as a function of the interpulse
delay T and the pulse amplitude λ = λa , a = 1,2. The duration (τp =
438 fs) and the reduced carrier frequencies (ωa = 0.007 eV) of the
pulses are fixed.

As a function of T , the SPSP signal also shows two
qualitatively different behaviors, see Fig. 4. For λμ01 <

0.006 eV (weak-to-moderate pulse regime), S(T ) does not
exhibit pronounced dynamics. For λμ01 > 0.006 eV (strong-
pulse regime), S(T ) develops pronounced vibrational beatings
involving the system frequencies ωn1 = 0 (n = 2,3,4). To
detect these beatings, the Rabi periods 2π/	R must be
comparable to (or shorter than) the pulse duration τp, both
for the strong (n = 1) and weak (n = 2,3,4) transition dipole
moments μ0n. The contributions from all transitions are then
comparable.

On the other hand, the inverse pulse duration should
match characteristic system frequencies. We therefore used
pulses with τp = 440 fs in the simulations. Shorter pulses
would deteriorate spectral selectivity [if τp � 1/	R , then
�if ∼ (λμif )2, as for weak pulses], which would result in a
decrease of the amplitude of the oscillations in S(T ). Much
longer pulses would be unable to create a vibrational wave
packet in the excited electronic state.

Given the values of the transition dipole moments (see
Table I), a maximal field intensity of ≈3.6 × 1012 W/cm2

is estimated for the simulation of signals of Figs. 2 and 3.
Probing HeNe dimers via SPSP spectroscopy thus requires
relatively short (several hundred fs) and moderately strong
(∼1012 W/cm2) pulses with a photon energy of ∼20.6 eV.
Free-electron lasers can provide such pulses [61,62] and
several XUV PP experiments have been performed recently
[63]. High harmonics generated with intense IR lasers also
fulfill the above requirements [64,65]. Time-domain SPSP
experiments may complement the existing arsenal of steady-
state weak-pulse spectroscopic techniques which have been
used to study rare-gas dimers [53].

Application of steady-state saturation spectroscopy to the
HeNe dimer seems to be impractical. Two competing effects
should be taken into account. On the one hand, the atom-atom
distance in the states n = 2,3,4 is approximately twice the
distance in the state n = 1 [see the wave functions �n(R)
depicted in Fig. 1]. The states n = 2,3,4 thus have nearly four
times larger collision cross sections and collisional quenching
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rates than the state n = 1. On the other hand, the lifetime of
the state n = 1 is three orders of magnitude shorter than those
of the states n = 2,3,4. Therefore, the transition with strong
μ01 saturates much faster than the transitions with small μ0n

(n = 2,3,4), rendering information on weak transitions very
difficult to extract.

VIII. DISCUSSION AND CONCLUSIONS

We demonstrated that SPSP spectroscopy can be employed
to effectively amplify weak transitions. As an illustration, we
considered the possibility of detection of transitions to discrete
vibrational states belonging to the [He(2 1S)-Ne] 0+ excited
electronic state of the HeNe dimer.

Time-domain spectroscopy is usually applied to the mon-
itoring of fast processes. The aim of SPSP spectroscopy
for amplifying weak transitions is different: to visualize
the frequencies of weak transitions as beatings in the time
domain. The time-domain SPSP spectroscopy may be superior
to steady-state saturation spectroscopy if weak and strong
transitions overlap spectrally, or if weak transitions involve
short-lived excited states and are thus significantly broadened,
or if other sources of line broadening (e.g., collisions) are
important. In addition, the use of short laser pulses may be
dictated by the lack of suitable intense cw light sources with
suitable photon energy.

The method of enhancement of weak transitions by SPSP
spectroscopy is not limited to the specific system considered
here. It can be applied to any system with discrete levels.
On the one hand, weak transitions and (nearly) dark states
are ubiquitous in polyatomic molecules. On the other hand,
tunable sub-50-fs optical pulses are nowadays available from
mid-infrared to ultraviolet [66], while free-electron lasers [67]
or high-harmonic generation [65] offer intense 10–100 fs
pulses in XUV. This suggests possible applications of SPSP
spectroscopy to a variety of material systems.

Considering the application of SPSP spectroscopy, one
has to estimate the contributions of unwanted processes like

excited-state absorption, absorption of neighboring electronic
states, multiphoton processes, photoionization, and photodis-
sociation. Their contributions can be diminished by tuning
the pump and probe pulses into resonance with the specific
transitions to be interrogated or by utilizing pulses with
purposefully designed shapes [68]. If the material system is
properly selected and the experiment is carefully designed,
the collective effect of these unwanted processes should not
overwhelm the useful signal.
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APPENDIX: STRONG-PULSE DW OPERATORS

Let Ga(t,t ′) be the time-evolution operators for the
Liouville–von Neumann equation (8) in the case of λ2 = 0
(a = 1) and λ1 = 0 (a = 2):

ρ(t) ≡ Ga(t,t ′)ρ(t ′). (A1)

Then, the strong-pulse DW operators are given by [58]

D = G1(�, − �)|0〉〈0|, (A2)

W =
∫ �

−�

dt E∗
2 (t)X†G2(t, − �). (A3)

Equations (A2) and (A3) assume that the arrival times for
pulses 1 and 2 are set to zero (τa = 0). [−�,�] is a time
interval outside of which the action of the pulse can be
neglected. In our calculations, we took � = 3τp.
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