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Photon counting by inertial and accelerated detectors
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Bases of exactly localized Minkowski and Rindler states on spacelike hypersurfaces are used to describe
inertial and accelerated photon counting devices. It is found that the space-time coordinates of photons absorbed
by a pair of counteraccelerating detectors in causally disconnected Rindler wedges are correlated. If a photon
is absorbed by a single accelerated detector, the Minkowski vacuum collapses to a state containing at least one
photon and that photon can be absorbed by an inertial detector.
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I. INTRODUCTION

Absorption in a small photon counting detector provides
a measurement of position with an accuracy determined
by the size of the device. For quantum states containing
a small number of photons an array detector counts the
photons incident on its surface and records their locations
in space time. The position measurement performed by
a photon counting array detector can be described by a
positive operator valued measure (POVM) whose elements are
projectors onto exactly localized states [1-3]. However, these
localized states have paradoxical properties; for example, any
field describing a localized state is itself nonlocal [4]. The
resolution of these paradoxes is discussed in Sec. VII, but
for nonlocality it is roughly as follows: To count photons
a detector should be thick enough to absorb all photons
incident on its surface. The probability for an individual
atom to absorb a photon is proportional to the absolute
square of the electric field, which is proportional to the
frequency, but the penetration depth is inversely proportional
to the frequency and these factors cancel, leaving the number
density.

The theoretical description of particle absorption and
emission is based on quantum field theory (QFT), in which
positive-frequency modes are associated with annihilation
and negative frequencies with creation. Each application of
a creation operator adds a particle to the field and all inertial
observers will agree on the number of particles present. The
vacuum is the zero-particle state and an inertial detector
absorbs no particles from the Minkowski vacuum. Beyond
the realm of inertial detectors in flat space time the separation
of the field modes into positive and negative frequencies and
the definition of the vacuum state are not unique [5]. This
observer dependence of the particle content in field theory is of
fundamental importance and leads to the creation of Hawking
particles near a black hole [6] and absorption of particles from
the vacuum by an accelerated detector. The latter phenomenon,
known as the Unruh effect [7], is discussed here.

The Unruh—de Witt detector commonly used to model an
accelerated device is a two-level point monopole coupled to a
real massless scalar field that can only absorb particles in a very
narrow band of frequencies [7,8]. The photon counting detec-
tor considered here utilizes a semiconductor band structure to
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allow absorption of a wide band of frequencies. Biasing of the
semiconductor pn junction separates any electron hole created
so that the photon is not re-emitted. It counts photons in the
sense that any photon crossing its surface will eventually be
absorbed. Photon counting detectors need not be small unless a
high spatial resolution is required. Instead a pixel must be large
if it is to absorb the low-frequency photons that characterize
the Unruh effect. The function of the basis of exactly localized
states is to calculate the photon probability density as a
function of the space-time location on a hypersurface.

In this paper the family of POVMs describing photon
counting array detectors proposed in [1-3] is extended to
include uniformly accelerated devices described in flat space
time by Rindler coordinates [9]. It was proved in [2] that
the probability density for absorption equals the absolute
square of the projection of the photon state vector onto the
localized states. For inertial detectors this was generalized
to a covariant formalism in [3]. Here both Minkowski and
Rindler localized states are defined on spacelike hypersurfaces
and a transformation between the Rindler and the Minkowski
localized bases is derived. The formalism is applied to the
Unruh effect.

An outline of the paper is as follows: Sec. II defines
the Rindler coordinates used to describe accelerated detec-
tors and Sec. III describes photon counting experiments.
Section IV is concerned with the four-dimensional (4D)
photon number density operator and the 2D invariant photon
scalar product. Section V summarizes the properties of the
standard Minkowski and Rindler plane waves and provides
a derivation of the 2D Bogoliubov coefficients. In Sec. VI
the Minkowski and Rindler localized states are defined and
the transformation coefficients between them are derived. In
Sec. VII the paradoxical properties of localized staetes are
discussed. In Sec. VIII the localized state formalism is applied
to the Unruh effect and in Sec. IX we conclude. Natural units
in which 7 = ¢ = 1 are used. In four dimensions with metric
signature (—, + , + ,+) they are x* = (¢,x) = (t,x,y,z) and
k" = (w,k). In two dimensions the Minkowski variables
are (¢,x) and (w,k) and the Rindler variables are (1,£) and
(2,K).

II. RINDLER COORDINATES

Uniformly accelerated detectors are described by the
Rindler coordinates n and &. In wedge I |#| < x and n and
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& are defined by [5,10]

t=a! exp (a&) sinh(an), )
x = a~ ' exp (a&) cosh(an),

where a is a positive constant. In wedge I, where || < —x,

t=—a! exp (a&) sinh(an), @
x=—-a"' exp (a&) cosh(an).

Equations (1) and (2) can be inverted and combined to give
a(§ —en) =In(alx — et]), (3)

where € labels the propagation direction [11].

On the hypersurface n = 5’ all elements of the POVM
have a common velocity § = dx/dt = tanh (an). A Lorentz
transformation can be made to the instantaneous rest frame
of the entire POVM, and in this reference frame n = 0. A
time interval on n =0 is then a proper time interval dr,
and from (1) dt = exp(a&)dn in wedge I while from (2)
dt = —exp (a&)dn in wedge II. The acceleration d’x/dt>
evaluated in the rest frame of the POVM equals « in wedge I
and —« in wedge II, where

o = aexp(—a§). (@)

With the above definitions the limit ¢ — 0 is undefined
in (3). To avoid this problem a translated Minkowski spatial
coordinate

X=x—a' (5)

can be defined and substituted in (1)-(3). In terms of X the
infinite o singularity is shifted to X = —a ™!, but for any fixed
a it still exists since there are X coordinates beyond it. If the
a — 0 limit is taken first, (1) gives t = n and X = & in wedge
I, while (2) gives X = —o0 in all of wedge II and the infinite
« singularity is eliminated.

III. PHOTON COUNTING

In this section the detector model used here is described
and the derivation of the inertial photon position POVM is
reviewed. The thickness and band structure of the photon
counting device should be matched to the frequencies present
in the incident photon field. The device should be thick enough
to absorb all photons incident on its surface. To count photons
arriving from the past the photon counting device should be
prepared in its ground state, but the basis includes negative
frequency states, and if the device is prepared in an excited
state it will emit.

The derivations in [2,3] are summarized in the next two
paragraphs as follows: According to Glauber’s photodetection
theory [12] the probability for an atom to absorb a photon
summed over the unobserved final state is proportional to
(E?) = (Y| ED(t,x) ED(t,x)|y), where E™ is the positive-
frequency electric field operator and [v) is the state vector
of the electromagnetic field. This absorption probability per
atom is proportional to @ or energy, not photon number. If
the detector is a semiconducting prn junction, the electric
field separates the electron-hole pair created by the photon so
emission can be neglected in an ideal device. Inside the detector
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the field decays as exp(—«,x), where the absorptivity «, is
proportional to w. The positive x axis can be defined parallel
to the inward normal with y and z in the plane of the detector
surface at x = x’. For a field with a definite frequency the
integral over thickness of (E?) o [ dxe 20 = o 2,
is frequency independent so the detector counts photons.
For a spectrally narrow single-photon pulse with definite
polarization it was proved in [2] that the probability density of
absorption of a photon in a particular pixel is the integral of
[(ux p V) |2 over the pixel area and measurement time:

nx,t — 1) = [ux m ¥t — 1))|% (6)

where (ux p|¥) is the projection of |¢) onto the basis of
exactly localized states |uy y) and 7 is the delay of a few
optical cycles required for the photon to be absorbed. The
probability of absorption of a photon in a particular pixel is
the integral of |(ux p|¥) |2 over pixel area and measurement
time. For a spatially localized pulse that is spectrally wide
the penetration depth is not well defined due to the nonlocal
relationship between the photon number density and the field.

In two dimensions a photon counting array degenerates to a
single pixel that can record arrival time [3]. The world line of
a single photon counting device at rest relative to the observer
is sketched as the vertical gray band in Fig. 1(a). In QFT
particles are counted on a spacelike Cauchy surface relative
to which positive and negative frequencies can be identified
and annihilation and creation operators defined. A detector
array described by a POVM whose elements are projectors
onto the localized states on the spacelike hypersurface t = t’
is sketched as the horizontal gray boxes in Fig. 1(a). The
POVM has a timelike normal in the direction of increasing
time so it is spacelike. A moving device and detector array,
both with velocity g relative to the observer, are sketched in
Fig. 1(b). The single-photon counting device travels on the
worldline x = Bt but the hypersurface + = fx on which the

(a) timelike pixel at x=x’'

spacelike POVM turned on 7=¢'

1 I D

i \ photon

counted

(b)

pixel with velocity

measurement performed at =/

FIG. 1. Inertial detectors. (a) Stationary spacelike POVM on ¢ =
t" and worldline of the pixel at x = x’. The pixel at x = x’” absorbs a
single photon in the sketch but the array can count0, 1,2, . .. photons.
(b) Moving spacelike POVM with velocity 8 on the hypersurface
t = Bx and worldline x = St of one of its hyperpixels.
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FIG. 2. Rindler spacelike POVM on 1 =’ (gray boxes). The
solid (dashed) line is the worldline of one of its hyperpixels in wedge
I (wedge II).

POVM resides is not a worldline; instead ¢ is the time at which
a photon enters the hyperpixel in which it will be counted.

A spacelike POVM describing an array of accelerated
detectors is sketched in Fig. 2. According to (4) each point
in the array has a different acceleration «. This guarantees that
the array is rigid in the sense that its “3-geometry as seen from
its own momentary rest frame is unchanged in the course of
proper time” [8]. The acceleration will be dependent on the
depth of penetration into the semiconductor but it is assumed
that the photon is absorbed so these details are ignored. The
solid and dashed lines in Fig. 2 represent surfaces of single
accelerated devices traveling on the hyperbolic worldlines
x? — 12 = a~? exp(2a£) in wedges I and IL.

IV. PHOTON NUMBER DENSITY AND SCALAR PRODUCT

This section starts with a review of the 4D photon counting
operator. The Minkowski vacuum appears thermal to an
accelerated observer and operators are useful for describing
absorption and emission in this multiphoton state. For a
paraxial beam with definite polarization and negligible trans-
verse wave vectors the problem is effectively 2D, and the 2D
approximation will be used in the remainder of this paper for
simplicity. In two dimensions a definite polarization photon
field is mathematically equivalent to the zero-mass Klein
Gordon field. While the 2D approximation is problematic
because of infrared divergences [13], it is a good model for
explaining the Unruh effect [14].

The invariance of the indefinite scalar product follows from
the continuity equation for a four-current [15]. For photons the
four-current operator can be written in terms of the four-vector
potential operator as follows [16]: In the Heisenberg picture
the positive frequency part of the four-potential operator in the
Lorentz gauge is

A (t,x) = Z /

pe exp(k-x—ilk|?) ol
27 (47 k)2

i (K)a(k),
(7N
where @ (K) annihilates a photon with wave vector k and

polarization A. Its negative-frequency part is AC# = ATHAT,
Contraction of (7) with the second-rank electromagnetic force
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tensor operator

ﬁ(+)uv — 3MAT+)V _ 3v;{(+)u (8)

gives the covariant four-flux operator

T = jFOmR A0 _ A Fhur ©)

which satisfies a continuity equation. Its 0" component is the
number density operator

70 — iECO . A _jAC) L E®). (10)

A field is a quantity defined at every point in space time, so
mathematically, both A and F are field operators. Potential
operators can be identified by their |Kk|™ 1/2 dependence,
while F, whose elements are components of the electric and
magnetic field operators, has terms proportional to |k|'/2.
The extra factor |k| comes from the time derivative in E =
—dA/dt. For a plane wave with definite frequency the factor
|k|1/ % from E compensates for the factor |k|’1/ 2 from A to
give the frequency-independent probability that characterizes
the number density.

Once X has been selected a transformation can be made
to the Coulomb gauge, where photons are described by the
transverse vector potential alone. In two dimensions A* then
has a single component, which, for consistency with QFT,
is called ¢. The electric-field operator is E= —8¢ /ot. In a
Minkowski plane-wave expansion the positive-frequency part
of ¢ is

3 (1.x) = f Akt pr (1,3) Gt (11

o]

where u; s are the usual Minkowski plane waves given here
by (21). The absorption density operator (10) then reduces to

69 ), (12)

where f ? & = fo,g8 — (0, f) g, while the emission density
operator is

7 (1,x) =

At = idP T 0. (13)

For an electromagnetic field initially in state |i) the probabil-
ity density to count a photon at (z',x") is [2]

(YR xy). (14)

For (¢/,x") and (¢”,x”) in different pixels the field operators
commute and the two-photon correlation function can be
written as

wiﬂ(t',x’) —

ws? = (YO AP ). (15)

To make a connection between the number density operator
and the invariant scalar product positive- and negative-
frequency fields can be defined for a one-photon state [y/)
as

v P(e,x) = f dk (O |V ) (1,%), (16)
v Otx) = / k(a0 yt).  (17)
Y(t,x) =y PE,x) + ¢ x). (18)
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These fields are potential-like since they contain a factor
|k|~!/2. The invariant indefinite scalar product evaluated on
the hypersurface t = t' is

x.¥) = / dx[(x [0, 0)¥) + (x[7T@,x)|1¥)]

o0

o0 <«
:i/ dxy*(t,x) 0 Y(t,x). (19)

[e¢]

Integration over x using (U pr,up ) = 8(k" — k) gives the
k-space form of the scalar product,

> dk
G = / LS A CEP I O )
20)

Expressions analogous to (11) to (20) exist for wedge I and II
Rindler coordinates.

V. PLANE WAVES
The positive-frequency Minkowski plane waves are [5]
explik’(x — ept)]
VAR

where €, = k/|k| is the sign of the Minkowski wave vector
so the frequency ek is positive. The factor (2|k'|)!/? in the

up pm(t,x) = 2D

denominator is needed to compensate for 9; in the invariant
scalar product. Only positive-frequency basis states are written
down explicitly but the negative-frequency states are just their
complex conjugates. The prime denotes a definite value, while
unprimed coordinates are variable. On any ¢t = ¢’ hypersurface,
substitution of (21) in (19) gives the indefinite orthonormality
relations

(ur st i) = 8k — k),
(U ot yy) = —8(k" = K7), (22)
Uyt ) = (e vt ) = 0.

In k space the Minkowski plane wave with wave vector k’ is

wp (k) = 21k|8(k — k). (23)

It differs from the probability amplitude (ug ar,ur a) by the
factor +/2|k| needed to give the orthonormality relations, (22),
with the scalar product, (20).

The positive-frequency Rindler plane waves are

expli K'(§ — exm)] .

ug 1(n.§) = Nl nl
= 0inlI, 24
expli K'(§ +€xn)] .
ug n(n.§) = P ¢ ) in II

NZEard

=0inl,

where ex = K/ |K|. Positive frequency is defined from the
perspective of an inertial observer. The sign of the coefficient
of n is reversed in wedge Il because according to (2) an inertial
observer sees increasing Rindler time n with decreasing
Minkowski time ¢. This is the sign convention used in [5]
and [10]. In either wedge an inertial observer sees K’ > 0
as outward propagation and K’ < 0 as inward propagation in
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Fig. 2. On n = n’ the Rindler plane waves in either wedge
satisfy orthonormality relations analogous to (22). Rindler
plane waves in different wedges are orthogonal.

The Minkowski and Rindler plane waves are related though
the Bogoliubov coefficients [5], which will be evaluated by
substituting (21) and (24) in (19) and then substituting (3).
This direct calculation, which is the 2D version of [17], was
performed to better understand the relationship between the in
and out waves and the positive and negative frequencies, all
of which are needed here to define the localized states. Since
the scalar product is invariant, (u; y,u4 k1) can be evaluated on
any hypersurface. On " = n’ = 0, where the Rindler POVM
is instantaneously at rest,

o = (e k1)
_ /°° K@+ e i
o an K]
ﬂ]{]{ = (“ZM’“K,I)
_ /°° gy K/ (ax) — k|
%0 4 J/IkK|
The lower limit x( was introduced because the |K|/x integral

is undefined at x = 0. Using Mathematica to evaluate these
integrals,

ol — VIK]| <|k|
K ora Tk
+ F(K)(axo)',

VIK] <|kl

R ZNIAY
+ F(K)(axo)'X.

(25)

eikX(ax)iK/a.

a

—iK/a
) LK /a)e™ K125,

(26)

—iK/a
,B]EK — > F(l.K/a)e_an‘/zu(SeK!gk

The factor &, , excludes antiparallel Minkowski and wedge
I Rindler wave vectors. a;x (Big) is the amplitude for
the positive-frequency (negative-frequency) Minkowski plane-
wave components of a positive-frequency Rindler plane wave
in wedge 1. The rest of the Bogoliubov coefficients in wedge I
can be found using

(@) =" ¥ = 9" 27)
For negative-frequency Rindler plane waves (uf /.uy ;) =
—afy and (uga.uf ;) = —Pig. If the positive-frequency

Minkowski plane waves are expanded in the Rindler basis,
the Bololiubov coefficients are (ug Ui pm) = a,I:;( and
(u}}’l,uk’M) = —,8,1’;{. In wedge II, on ¢t =0, iduxgnu=
(/|xuxn and ug 1 = |ax|'® /\/47|K] so the Bogoliubov
coefficients are of the form of (25), but with x — |x|.
Evaluation of o}, and Bj% using Mathematica gives

Segee NI — =8, o inll (28)

in (26).

In the Minkowski vacuum an inertial device can only emit,
but a negative-frequency Minkowski plane wave describing
emission has both positive- and negative-frequency Rindler
plane-wave components, so an accelerated device can absorb
photons from the Minkowski vacuum. The probability density
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for absorption is

7 2 1
1P| = 2malk|(e>™KI/a — 1) 29
The Minkowski vacuum is thermal, with Unruh temperature
Ty = a/2n. The state vector describing the Minkowski vac-
uum in Rindler coordinates can be deduced from the Bogoli-
ubov transformation [14]. Since (26) to (28) give (u,f’ ok +
e mIKl/ayx 1)) = 0 the normalized Unruh modes,

Ug.1 + e_ﬂ‘Kl/auiKYH
U1 = )
/1 — 6727r|K\/a (30)
uga+e Ky
Ukn =

/1 — e—27'r|l(\/a

are purely positive-frequency Minkowski states. The field
operator expanded in Rindler plane waves is

[o.¢]
b= % [ aKwnsbestui Bl oY

J=LII*

where Z)\[(, s annihilates a photon with wave vector K in wedge
J. When transformed to Unruh modes,

. B — e-mIKIaR!
¢ = / dK |:U](,] ( il —k.I
e /T — g=271Kl/a

by — e ™Kl
+ Uk.n ( N +Hec. |, (32)

where the coefficients of Uk ; annihilate the Minkowski
vacuum. To write an expression for the Minkowski vacuum
state in Rindler coordinates the wave vectors can be made
discrete using periodic boundary conditions on x = —L/2
and L/2, where K; = j2n /L, and then taking the limit as
L — oo to regain the continuum of wave vectors. For discrete
wave vectors the Minkowski vacuum in the Rindler plane-wave
basis is described by the state vector

o0 o0
0wy =[] ¢ D e ™l ng 1)@ [n_g, 11}, (33)

j=—00 ng; =0

where C; = +/1 — e ?7IKil/a_ The details are given in [14].
Equation (33) is a product over modes of sums over the number
of correlated pairs 7.

VI. LOCALIZED STATES

The plane wave, (21), has equal amplitude at all points in
space at time ¢ and phase factor exp[ik’'(x — €x7)], while a
8-function localized state has equal amplitude for all wave
vectors with a phase that determines its position. In this
section the Minkowski and Rindler plane waves in space time
will be converted to localized states in momentum space by
interchanging the roles of momentum and position. The recipe
is straightforward: Exchange the position and wave vector by
interchanging the arguments with the subscripts. Move the
/2 |k| from the denominator to the numerator to allow for
the difference in the form of the x-space and k-space scalar
product. Change the sign of the x term in the exponent and
interchange primed with unprimed coordinates because ¢’ and
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x" are the coordinates of a specific localization event. With
this prescription the positive-frequency Minkowski localized
states on the ¢ = ¢’ hypersurface are

21kl exp[—ik(x’ — €t')]
V2r

for —oo > k > oo. The probability amplitude for wave vector
kis

Mx’,M(k) =

(34)

expl—ik(x’ — €t')]
V2r '

Since @;[0) = [ug.m), (urn,ux ) = (Oldk|uy m), so the
space time for the field, (16), describing the localized state
at (¢/,x') is

(g, pr oty ) = (35)

Uy i (1,3) = / * SRl =) — ik =) o

o 27 21K

At t = ¢’ this can be integrated to give u, p = V2r|x —
x’|7Y/2, which is clearly nonlocal.

The Minkowski localized states, (34), are orthonormal. This
can be verified by substitution in the k-space scalar product,
(20), to give

(ux’,Maux”,M) = 3()6/ - x”)’
(U3 pp Ui yp) = —8(x" — x), 37

(U p,un ) = 0.

Following the same recipe, the Rindler localized states on
n=n'are

V2IK|exp[—iK (" — exn)]

g 1(K) = Wi inl, (38)
T
=0 inll,
V2[K|exp[—iK(E +exn)] .
ug/’]I(K) = \/2_ m H,
T
=0inl,

for —oo > K > oo. With the definitions, (38), the Rindler
orthonormality relations on n = 5’ are

(ug g ugr ) =8 — &),
(”g/,jsugﬂ,]) = _5(5/ - é’_”)a

(MS/,J,L{;,’J) = 0’
(ug 1,ugn ) =0, etc.

(39)

A. Rindler localized state as seen by a Minkowski observer

In this subsection the probability amplitudes for the Rindler
localized states are calculated in the Minkowski localized
basis. First, a Rindler plane wave is expanded in the Minkowski
localized basis because this intermediate result is needed later.
Then the Rindler localized states will be transformed to the
Minkowski localized basis. The transformation coefficients
from k to K space are o, and fj, given by (26). The
probability amplitudes for the wedge I positive-frequency

042116-5



MARGARET HAWTON

Rindler plane waves in the Minkowski localized basis are

© exp(ikx) |
(ux, ,u N ) = dk—(x 5
M UK. 1 e \/E kK

© exp(—ikx)
utu = dk———— .
((SYRTS) [w N Brx

The k integrals were evaluated analytically using Mathematica.
If x >0,

(40)

(ax)'*/e 21 |K|/a—e|K|/a
(Uxpr ugy) = Fé‘ g(K) + f(K),
Tax
% (ax)K/a @b
(uy psuk1) = mlﬂ(g([() - f(K),
while if x < 0,
] |ax|iK/a ’
(x pm,ug)) = —lTGKen‘KV g(K) + f(K),
Tax
* |ax|iK/a 7|K|/a @
(uy protik 1) = N7k 8(K) — f(K),
Tax
where

¢(K) = - (~ 1) eg | K]
27 a
x T l—if r iE e mIKVa (43)
2 a a

8K = (eMEV — )7L, (44)

The small constant ¢ was introduced to give a convergent
integral and a finite line width that makes a §-function peak
visible in the graphs. The f(K) term is the integral of the F(K)
term in (26). For xo < x

i(axo)iK/“

V2rIKTja
The factor g(K) suggests a temperature 7 = a/4mw, which
is half the Unruh temperature. However, the plane-wave
annihilation and creation operators are the usual ones so in
the Minkowski vacuum a Rindler observer sees a thermal
distribution of photon numbers characterized by the Unruh
temperature. The factor g(K) is the result of integration over
k taking into account the nonlocality of the fields. For x > 0
the emission and absorption probabilities look like 7y /2, but
for x < 0 the emission and absorption probabilities are equal.
Expressions (41) and (42) are probability amplitudes
for Rindler plane waves in the Minkowski localized
basis. Using these probability amplitudes and (ug y,ug 1) =
exp(—iK§&)/ V27 the transformation coefficients from wedge
I Rindler localized states to Minkowski localized states can be
written as

f(K) =

061;5 = (ux,m,Ug1)

/OO exp(—iK§&)

dK (uyx pm g 1)

00 V27T '
,B)Icg = (U} p-ue 1)
/ AR ) S,

oo LY 2

(45)
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FIG. 3. Thermal factors. The solid black and gray curves are plots
of the absolute values of (41) and (42), respectively, for |ax| = 1. The
dotted and dash-dotted curves are arg(uk 1,u, ») and arg(ug 1,u ).

The localized state ug ; is seen as positive frequency by
a Rindler observer, while O‘)Ics and ﬂ}cg are the probability
amplitudes for positive- and negative-frequency Minkowski
localized states, respectively. Using (27) the Minkowski
amplitudes for the negative-frequency Rindler localized states

are (ux,M,u;I) = — ;a: and (u;M,u;I) = —als. The inverse
transformation from Minkowski localized states to the Rindler
basis is (ug,7,Uxm) = “)Ifs’ (uf it ) = — ;I::e’ (ug .U ) =
Bre. and (uf u’t ) = —ayi. In wedge Il use of (28) in (40)
gives oz)I(Ié = —a‘leg and ﬂg = _:3|Ix|g-

The K integral in (45) was evaluated numerically. The
integral of the rapidly oscillating f(K) term is 0. If the
Minkowski observer were to see the Rindler localized states
ug j asexactly localized, all K values should have equal weight
and the graph of |(uk 1,ux )| should be flat while all the
other K integrands should be 0. Examination of Fig. 3 shows
that these conditions are fulfilled except near K = 0, where
the probability amplitudes diverge as |K|~!/2. The flat region
does lead to a § function and, without the thermal factor, o ;E
would equal §(In |ax| — a&)/|ax|"/?. The thermal peaks give
an additional delocalized component to all the curves. The real
functions |ax|1/2a£§ and |ax|1/2,3)165 are plotted in Fig. 4 as a
function of a& — In |ax|. Both the peak in oe)lcs forx > Oand a
delocalized contribution to all the curves are evident. As seen
by an inertial observer a positive-frequency Rindler localized
state has a wedge I positive-frequency peak at the correct
position, but it has additional positive- and negative-frequency
delocalized parts that are largest in wedge II.

In terms of the shifted Minkowski coordinate X = x —a~
the horizontal axis in Fig. 4 is

1

at —In|l +aX| ~ a — X)

for |X| < a~'. For any definite value of a the infinite o
singularity at X = —a~! exists and the equations and graphs
in this section apply. The order in which the X — oo and
a — 0 limit is taken matters: If the limit a — 0 is taken
before performing the calculation Rindler plane waves reduce
to Minkowski plane waves and the graph in Fig. 4 should be
replaced with the § function at £ = X.
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lax| "/Zaxf/a and \ax|1’/2ﬂxf/a
0.

a¢—Inlax|

FIG. 4. Real functions |ax|"?a},/a and |ax|'?B},/a for ¢ =
0.01 as a function of a&é — In |ax|. The solid black and gray lines are
), and B, in wedge I where x > 0, while the dashed line is —a;,
and _ﬁ}cs in wedge II where x < 0. The hash marks are individual
points where the integral did not converge.

VII. DISCUSSION OF LOCALIZED STATES

The definition (34) leading to the orthonormality condi-
tions, (37), is based on Newton and Wigner’s (NW) seminal
paper [18]. NW exactly localized states, and indeed any state
localized in a finite region, have paraxical properties: (i) the
fields describing localized states are themselves nonlocal, (ii)
they spread throughout space instantaneously, (iii) NW found
no localized states for photons, and (iv) negative-frequency
states are needed for a complete basis and their QFT scalar
products are negative. These properties are discussed below.
A one-photon state and an inertial detector are considered for
simplicity.

(1) For practical purposes the most important property of a
localized basis is that the absolute square of the projection
of the photon state vector onto the the localized states is
the photon number probability density on X, |(u, y,%)|> and
[ 4 ¥)|?. Here v is the field, (18), and Uy p is given by (34).
Proﬁagation of ¥ is not the subject of this paper, but the form of
(11) and (21) ensures that the field will propagate at the speed
of light. Inside the detector the damped field E interacts with its
atoms. The fact that a localized state is described by a nonlocal
field such as (36) is not without observable consequences
in photon counting experiments: The penetration depth and
hence the time required for photon absorption are frequency
dependent.

(ii) States that are localized in a finite region for an instant in
time subsequently spread instantaneously [19]. This causality
paradox has a straigtforward interpretation: A localized state
is a sum of counterpropagating waves whose nonlocal tails
interfere destructively [20]. The exactly localized states are
of this form, as can be seen by inspection of (36). The
field is nonlocal even on t = ¢’ but the space-time probability
amplitude

l o0
WUy oy MUy i ) = 2—/ dkexp(ikAx — i€ kAt), (46)
T J -

with Ax =x —x’ and Ar =1t —t/, is local. By inspection,
(46) is a sum of an €, = 1 wave propagating to the right and an
€, = —1 wave propagating to the left. Integration of (46) using
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lim,o(e £iz)~' = 78(2) F iP(1/z), where P is the principal
value, gives

%[S(Ax — A+ 8(Ax + An)]

o P (o) P |

For a localized state on the hypersurface ¢t = ¢’ the principal
value terms interfere destructively, leaving §(x — x’). At
other times the nonlocal principal value terms are nonzero
throughout space.

(iii)) NW postulated that a localized state should be
spherically symmetric [18]. It can be proved that there is
no photon position operator with commuting components
that transforms like a vector [21]. Because photon spin and
orbital angular momentum cannot be separated, their localized
states have definite total angular momentum and a vortex
structure like twisted light [22]. When this is taken into
account localized photon states and a photon position operator
with commuting components can be constructed using the
NW procedure [23]. This photon position operator does not
transform like a vector due to the extra term required to rotate
its axis of symmetry, so the nonexistence proofs do not apply
to it.

(iv) The indefinite scalar product, (19), is positive for
positive-frequency basis states and negative for negative-
frequency states. Since positive frequency is associated with
absorption and negative frequency with emission, the integral
over ¥ gives the number of photons absorbed minus the
number emitted. What matters is net absorption and a photon
that is re-emitted is not counted. This is reasonable since
an atomic transition can be accompanied by an absorbed
or emitted photon. Integration over time is needed to sep-
arate these processes and inertial and accelerated observers
experience a different proper time. The invariance of the
scalar product tells us that inertial and accelerated observers
will agree on the number of atomic transitions and the
probability of absorption minus the probability of emission
but they will not agree on whether photons are emitted or
absorbed.

Finally, the sum over histories gives a novel path-integral
interpretation of the NW localized states that supports the
interpretation that they describe a photon counting experiment:
If the NW propagator is used in a relativistic calculation
of the sum over paths crossing an intermediate spacelike
hypersurface X, these paths must terminate on X [24].

VIII. APPLICATIONS

In this section real devices and the Unruh effect are
discussed. Coincidence counting, single-photon absorption
events, and preparation of a one-photon state are considered.

If a device is prepared in its ground state, initially it will
contain no photons along its entire length. Photons are counted
when they cross one of its surfaces traveling at speed ¢ and are
absorbed within a penetration depth of a few wavelengths. (The
speed of light ¢ has been reintroduced in this paragraph for
clarity.) Calculation of the probability for this event requires
flux (photons/s) but a spacelike hypersurface is required to
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define annihilation and creation operators and such a basis
gives the number density (photons/m). However, at normal
incidence the Minkowski flux and number density are simply
related through

(W'D, 0)) = e 7P @E,0)1), (47

where the flux is positive (negative) for left-to-right (right-
to-left) propagation. The localized basis states themselves do
not contain information on the propagation direction but it
is assumed that the detector counts photons from only one
direction and modes in the opposite direction are traced out.
Equation (47) gives the probability per unit time to absorb
a photon in terms of the number density calculated using
a basis of positive-frequency localized states on a spacelike
hypersurface.

In the vacuum state, (33), for every wedge I photon with
wave vector K there is a wedge II photon with wave vector
—K (with the sign conventions used here). The zero-photon
term does not excite the detector. To first order in e~ [€71/4 this
leaves the one-pair term with C; = 1 and this approximation
is considered first. Entanglement transfer from the vacuum
to a pair of counteraccelerating Unruh—de Witt detectors was
studied in [25]. Rindler observers in the causally disconnected
wedges I and II cannot communicate but a Minkowski
“spectator” can receive signals from accelerated detectors in
both wedges. Particle contents measured by the two detectors,
each described by a single localized mode, are predicted to
be correlated [26]. Here a coincidence counting experiment
performed by an inertial spectator with access to a pair of
counteraccelerating photon counting detectors is analyzed. For
detectors that can absorb photons propagating from right to left
described by the Rindler null coordinate v = 1 4 £ theng = 1
term in (33) gives the probability amplitude for two-photon
absorption:

0 eiK(v’—v”)
(i it Opg) = / dKe K
oo 2

= L; (48)
2ri(v —v")+1/a
This describes Lorentzian space-time correlations with line
width 27w /a. As a — 0 the line width becomes infinite
and as a — 00 (uy 1y u0y) = —38(V —v") — P,
where P is the principal value. If positive and negative
K values are included so (48) is a sum over counter-
propagating waves (uy 1ty 11|0y) = —8(v" — v”) and the
space-time correlations are exact in the infinite acceleration
limit.
If the photon in wedge II is not detected, the probability
density to count a photon in wedge I is the partial trace of the
absolute square of (48) over v” in wedge II equal to

©° a
| s niou? = 2. (49)
o 4

Equation (49) gives the probability per unit Rindler time. The
proper time interval is dT = % (a/a) dn, where o = ae™% as
given by (4). The probability per unit proper time for a detector
with an absorbing surface at £ to count a photon is thus o /47>

Now imagine that a single accelerated detector at &’ in
wedge I capable of absorbing photons propagating from right
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to left from the Minkowski vacuum clicks at Rindler time 7’'.
This process is most simply viewed from the instantaneous
rest frame of the POVM where ' = i’ = 0. To first order the
one-pair term in (33) will collapse to a normalized one-photon
state described by the K -space and &-space Rindler probability
amplitudes

T\ /2 R
(g my) = (—) e Ikl agmikE
a

2 P
(e ) = 5 [€ =8 +i~|

(50)

respectively. This is analogous to preparation of a one-photon
state using spontaneous parametric down conversion. The
Rindler field propagates causally after collapse at t = n = 0.
AtRindler time 7 the peak of the pulse has propagated outward
in wedge I to & = &’ + ||, where n < O since ¢t > 0. This is
consistent with (48) if n” = 0 and v = v” are substituted. In
the Minkowski localized basis,

() = / dxayy (ue . ). (51)

The Minkowski field, (18), with (ng|ax|y¥) = (ug.pr,¥) also
propagates causally after collapse. According to Fig. 4 Ol)ICIs =

_O‘|Ix\ has a delocalized component that is largest in wedge II.
Thus the photon state prepared when a wedge I accelerated
detector counts a photon can lead to absorption by an
accelerated detector in wedge II or by an inertial detector
in either wedge.

The one-pair term was considered first for clarity and to
obtain analytic expressions, but all n; in (33) can be included
by calculating the expectation values of the Rindler one- and
two-photon density operators analogous to (14) and (15). The
Rindler number density operators are

Ny
h\f/ﬁ-)(g_—) — l(/ﬁ(/ ) 9 n/\(j+)7 (52)
where
00 —_~
7 = f dKuk ; (0.6)bx. (53)

and %_) = $(J+)T. For right-to-left propagation
wi™ = (0w} 110w

0
— f dK(e2JT|K\/a _ 1)71.

This integral diverges at |K| = 0 but there is a lower limit
to the frequency response of any real detector. If a minimum
frequency Q2o = | Kp| is introduced, the probability density per
unit Rindler time for photon absorption is

w = —Ln(1 — e 27 0/a), (54)
T
In the limit 27 Qp/a < 1 w'™ = —(a/m) In(27Qo/a), which
diverges as €29 — 0. The two-photon counting rate is

wii = (Ol iy 11 0u).- (55)
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To evaluate (55) consider the effect of annihilating a photon
pair on |0y). The K factor of b_g 1bg 1|05r) 18

o0
Cx Y nge ™K ng — 1) @ In_x — L. (56)

ng=0

The probability for the n-pair term of this state combined with
the n-pair term of |0y7) g is C2e™Kl/ap g (e=27IKI/@y* Defining
x = e K where Y 72 nx" = x/(1 —x)*and C3 =1 —
x, the sum overn in (56) gives exp(| K |/a)/[exp(2 | K |/a) —
1]. There is also a bk 1bk 11|0p) term that gives the square of
(54). For photons propagating from right to left,

+) _

wiy = dK

QK| a—iKI@ v |
/—oo 27T(6271|K\/a _ 1)

+wPw. (57

The last term does not depend on the space-time coordinates.

The first term,
—-Q
f K
—0oQ

is plotted in Fig. 5. The dotted line at the bottom is the first-
order approximation, equal to the absolute square of (48).
The solid, dashed, dot-dashed, and gray curves are Qy/a =
0.01, 0.02, 0.05, and 0.13, respectively. The probability that
an accelerated detector with cutoff frequency €2 will absorb a
photon from the Minkowski vacuum is enhanced when all 7 g
are included.

To obtain probability densities per unit proper time the con-
stant a should be replaced with the location-dependent proper
acceleration o = ae™ as in (49). Since exp(+iKdn) =
exp[%i(Ke *)dr] in the instantaneous rest frame of the
detector, the minimum frequency in units of proper time is
wy = Qoe % so Qp/a = wy/a and (counts per unit Rindler
time)/a equals (counts per unit proper time)/« in Fig. 5
and all of the equation in this section. In SI units a can be
replaced with the acceleration frequency a/c [14], which has
units of s~!, to give exp(—27 RQoc/a) in Egs. (54) to (58). An
Unruh temperature Ty = ah/2nckpg of 1 K corresponds to an

2
) (58)

. v
eﬂ\Kl/a—zK(v —v’)

L= 2r(2IKI/a — 1)

2
rin/a

FIG. 5. Coincidence counting rate/a> versus a(v’ —v'). The
dotted line is the one-pair term. The other lines are rl(;) , where the solid
line is p/a = 0.01, the dashed line is ©2p/a = 0.02, the dot-dashed
line is ©2p/a = 0.05, and the gray line is 2¢/a = 0.13. Q is the

minimum (cutoff) frequency.
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acceleration of 4 x 10?! ms~2 and an acceleration frequency
ajc =2 x 10" s7!. For ¢Qy/a = 0.01 a temperature of 1 K
requires a detector that can absorb photons with angular
frequencies higher than 2 x 10'* rad/s.

IX. CONCLUSION

In this paper bases of exactly localized Minkowski and
Rindler states on spacelike hypersurfaces ¥ were used to
construct POVMs for position measurements performed using
photon counting detectors. The transformation coefficients
from Minkowski to Rindler localized states, o ){ £ and 8 XJ £» Were
calculated and are plotted in Fig. 4. A photon field ¥ was
defined whose positive-frequency terms describe absorption of
photons arriving from the past and whose negative-frequency
terms describe emission. The absolute squares of the indefinite
scalar products of the positive-frequency localized states
with the field |(u, p,¥)|? and |(ug,;,¥)|* are the probability
densities for photon absorption by inertial and accelerated
devices, respectively. Using the relationship between photon
density and flux this gives the probability that a photon will
enter the detector and be absorbed. The exactly localized states
are very convenient, largely because they are orthonormal and
complete. While the states defining the POVM are exactly
localized, this choice of basis does not impose limitations on
the size of the photon counting detector or the form of the field
incident on it.

These photon counting POVMs were applied to vacuum
excitation of accelerated detectors (the Unruh effect). For
right-to-left propagation described by the null Rindler co-
ordinate v = n + & the coincidence rate for absorption of
correlated photons at v’ in wedge I and v” in wedge II was
found to be a Lorentzian function of v’ — v” with line width
2m/a, where a is the proper acceleration on £ = 0. If no
measurement is performed in wedge I, the wedge I probability
per unit proper time to absorb a photon is proportional to the
proper acceleration o = a exp(—a&), where £ is the Rindler
coordinate of the absorbing surface of the detector. Inclusion of
numbers of photon pairs from 1 to oo increases the coincidence
counting density by a factor of 10 if the lowest frequency
photon that can be absorbed by the detector is ¢ = 0.01a.
If a photon is absorbed by an accelerated detector in wedge
I, the zero-Rindler-photon term is eliminated and the vacuum
collapses to a one-photon state plus higher order terms. This
is consistent with the conclusion of Unruh and Wald [27]: “It
seems as though the detector is excited by swallowing part of
the vacuum fluctuation of the field in the region of spacetime
containing the detector. This liberates the correlated fluctuation
in a noncausally related region of the spacetime to become a
real particle.” Here liberation of a photon is interpreted as
collapse, analogous to preparation of a one-photon state using
spontaneous parametric down conversion. The photon state
prepared in this way can, atleast in principle, lead to absorption
of a photon by an inertial detector.
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