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From the differential cross section to high-energy triple-photon entanglement
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The three-photon Compton effect is studied. An incoming photon undergoes triple scattering off a free electron,
which leads to the emission of three entangled photons. We investigate the properties of both the total cross section,
assuming a low-energy cutoff for the detected photons, and the differential cross section. Particular emphasis is laid
on evaluating polarization-resolved cross sections. The entanglement of the final three-photon state is analyzed.
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I. INTRODUCTION

A photon colliding with a free electron is one of the most
basic processes of quantum electrodynamics (QED). At low
photon energies ω0 (in the rest frame of the electron), the only
possible process is the scattering of the incoming photon off
the electron. The electron-positron pair production threshold
is at ω0 = 4m, which is larger than 2m due to the necessity of
providing for the minimum electron recoil momentum. (Here,
m is the mass of the electron. Throughout this article, we work
in natural units such that h̄ = c = ε0 = 1, and α = e2/4π ,
where α ≈ 1/137.036 is the fine-structure constant and e the
charge of the electron.) Moreover, for ω0 � m, the scattering
is elastic and referred to as Thomson scattering. In this limit,
the Klein-Nishina cross section [1] calculated from quantum
electrodynamics agrees with the prediction from classical
electrodynamics. When ω0 becomes comparable to or greater
than m, the scattering process is termed Compton scattering,
or just the Compton effect [2]. It has to be described in fully
relativistic QED [3,4].

Compton scattering has been widely studied, and has a
large number of applications. By analyzing the broadening
of the Compton peak (the Compton profile) of the scattered
photons, information on the electron momentum distribution
in atoms [5,6], molecules [7], and condensed matter [8–10]
can be obtained. Compton scattering from bound electrons
can in general be described by the Klein-Nishina cross section
if the energy gained by the electron is much larger than the
binding energy, which implies that the electron can be regarded
as free during the collision. It is also possible to produce
high-energy γ photons through Compton backscattering of
laser photons off energetic electrons from an accelerator.
The (nonexhaustive list of) review articles [11–14] discuss
applications of the Compton effect. There also exists a
nonlinear generalization of the Compton effect: in a laser
field, several photons are absorbed by an electron to produce
one final photon. The electron-laser interaction has to be
taken into account beyond perturbation theory. This nonlinear
process has received a lot of interest recently, both theoretically
[15–17] and experimentally [18,19].
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Much less studied are the processes where a photon collides
with an electron and splits into two or more final-state photons.
Such a reaction is of higher order in α and has a smaller cross
section. One should not confuse this kind of scattering process
with multiple single-Compton-scattering events, which can
occur when a photon scatters consecutively at different
electrons inside a material [20]. This paper exclusively deals
with the process involving one electron and one photon in the
initial state, and a final state consisting of one electron and
one, two, or three photons.

At moderate energies ω0 ∼ m, the cross sections of the
higher-order processes are suppressed with one factor of α for
each additional emitted photon. A complete QED calculation
of the double Compton effect, where two photons are emitted,
was first presented in [21], and has since been verified
experimentally by several groups [22–28]. The total double
Compton cross section, for some particular photon-energy
infrared cutoff, has been studied theoretically by numerical
integration [29]. The theory of the nonlinear (multiphoton)
double Compton effect (in the background of a strong laser
field) has been given only recently [30–33].

The next-order Compton process is the triple, or three-
photon, Compton effect, where one photon is split into three
after the collision with a free electron. A rather sophisticated
pertinent experiment has been described in Ref. [34]; otherwise
the experimental literature on triple scattering appears to be
scarce. In Ref. [34], the differential cross section (averaged
over the detector solid angles) was estimated for one specific
arrangement of the detection geometry of the emitted photons.
The three detectors were arranged in a symmetric configuration
and each detector covered a narrow solid angle � � 4π .
On the theoretical side, the literature is also very scarce. In
Ref. [35], the total cross section for the n-tuple Compton
effect was studied for extremely high photon energies ω0 � m

(in the rest frame of the electron). At moderate energies
ω0 ∼ m, which could more realistically be achieved in the
laboratory, we have recently presented calculations of the total
and differential cross sections for a number of examples of
experimentally realizable parameter sets [36]. It is the purpose
of the present paper to extend the parameter range covered in
Ref. [36] and to give the details of the method of calculation,
which could be useful if the method is to be adapted to a
particular experimental geometry in the future.
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Compton scattering with multiple photons in the final state
is interesting for an additional reason: The final photons are
quantum-mechanically entangled. The experimental produc-
tion of multiphoton entangled states is currently at the focus
of intense research efforts [37–46]. One can say that the
three-photon Compton process is the most basic QED process
that is able to produce a three-photon entangled final state.
A somewhat related process is electron-positron annihilation
into three photons. This process has been studied both in
high-energy physics with colliding e+ and e− beams [47–52]
and in the low-energy domain in the context of the decay of
orthopositronium as a test of CP violation [53–58]. Higher-
order QED corrections to the decay rate have been calculated
[59–63]. The discrepancy between the experimental results
of Asai and co-workers [64,65] and Gidley and co-workers
[66–68] was finally resolved in Ref. [69].

We proceed as follows. In Sec. II, we describe the QED
theory necessary to obtain expressions for the differential cross
sections for the two-photon and three-photon Compton effects.
A numerical evaluation of the total cross section is presented
in Sec. III B, and examples of the differential cross section are
presented in Secs. III C and III D. The interesting subject of
polarization entanglement among the three final-state photons
is discussed in Sec. IV, and we conclude in Sec. V.

II. THEORY

A. Bispinors and photon states

In the following, we write the scalar product of two
four-vectors a and b as a · b ≡ aμbμ = a0b0 − �a · �b, which
also defines the metric convention. The contraction of a
four-vector a with the Dirac gamma matrices γ μ is denoted as
â = γ μaμ = a0γ 0 − �a · �γ .

The incoming and outgoing four-vectors of the electron are
labeled as

pi,f = (Ei,f , �pi,f ), (1)

respectively. The electron bispinors are used in the represen-
tation [4]

ur (p) =
√

E + m

2m

⎛
⎜⎝

δr1

δr2

1
E+m

�σ · �p( δr1

δr2

)
⎞
⎟⎠ , (2)

where δij is the Kronecker delta, r = 1 or 2 labels the spin of
the electron, and the vector �σ is composed of the (Pauli) 2 × 2
spin matrices

�σ =
([

0 1

1 0

]
,

[
0 −i

i 0

]
,

[
1 0

0 −1

])
. (3)

With this convention, the spinors are normalized according
to u

†
r (p)γ 0ur (p) = ūrur = 1. Here, ūr = u

†
r γ 0 is the Dirac

adjoint. The γ matrices are used in the Dirac representation,

γ 0 =
(
1 0

0 −1

)
, γ i =

(
0 σ i

−σ i 0

)
(4)

for i = 1,2,3, where 1 denotes the 2 × 2 unit matrix, and the
σ i are the components of the vector of Pauli matrices. The
propagation wave vectors (four-vectors) of the photons are

denoted as

kj = (ωj ,�kj ) = ωj (1, sin θj cos φj , sin θj sin φj , cos θj ),

(5)

where φj measures the azimuth and θj measures the polar
angle (j = 0,1,2,3). We take j = 0 to denote the (incoming)
absorbed photon, and j = 1,2,3 to denote the emitted photons.
We furthermore define

nj = kj

|�kj |
= (1, sin θj cos φj , sin θj sin φj , cos θj ), (6)

so that the four-vector kj is given as kj = ωjnj . In all
examples presented in Sec. III, the angles and energies of
the final particles are measured in the laboratory frame, in a
coordinate system with the polar axis defined by the incoming
photon, i.e., k0 = ω0(1,0,0,1). A head-on collision such that
pi = (Ei,0,0, −

√
E2

i − m2) is always assumed.
We now give the basis for the two polarization four-vectors

ε1
j and ε2

j of the photons (j = 1,2,3; each outgoing photon
has two polarizations available). These four-vectors satisfy
ε1
j · kj = ε2

j · kj = 0 (for each j individually, no summation
over j ) and are needed to analyze the polarization-resolved
cross sections. We take them as

ε1
j = (

0,�ε 1
j

) = (0, cos θj cos φj , cos θj sin φj , − sin θj ),
(7)

ε2
j = (

0,�ε 2
j

) = (0, − sin φj , cos φj ,0).

The superscript denotes either one of the two available
polarizations.

B. Matrix element and differential cross section

The expression for the cross section of the three-photon
Compton effect follows in a straightforward way from the
usual Feynman rules of QED [3,4]. The expression for the
invariant matrix element MTC reads (TC stands for triple
Compton)

MTC = 1

4

e4 NTC

(2π )5

1

m2
√

EiEf ω0ω1ω2ω3
, (8)

with

NTC = m3
∑

ζ

u†
rf

(pf )γ 0ε̂ζ (3)
q̂3(ζ ) + m

q2
3 (ζ ) − m2

ε̂ζ (2)
q̂2(ζ ) + m

q2
2 (ζ ) − m2

× ε̂ζ (1)
q̂1(ζ ) + m

q2
1 (ζ ) − m2

ε̂ζ (0)uri
(pi). (9)

In Eq. (9), the sum runs over all the 4! = 24 available permuta-
tions ζ of (0,1,2,3) and describes the bosonic symmetrization
of the final state. One might think that, because of the
presence of three indistinguishable particles in the final state,
an additional combinatorial factor should have to be taken
into account. Indeed, a factor 1/3! must be inserted if we
seek to calculate the total cross section for the triple-scattering
process (see Sec. III B below), roughly speaking, because the
“wide-angle detectors” needed for the theoretical calculation
of the total cross section (with overlapping acceptor solid
angles) would otherwise detect the same photon more than
once. There is no need to add such a factor in the differential
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FIG. 1. Three Feynman diagrams out of the total of 4! = 24
which contribute to the three-photon Compton effect. Diagram
(a) corresponds to the permutation ζ = (0,1,2,3), diagram (b) to
the permutation ζ = (3,1,0,2), and diagram (c) to the permutation
ζ = (3,2,1,0).

cross section. We here include this consideration because it
might be important for experiments in the future.

Let us also give an example for the permutations entering
Eq. (9): for example, if ζ = (2,3,1,0), then ζ (0) = 2, ζ (1) = 3,
ζ (2) = 1, ζ (3) = 0, and so on. The momenta qn entering the
propagators are calculated according to the equation

qn(ζ ) = pi +
n−1∑
j=0

(−1)1−δ0ζ (j )kζ (j ), (10)

which describes the momentum flow through the diagram (δij

is the Kronecker delta). The zeroth photon with propagation
four-vector k0 adds to the momentum flow, while the three
emissions with kj (j = 1,2,3) need to be subtracted. Each one
of the terms in Eq. (9) corresponds to one Feynman diagram,
three of which are exemplified in Fig. 1.

According to the Feynman rules of QED, the differential
cross section follows from the matrix element (8) as

dσ

dω1dω2dω3d3pf d�1d�2d�3

= (2π )2 Ei ω0

pi · k0
|MTC|2 ω2

1 ω2
2 ω2

3

× δ(4)

(
pi + k0 −

3∑
j=1

kj − pf

)
, (11)

where d�j = dφjdθj sin θj is the infinitesimal solid angle of
photon j . In (11), both the integrations over d3pf and dω3 can

be taken with the aid of the δ function, to yield

�pf = �pi + �k0 −
3∑

j=1

�kj , (12a)

Ef = Ei + ω0 −
3∑

j=1

ωj , (12b)

ω3 = pi · (k1 + k2 − k0) + k0 · (k1 + k2) − k1 · k2

n3 · (k1 + k2 − k0 − pi)
. (12c)

For fixed values of the angles θj and φj , the condition ω3 > 0
defines the area of the ω1ω2 plane in which the differential
cross section is nonvanishing; otherwise it is zero due to
kinematic constraints. The integration over dω3 introduces
an additional factor

d(Ef + ω3)

dω3
= 1 + �n3 · (�k1 + �k2 − �k0 − �pi) + ω3

Ef

. (13)

The final expression for the differential cross section of the
three-photon Compton effect, differential in the six angles and
two energies of the emitted photons, still dependent on the
one incoming and three outgoing photon polarizations, and
the electron spins, reads (in natural units)

dσTC

dω1dω2d�1d�2d�3

= α4

(2π )4

1

m4

ω1ω2ω3

Ef (pi · k0)

∣∣∣∣
(

d(Ef + ω3)

dω3

)−1∣∣∣∣
× |NTC|2 
(ω3) 
(Ef − m). (14)

In Eq. (14), ω3 should be replaced according to Eq. (12c), and
pf is to be replaced according to pf = pi + k0 − ∑3

j=1 kj .
The step functions 
(·) at the end of Eq. (14) are needed
since there are values for the angles that result in ω3 > 0 from
Eq. (12c), but Ef < m.

The cross section (14) diverges whenever either
ω1, ω2, or ω3 goes to zero. This is the well-known
infrared catastrophe of QED. In the current case, the
divergences would cancel against fourth-order (in α)
radiative corrections to the single and double Compton
effects. The radiated energy, which is proportional to∫

dω1
∫

dω2
∫

dω3 ω1ω2ω3dσTC/(d�1d�2d�3dω1dω2dω3)
is still finite when integrated in the infrared. While certainly
an interesting subject of study [70–73], such corrections will
not be considered in the present paper. In general, radiative
corrections to the cross section are expected to be of order α,
or at the few percent level, since we consider photon energies
(in the rest frame of the electron) of at most ω0 = 100 MeV
in this paper (see Sec. III B on the total cross section). At
high energy ω0 � m, infrared radiative corrections can be
shown to be the dominant ones [72]. The bremsstrahlung
corrections in the exit channel, which are canceled by the
radiative corrections in the infrared, are in our case of the order
cIR = (α/π ) ln(2ω0/m) ln(2ω0m/�2), where � is the energy
resolution of the detector. The precise value therefore depends
on the experimental setup [72]. Assuming that ω0/� = 100,
then cIR ≈ 0.06 for ω0 = 100 MeV. In all our examples for
the differential cross section in Secs. III C and III D, however,
the energy scale is much smaller. In the electron rest frame,
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we have ω0/m ≈ 0.4 in Sec. III C and ω0/m ≈ 1 in Sec. III D.
In this case we expect cIR = (α/π ) ln(2m2/�2) ≈ 0.02. So
the radiative corrections are expected not to exceed the level
of a few percent.

Let us dwell on this point a little longer, assuming the latter
situation, where cIR ∼ (α/π ) ln(m/�) up to multiplicative
factors. The theorem of Yennie, Frautschi, and Suura [72]
as well as the considerations of Sudakov [71] imply that, if
the calculation is carried through to infinite loop order, the
infrared divergences exponentiate according to

∞∑
n=0

(−1)n

n!

[
α

π
ln

(
m

�

)]n

= exp

[
−α

π
ln

(
m

�

)]
, (15)

but, if the calculation is carried out only to a finite loop order,
then the next-higher-order terms (in α) will yield radiative and
bremsstrahlung corrections on the percent level.

In an experiment, the detectors are always set up such as to
detect photons above a certain infrared threshold energy. For
example, the experiment in Ref. [34] detected photons with
an energy greater than 13 keV. Theoretically, we do the same
thing, i.e., when integrating over the energy, we include only
photon energies larger than a fixed energy threshold which
we label ε. Let us put ω3 = ε in Eq. (12c). We can then
calculate the maximum energy ωmax

1 of ω1 as a function of
all the other variables using k1 = ω1n1 and solving for ω1. Let
us investigate fixed emission angles and photon energies ω�,
where � = 2 if j = 1 and � = 1 if j = 2 (formally, � = 3 − j ).
Then, one obtains for the maximimum energy ωmax

j of the j th
photon the expression

ωmax
j = εn3 · (k� − pi − k0) + pi · k0 − k� · (pi + k0)

nj · (pi + k0 − k� − εn3)
.

(16)

The differential cross section integrated over the final photon
energies will depend on the infrared cutoff ε. Furthermore,
since the specification of an energy threshold depends on
the observer frame, total cross sections are no longer Lorentz
invariant, but the applicable threshold is fixed by the properties
of the detectors used.

C. Comparison to the double Compton effect

In order to compare the cross section for the three-photon
Compton effect with that of the double Compton effect, we
now take a step back, and first give the expressions for the dou-
ble (two-photon) Compton differential cross section. Although
there exists an analytic expression for the polarization- and
spin-summed cross section [21], there is no analytic expression
available for the polarization-resolved cross section. The
matrix element for the double Compton (DC) effect reads

MDC = e3 1

(2π )7/2

1

m
√

8EiEf ω0ω1ω2
NDC, (17)

with

NDC = m2
∑
χ

urf
(pf )γ 0ε̂χ(2)

q̂2(χ ) + m

q2
2 (χ ) − m2

× ε̂χ(1)
q̂1(χ ) + m

q2
1 (χ ) − m2

ε̂χ(0)uri
(pi), (18)

where the sum runs over all the 3! = 6 permutations χ of
(0,1,2). The momenta qn entering the propagators are defined
similarly to the three-photon Compton case as

qn(χ ) = pi +
n−1∑
j=0

(−1)1−δ0χ(j )kχ(j ), (19)

i.e., the zeroth photon momentum flows in and the others flow
out. The cross section, differential in ω1, �1, and �2, follows
in analogy with Eq. (14) above as

dσDC

dω1d�1d�2
= α3

(2π )2

1

m2

ω1ω2

Ef (pi · k0)

∣∣∣∣
(

d(Ef + ω2)

dω2

)−1∣∣∣∣
× |NDC|2
(ω2)
(Ef − m). (20)

In (20), the final momentum of the electron is pf = pi + k0 −
k1 − k2, and

ω2 = pi · (k1 − k0) + k0 · k1

n2 · (k1 − pi − k0)
. (21)

The Dirac δ function generates a Jacobian factor of d(Ef +
ω2)/dω2 = 1 + [ω2 + �n2 · (�k1 − �pi − �k0)]/Ef . The double
Compton cross section is used for comparison to the triple
Compton effect in the following. The infrared cutoff ε is used
in complete analogy to the triple Compton process.

III. NUMERICAL EXAMPLES

A. Orientation

We now return to the three-photon Compton effect, while
using the discussion of the double (two-photon) Compton
scattering process from Sec. II C as a guide toward the
comparison with lower-order processes. We thus numerically
evaluate a number of examples of both the differential and the
total cross sections for experimentally realizable values of the
parameters. The evaluation of the cross section is performed
entirely numerically, assuming the representations given in
Eqs. (2) and (4) for the γ matrices and the electron spinors.
Given the input parameters ω0,Ei ,ε0, and εj ,θj ,φj , j = 1,2,3
(electron spin is always summed over), the evaluation of
the matrix element is done by explicit matrix multiplication
using the standard Dirac representation of the Clifford algebra
given in Eq. (4). This method is far preferable, because
an analytic evaluation of the cross section by tracing out
the Dirac γ matrices would result in an extremely long
analytic expression which would not simplify (because we
are investigating the differential cross section) and thus not
be useful. The necessity to avoid an “explosion” in the
number of terms in the intermediate expressions is particularly
important, because we are interested in polarization-resolved
cross sections, in which case there are no simplifications at all
in the analytic trace. On occasion, we also recall arguments
given by us previously in Ref. [74] which demonstrate that,
for typical multiple-scattering processes, it is computationally
faster to evaluate the matrix element by direct numerical matrix
multiplication than to evaluate the analytic expressions that
would otherwise result from the Dirac γ matrix trace.

One test of correctness of the numerical implementation of
the cross section is that of gauge invariance. The cross section
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(14) is invariant under the gauge transformation

εj → εj + Akj , (22)

for each j = 1,2,3 separately. Here, A is an arbitrary constant.
In the numerical integration of the differential cross section,

the integration over ω1 and ω2 is done by a standard Romberg
routine. By contrast, the integration over the emission angles
of the photons is performed by Monte Carlo integration [75].
Monte Carlo integration is a well-established method for QED
processes with a many-dimensional final-state phase space
[76,77], pioneered by Mork [78,79].

B. Total cross section for n-fold scattering

In order to get an impression of the order of magnitude
of the total number of three-photon events produced in an
experiment, we first calculate the total cross section

σ tot
TC = 1

3!4

∑
spin, pol.

∫
d�1d�2d�3

×
∫

ω1,2,3>ε

dω1dω2
dσTC

dω1dω2d�1d�2d�3
, (23)

averaged over initial polarization and spin, and summed over
final-state polarization and spin. Here, in contrast to the
differential cross section, the factor of 1/3! = 1/6 is inserted
to compensate for the double counting of equivalent angular
configurations. The electron is assumed to be initially at rest,
Ei = m, and we assume the threshold ε = ω0/50. We aim to
compare to the total double Compton cross section

σ tot
DC = 1

2!4

∑
spin, pol.

∫
d�1d�2

∫
ω1,2>ε

dω1
dσDC

dω1d�1d�2
,

(24)

and the total cross section σ tot
SC of the usual, single Compton

(SC) effect, which is known analytically as [3]

σ tot
SC = 2π

α2

m2

{
1 + ω

ω3

[
2ω(1 + ω)

1 + 2ω
− ln(1 + 2ω)

]

+ ln(1 + 2ω)

2ω
− 1 + 3ω

(1 + 2ω)2

}
, (25)

with ω = ω0/m. As is well known, this cross section
approaches a constant in the limit ω → 0, which reads

σ tot
SC = 8πα2

3m2
[1 − 2 ω + O(ω2)] . (26)

The constant limit for ω0 → 0 can be discerned in Fig. 2,
where we show the total cross sections for the single, double,
and triple Compton effects. For the DC case, we have included
a comparison with the nonrelativistic result from Ref. [80],

σ tot
DC(NR) = CNR

DC
α3

m2

(
ω0

m

)2

. (27)

With our convention of ε = ω0/50 for the photon energy
threshold, the constant CNR

DC ≈ 9.1. For the TC effect, a
numerical fit of the calculated points for ω0 < 0.1 MeV gives
σ tot

TC ∝ ωn
0 with n ≈ 3.6. For low energies ω0 � m, σ tot

TC should

10−2 10−1 100 101 102
10−12

10−10

10−8

10−6

10−4

10−2

100

 

 

FIG. 2. (Color online) The total cross section σ tot plotted as a
function of the initial photon energy ω0, for the single (SC), double
(DC), and triple (TC) Compton effects. The unit of the barn is given
by 1 b = 10−24 cm2 ≈ 389.4−1 MeV−2. The nonrelativistic (NR) DC
approximation is from Ref. [80], and the extreme relativistic (ER)
approximations are taken from Ref. [35]. It is assumed that Ei = m

and that the photon energy threshold is ε = ω0/50. Note the doubly
logarithmic scale.

be proportional to ω4
0/m6, as

σ tot
TC(NR) = CNR

TC
α4

m2

(
ω0

m

)4

. (28)

By matching expression (28) with σ tot
TC calculated at ω0 = 10−2

MeV (the leftmost point in Fig. 2), we obtain CNR
TC ≈ 4.5 for

the constant prefactor.
In the extreme relativistic (ER) limit, the total cross sections

for the two-photon and three-photon Compton effects have
been calculated in [35] in the approximation ω0 � m, ω1 �
m, ωj � m for j > 1, and ω0 � ω1. The result is [35]

σ tot(ER) = 1

n!

[
α

π
ln

(
2ω0

m

)
ln

(
εup

εlow

)]n

σ tot
SC, (29)

where n = 1 for the DC and n = 2 for the TC effect, and
εlow,up are the lower and upper limits for the energy of the soft
photons ωj>1. The result (29) is interesting, since it implies that
at extremely high energies, the total cross sections of the DC
and TC effects can exceed that of the SC effect. However, the
energy scale at which this occurs is so high (the energy scale
is of the order of the Landau pole in QED) that this question
is rather academic. Although the assumptions leading to the
formula (29) do not hold in our case, since we assume that
the photon-energy threshold varies with the incoming photon
energy as ε = ω0/50, and the soft-photon requirement ωj>1 �
m becomes impossible to satisfy at high energies, we have still
included the total cross section obtained from Eq. (29) in Fig. 2.
In calculating σ tot

DC,TC(ER), we assumed that εup/εlow = 5. We
can see from Fig. 2 that the expression (29) well approximates
the calculated σ tot

DC,TC for ω0 � 10 MeV. The decrease in the
cross section with increasing ω0 in the fully relativistic regime
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is due to the fact that

σ tot
SC ≈ πα2

m

1

ω0
ln

(
2ω0

m

)
(30)

for large ω0 � m. Numerically, our values for σ tot
DC disagree

with those calculated in [29], but one has to be aware that
in Ref. [29], a different convention for the photon-energy
threshold is employed.

From Fig. 2, we can infer a few interesting facts. In contrast
to σ tot

SC, which monotonically decreases with increasing ω0,
σ tot

DC and σ tot
TC peak at a certain value of ω0 = ωmax

0 . The data
in Fig. 2 roughly give the same value of ωmax

0 = 3.2 MeV for
both DC and TC effects, with σ tot

DC(ωmax
0 ) = 1 × 10−3 b and

σ tot
TC(ωmax

0 ) = 7 × 10−6 b.

C. 180 keV photons on stationary electrons

Our first example for the differential cross section is taken at
ω0 = 180 keV, ε = ω0/50, and Ei = m. This situation seems
favorable for an experimental verification of the three-photon
Compton effect which goes beyond that in Ref. [34], since
photons of this energy are available at synchrotron radiation
sources [81] with a high photon flux, and stationary targets
allow for a high electron density. The total cross section is
calculated to be σ tot

TC = 6 × 10−8 b, which is rather low, but
can be compensated for by the aforementioned high photon
flux and large number of target electrons. If we assume a
photon flux of 2 × 1012/s (see Ref. [81]), and a 0.1-mm-thick
Al foil as the target, then we obtain about 900 photon triplets
per second.

In Fig. 3, we show the differential cross section as a
function of ω1 and ω2, for fixed emission angles of the photons
and a particular set of final polarization vectors. For plotting
purposes, we define the dimensionless quantity S as

S = log10

(
1

2

∑
spin

dσTC

d�1d�2d�3dω1dω2

MeV2 sr3

b

)
, (31)

i.e., the decadic logarithm of the differential cross section
averaged over the incoming, and summed over the outgoing
electron spin, in units of b MeV−2 sr−3. For later use we also
define the corresponding polarization-summed quantity

S = log10

(
1

2

∑
spin, pol.

dσTC

d�1d�2d�3dω1dω2

MeV2 sr3

b

)
,

(32)

where both electron spins and final photon polarizations
are summed over. In Fig. 3, the azimuthal angles of the
three detectors are assumed to describe a “Mercedes-star”
configuration with φj = 2jπ/3 for j = 1,2,3. The spin of the
electron is summed over. For those values of ω1 and ω2 which
would otherwise give rise to ω3 < ε according to Eq. (12c),
we have set the differential cross section to zero. The line at
which ω3 = ε (indicated with a thick, black line in Fig. 3)
can be calculated with the help of Eq. (16). In the current case,
we have n1 · (pi + k0 − εn3) � n1 · k2, which implies that the
denominator in Eq. (16) is almost constant, and consequently
ωmax

1 (ω2) becomes an almost linear function of ω2.
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0.15

−15
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0.02 0.04 0.06 0.08 0.1 0.12 0.02 0.04 0.06 0.08 0.1 0.12

−10

−8

(b)

ω1
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[MeV]
ω2

ω2

[MeV]

S

FIG. 3. (Color online) Differential cross section as a function
of ω1 and ω2. We have ω0 = 180 keV, Ei = m, ε = ω0/50, and
φj = 2jπ/3, j = 1,2,3. The value of the polar angle is θ1,2,3 = 1/2
in (a) and θ1,2,3 = 2 in (b), which correspond to triple-scattering
events in the forward and backward cones, respectively (relative to
the incoming photon). The actual quantity plotted is S (the decadic
logarithm of the differential cross section), as defined in Eq. (31). For
the polarizations of the final photons, we have (�ε1,�ε2,�ε3) = (�ε 1

1 ,�ε 1
2 ,�ε 1

3 )
in both panels, and the incoming photon is polarized in the x direction.
The thick, black line shows the curve along which the energy of
photon 3 is at the assumed detector threshold ω3 = ε = 3.6 keV. This
curve can be calculated according to Eq. (16).

Measuring the fivefold differential cross section of the
three-photon Compton effect would require fixing three photon
detectors at different positions in space and in addition
applying a spectrometer. We can see that the patterns in the
ω1ω2 plane and the overall magnitude of the differential cross
section are different by several orders of magnitude depending
on whether the final photons are emitted in a typical region
within the forward cone [θ = 1/2, Fig. 3(a)] or in the backward
cone relative to the incoming photon [θ = 2, Fig. 3(b)].

In Fig. 4, we present the differential cross section integrated
over energy,

dσTC

d�1d�2d�3
= 1

2

∑
spin

∫
ω1,ω2,ω3>ε

dω1dω2

× dσTC

d�1d�2d�3dω1dω2
, (33)

and similarly for the DC effect. The polarization-resolved dif-
ferential cross section for the SC effect is known analytically.
For Ei = m, we have [3]

dσSC

d�1
= 1

4

(
α

m

)2(
ω1

ω0

)2(
ω1

ω0
+ ω0

ω1
− 2 + 4(�ε1 · �ε0)

)
,

(34)

where ω1 = ω0/[1 + (ω0/m)(1 − cos θ1)].
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FIG. 4. (Color online) Comparison of the (a) single, (b) double, and (c) triple Compton differential cross sections at ω0 = 180 keV, Ei = m,
integrated over photon energies larger than ε = ω0/50. It is assumed that θj = θ , φj = 2jπ/3, with j = 1 for SC, j = 1,2 for DC, and
j = 1,2,3 for TC effects. The indices ij , ijk, and ijk� in the legends indicate the polarizations of the photons as (�ε0,�ε1,�ε2,�ε3) = (�ε i

0 ,�ε j

1 ,�ε k
2 ,�ε �

3 )
for the TC, and correspondingly for the DC and SC effects (with i,j,k,� = 1,2). For symmetry reasons, in the DC effect (b), 121 has the same
curve as 112, and 221 has the same curve as 212. Similarly, in the TC result (c), 1111 has the same curve as 2111, 1212 = 1122, 1211 = 1121,
1222 = 2222, 2211 = 2121, and 2212 = 2122.

D. Laser photons on GeV electrons

In this example, we exploit the kinematics of a Compton
backscattering setup, which would allow for the creation of
entangled photon triplets in the GeV range. The incoming
electron is no longer at rest. We take an ultrarelativistic
electron beam with Ei = 50 GeV, and a visible laser photon
beam with ω0 = 2.5 eV (corresponding to a laser wavelength
of 496 nm). These parameters are close to those of the
well-known experiment [82] performed at SLAC more than
15 years ago. Here, we have in mind laser pulses which are not
intense enough to induce relativistic multiphoton processes,
so that the scattering of a single laser photon gives the
dominant contribution to the cross section. This limits the laser
intensity to I � 1017 W/cm2. In terms of the classical nonlinear
parameter ξ = |e|Fpeak/(ω0m), where Fpeak is the peak electric
field of the laser [83], we have ξ ≈ 0.1 for I = 1017 W/cm2 at
a ω0 = 2.5 eV laser light. We also note that despite the high
value of Ei , the incoming photon energy ω′

0 in the rest frame
of the electron is ω′

0 ≈ 2ω0Ei/m = 0.5 MeV, which is below
the e+e− pair production threshold of 4m ≈ 2 MeV, so that
there is no background connected with the creation of e+e−
pairs. Strong-field (multiphoton) pair production [76,83,84]
can also be neglected, since the strong-field QED parameter
χ = ξk0 · pi/m2 ≈ 0.1 is much smaller than unity.

In this situation, due to the high gamma factor γi = Ei/m

of the electron beam, the photons are emitted in a narrow
cone θj ∼ π − 1/γi around the axis of the incoming electron
momentum �pi . In addition, the emitted photons can acquire
high energy, the maximum energy for emission in the backward
direction being given by the relativistic limit of the Compton
formula as 4ω0γ

2
i .

The evaluation of the differential cross section becomes
numerically problematic due to the extreme parameter values,
if the calculation is performed in the laboratory frame. It
is instead advantageous to perform the numerical calcula-
tion in the frame where the electron is initially at rest,
and then Lorentz-transform the computed quantities into

the laboratory frame. Differential cross sections transform
as

dσTC

d�1d�2d�3dω1dω2
= J−1 dσ ′

TC

d�′
1d�′

2d�′
3dω′

1dω′
2

, (35)

with the relativistic Jacobian

J = (1 − β2
i )2

(1 − βi cos θ ′
1) (1 − βi cos θ ′

2) (1 − βi cos θ ′
3)2

, (36)

where we have denoted rest-frame quantities with a prime,
and βi =

√
1 − 1/γ 2

i . For cross sections differential only in
the angles we have instead the Jacobian

J̃ = (1 − β2
i )3

(1 − βi cos θ ′
1)2 (1 − βi cos θ ′

2)2 (1 − βi cos θ ′
3)2

. (37)

The photon-energy threshold ε is still fixed in the laboratory
frame. Therefore, when doing the integration over ω′

1 and ω′
2,

we set the cross section to zero if the laboratory-frame value
of the photon energy is below the threshold, i.e., we impose
the condition

ωj = γi(1 − βi cos θ ′
j ) ω′

j > ε (38)

for j = 1,2,3.
Because the values for the total cross section shown in Fig. 2

apply only to an electron at rest, and with a different convention
for the photon-energy threshold, we have calculated anew the
total cross section for the current example. We get

σ tot
TC = 6 × 10−7 b (39)

for ω0 = 2.5 eV, Ei = 50 GeV, and ε = Ei/100 = 500 MeV.
The value (39) coincides with the value of σ tot

TC(ω′
0 =

0.5 MeV,Ei = m) = 6 × 10−7 b, which can be obtained
from interpolation of the points in Fig. 2. Assuming an
electron bunch containing 109 electrons, a laser intensity of
1017 W/cm2, a pulse length of 100 fs, and perfect transverse
overlap of the laser pulse and the electron bunch, we obtain
about 15 triple-photon events per collision.
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FIG. 5. (Color online) Differential cross section as a function
of ω1 and ω2. We have ω0 = 2.5 eV, Ei = 50 GeV, ε = Ei/100,
and φj = 2jπ/3 (again, a Mercedes-star configuration of the detec-
tors), for j = 1,2,3. In (a), we have θ1,2,3 = π − 4 × 10−5, and in
(b), θ1,2,3 = π − 7 × 10−6. For visualization purposes, the decadic
logarithm S [defined in Eq. (31)] of the differential cross section is
shown. The polarizations of the final photons are given as (�ε1,�ε2,�ε3) =
(�ε 2

1 ,�ε 2
2 ,�ε 1

3 ), while the incoming photon is polarized in the x direction.
The black, thick line corresponds to the curve along which the energy
of photon 3 is at the assumed detector threshold, ω3 = ε = 500 MeV.

Examples of the fully differential cross section in the labo-
ratory frame are shown in Fig. 5. The differential cross sections
integrated over the final photon energies are displayed in Fig. 6.
Due to the small value of the Jacobian (37) at large γi , the DC

and TC differential cross sections become very large in the
laboratory frame. However, numerically, the total, integrated
cross section for the triple scattering is not large [see Eq. (39)].

IV. MULTIPARTITE ENTANGLEMENT

The three photons in the final state of the triple Compton
effect are emitted coherently, during the same coherence inter-
val, and they are therefore quantum-mechanically correlated,
or entangled. Currently, a lot of effort is being invested into
the creation of controllable entangled quantum states of three
or more particles in the laboratory [37,38]. The conventional
way of creating double or triple states of entangled photons is
by nonlinear down-conversion in a crystal [39–42,44–46]; it is
only recently that direct production of a triple photon state has
been successful [43]. With the current study, we propose the
three-photon Compton effect as an alternative source of en-
tangled triplets of photons. No nonlinear medium is required.
Whether or not the three-photon Compton effect is going to
be effective as a source of entangled photons depends on the
experimental setup and the optimization thereof. Here, we limit
ourselves to pointing out that the emitted three photons are en-
tangled, and to an investigation of the degree of entanglement.

In principle, the emitted photons are entangled in all
of their physical degrees of freedom: energies, angles, and
polarization. The case which has been mostly investigated in
other areas so far is that of entangled qubits, i.e., of entangled
states within a well-defined manifold of discrete states (such
as spin or polarization states). Here, therefore, we study the
polarization entanglement of the photons. The starting point is
the density matrix ρ, which has elements

〈λ1λ2λ3|ρ|λ′
1λ

′
2λ

′
3〉 = κ

∑
spin

MTC(λ1λ2λ3)M∗
TC(λ′

1λ
′
2λ

′
3).

(40)
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FIG. 6. (Color online) Comparison of the (a) single, (b) double, and (c) triple Compton differential cross sections at ω0 = 2.5 eV,
Ei = 50 GeV (backscattering from an incoming electron) in the laboratory frame, integrated over photon energies larger than ε = Ei/100. It is
assumed that θj = θ , φj = 2jπ/3, with j = 1 for the SC, j = 1,2 for the DC, and j = 1,2,3 for the TC effect. The differential cross sections
are plotted against γi(π − θ ), where γi = Ei/m ≈ 9.8 × 104, and γi(π − θ ) = 0 implies that the photons are completely backscattered,
i.e., emitted antiparallel to the incoming photon. The indices ij , ijk, and ijk� in the legends indicate the polarizations of the photons as
(�ε0,�ε1,�ε2,�ε3) = (�ε i

0 ,�ε j

1 ,�ε k
2 ,�ε �

3 ) for the TC, and correspondingly for the DC and SC effects (with i,j,k,� = 1,2). For symmetry reasons, in the
DC results (b), 121 has the same curve as 112, and 221 has the same curve as 212. Similarly, in the TC results (c), 1111 has the same curve
as 2111, 1212 = 1122, 1211 = 1121, 1222 = 2222, 2211 = 2121, and 2212 = 2122. Note also that in (c), the 2221 curve almost overlaps the
1122 curve, and the 2122 curve almost overlaps the 1221 curve.
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The invariant matrix element for triple scattering MTC is given
in Eq. (8). The prefactor κ is fixed by the normalization
condition Trρ = 1. We have written

MTC(λ1λ2λ3) = MTC
(�ε1 = �ε λ1

1 ,�ε2 = �ε λ2
2 ,�ε3 = �ε λ3

3

)
(41)

with λj ∈ {1,2}. When the state vectors |λ1λ2λ3〉 are expressed
as column vectors with 23 = 8 entries, the density matrix ρ

becomes an 8 × 8 matrix.
Given a density matrix ρ, it is a highly nontrivial problem

to determine whether ρ contains genuine multipartite entan-
glement or not [85–92]. A 2 × 2 × 2 system like the current
one is considered to be genuinely multipartite entangled if its
density matrix ρ cannot be written in the form [89]

ρ = p1

∑
j

q
j

1

∣∣�j

1

〉〈
�

j

1

∣∣ ⊗ ∣∣�j

23

〉〈
�

j

23

∣∣
+p2

∑
j

q
j

2

∣∣�j

2

〉〈
�

j

2

∣∣ ⊗ ∣∣�j

13

〉〈
�

j

13

∣∣
+p3

∑
j

q
j

3

∣∣�j

3

〉〈
�

j

3

∣∣ ⊗ ∣∣�j

12

〉〈
�

j

12

∣∣, (42)

where pj and q
j

� are positive numbers satisfying
∑3

�=1 p� =∑
j q

j

� = 1 for any � = 1,2,3. A state vector |�j

k�〉 represents

a general entangled state of photons k and �, while a state |�j
n〉

denotes a general one-photon state of photon n. Intuitively, a
state ρ is considered to be tripartite entangled if it cannot be
written as a sum of states that can be factorized into states with
less entanglement. However, given a density matrix ρ, there is
currently no efficient algorithm to decide whether or not ρ can
be written in the form (42).

In Refs. [88,89], an algorithm was proposed, which is able
to detect “almost all” genuinely tripartite entangled states. It
works as follows. Under the condition that the matrices Ps ,
Qs , 1 − Ps , and 1 − Qs do not have any negative eigenvalues
(which can be written in short form as 0 � Ps , Qs � 1), we
search for the maximum value of

τ (ρ) = −Tr(Wρ) (43)

by varying Ps and Qs , where W is assumed to be a function
of Ps and Qs . Because 1 − Ps and 1 − Qs have no negative
eigenvalues, in particular, one cannot take the entries of Ps

to be arbitrarily large and positive, since then 1 − Ps would
have negative eigenvalues. In concrete terms, the entanglement
witness W in (43) is given as

W = Ps + QTs

s (44)

for all subsets s ∈ {1,2,3,12,13,23}, and Ts denotes the partial
transpose with respect to the subset s [93]. If we write

� =
2∑

ijk�mn=1

�ijk�mn|i〉〈j | ⊗ |k〉〈�| ⊗ |m〉〈n| (45)

for a generic density matrix, then, for example, the partial
transpose with respect to s = 3 is

�T3 =
2∑

ijk�mn=1

�ijk�mn|i〉〈j | ⊗ |k〉〈�| ⊗ |n〉〈m|, (46)

and similarly for other values of s. In general, an entanglement
witness W is a Hermitian matrix such that the trace Tr(Wρ)
is negative for at least one entangled state ρ, and positive for
all nonentangled states. The normalization of W is limited
by the positive eigenvalue condition 0 � Ps , Qs � 1. If one
is interested only in detecting whether ρ is entangled or
not, and no quantitative measure of entanglement is needed,
the condition Ps ,Qs � 1 is replaced with the normalization
condition TrW = 1 [88,89]. If the maximum of −Tr(Wρ) with
W = Ps + QTs

s for all s is positive, the state ρ is genuinely
entangled. It was shown in [88,89] that an entanglement
witness of the form (44) can be used to detect a large class
of genuinely entangled states which are not so-called positive
partial transpose mixtures. However, there are some genuinely
entangled states that are not detected by the algorithm. The
form (44) moreover permits the optimization of (43) to be
solved by the methods of convex optimization theory, for
which there exist standard software packages [94]. We refer
to [88,89] for further details about the algorithm.

The value of τ (ρ) is a measure of the tripartite entanglement
present in ρ. If ρ can be written in the form (42), then
τ (ρ) = 0, and the state is not genuinely entangled. The reverse
is not true in general, i.e., even if τ (ρ) = 0, the state ρ

could still be genuinely entangled. The maximum value of
τ can be shown to be 1/2 [89]. An example of a state
which has τ (ρ) = 1/2 is the Greenberger-Horne-Zeilinger
(GHZ) state ρGHZ = |GHZ〉〈GHZ|, with |GHZ〉 = (|111〉 +
|222〉)/√2 (see Ref. [37]), and the same (maximum) value of
τ (ρ) is attained for so-called connected graph states [89]. The
entanglement witness WGHZ for the GHZ state found by the
algorithm in Ref. [88] is

WGHZ = 1 − 3
2ρGHZ. (47)

In this case, we have the same Ps for all subsets s: Ps = (1 −
ρGHZ)/2, with eigenvalues 0 and 1

2 (1 − Ps has eigenvalues 1
2

and 1). For Qs we have Qs = 1
2 1 − ρ

Ts

GHZ with eigenvalues 0,
1
2 and 1 (the same eigenvalues for 1 − Qs).

We note that τ is invariant under a change of basis. In our
case, this means that any basis (e.g., a helicity basis) can be
used to describe the polarization vectors εj . Furthermore, due
to the properties of the matrix element MTC, the entanglement
measure τ (ρ) is Lorentz invariant as well as gauge invariant
in the sense of Eq. (22). In principle, τ (ρ) can be measured
by reconstructing the density matrix [95]. Experimentally, this
can be done by conducting coincidence measurements of the
emitted photons with various polarization filters, as described
in Ref. [96].

Below, we calculate τ (ρ) for the same parameter values as
used in Sec. III C in the calculation of the differential cross
section. It is also interesting to investigate the extent to which
the state ρ is mixed. To this end, we have computed, in addition
to τ (ρ), the von Neumann entropy Q(ρ), defined as [97]

Q(ρ) = −Tr[ρ log2(ρ)] = −
8∑

j=1

uj log2(uj ), (48)

where the uj ’s are the eigenvalues of ρ. For any pure state ρ =
|ψ〉〈ψ |, we have Q = 0 because ρ2 = ρ and the eigenvalues
are uj = 1. A maximally mixed state ρmaxmix, which has equal
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FIG. 7. (Color online) We investigate the entanglement and von
Neumann entropy for the parameters given in Fig. 3(a). (a) has the
entanglement measure τ (ρ), whereas in (b) we plot the von Neumann
entropy Q. For completeness, we plot in (c) the quantity S defined in
Eq. (32), i.e., the decadic logarithm of the differential cross section
summed over the polarizations of the emitted photons.

diagonal entries, and vanishing nondiagonal matrix elements,
has Q = (8 × 1

8 ) log2 8 = 3 in the current case. τ (ρmaxmix) =
0, since ρmaxmix can be factorized as ρmaxmix = 12×2 ⊗ 12×2 ⊗
12×2/8, and is therefore not entangled.

The results of the evaluation of τ and Q are shown in
Figs. 7, and 8, using the parameters of the setup described in
Sec. III C (180 keV photons on a stationary target). For the
calculation of the entanglement measure τ (ρ), we employ the
program PPTMIXER, made available at [98] by the authors of
Ref. [88]. For comparison, we also show the differential cross
section summed over the final polarizations, to give an idea of
whether or not the cross section and the entanglement measure
τ are large at the same parameter values.

By inspecting Figs. 7 and 8, we see that, somewhat
unfortunately, a large value of the entanglement measure τ is
accompanied by a small value of the differential cross section.
This may limit the practical usefulness of the three-photon
Compton effect as a source of entangled photons. However,
we note that even a small value of τ �= 0 implies that the state
ρ is genuinely entangled. We also point out that it is natural
for τ , as a measure of correlation, to approach zero for small
ω1,2,3 [at the edges of the “triangle” in the ω1ω2 plane where
the differential cross section is nonvanishing; see Figs. 7(c),
8(c), and 3]. The physical reason for the lack of entanglement
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FIG. 8. (Color online) We investigate the entanglement of triple
Compton photons for the parameters of Fig. 3(b), i.e., for a scattering
in the backward cone as seen from the incoming photon. The
entanglement measure τ and von Neumann entropy Q are plotted
in (a) and (b), respectively. Finally, in (c), we plot the quantity S

[see Eq. (32) for the definition], i.e., the decadic logarithm of the
differential cross section summed over the polarizations of the emitted
photons.

is that in the limit of vanishing ωj for one of the photons,
the three-photon Compton process factorizes into a sequential
process of one-photon emission followed by a two-photon
event, which leads to a final state that is not entangled in all
three photons. In the extreme case of two vanishing photon
energies (for example, ω1 → 0 and ω2 → 0, but finite ω3), the
three-photon Compton process becomes a sequence of three
one-photon events, again with vanishing correlation.

Finally, we note that the von Neumann entropy varies
depending on the setup. In Fig. 7, we have Q � 1 in large
parts of the ω1ω2 plane. The von Neumann entropy of the
state produced in the forward cone [see Fig. 7(b)] is lower
than the entropy of triplet photon states in the backward cone
[Fig. 8(b)]. The entanglement measure τ (ρ) attains values
close to its maximum value 1/2 in Fig. 7, indicating that a
close to maximally entangled triplet photon state is produced.

We have also computed entanglement measures and en-
tropies for the setup described in Sec. III D, an intense laser
beam colliding with a high-energy electron beam. The results
are very similar to those already presented in Figs. 7 and
8. In this case also, a large value of τ was found only in
angular regions where the cross section is small. Finally, a
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limited investigation for the case with ω0 = 3 MeV, Ei = m

was carried out. Although potentially difficult to realize
experimentally, this case is interesting since the total cross
section for triple Compton scattering peaks around this value
of ω0 (see Fig. 2). However, a parameter region where both
the cross section and τ are large could not be found.

V. CONCLUSIONS

We have presented a theoretical analysis of the three-photon
or triple Compton effect. In contrast to the single Compton
event, the double and triple processes do not have a classical
analog and therefore, a single low-energy incoming photon is
not sufficient to excite a process with the emission of more
than one quantum. Both the total and the differential cross
sections for the double Compton as well as the triple Compton
processes tend to zero for low incoming photon energy, as
demonstrated in Fig. 2. The cross section vanishes also for
ω0/m → ∞, where we recall that ω0 is the energy of the
incoming photon. Because the cross sections for double and
triple scattering vanish for both ω0 → 0 and ω0 → ∞, there
has to be a certain initial photon energy for which the double
and triple Compton cross sections have a maximum. With our
convention for the infrared cutoff, this maximum was found
to be at ω0 ≈ 3 MeV for both the double and triple Compton
effects.

In a previous experiment [34], the triple Compton process
was studied with a symmetric detector geometry, with three

detectors oriented in a Mercedes-star configuration with
azimuth angles φj = 2jπ/3 for j = 1,2,3. The polar angle
is assumed to be equal for all three detectors. The detectors
are thus situated at the corners of an equilateral triangle. We as-
sume this detector geometry for our cross section calculations
(see Figs. 3 and 5). Supplementing a previous discussion [36],
we consider two example cases for the differential cross section
of the triple Compton process: 180 keV photons with stationary
electrons, and laser photons of energy 2.5 eV on GeV electrons.
We find that the three-photon Compton process is measurable
at present synchrotron or laser facilities, and constitutes one
of the most straightforward processes for the manifestation of
high-energy entanglement in the quantum world. We suggest
that the most favorable experimental setup for measuring the
triple Compton process would be a high-flux synchrotron
light source combined with stationary targets. Furthermore,
as demonstrated in Fig. 7, a high degree of entanglement is
reached in the final three-photon state, for an arrangement of
the detectors in the forward cone, for the case of an 180 keV
photon impacting on stationary electrons.
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