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The time-dependent density functional theory is applied to investigate the charge transfer and electron-loss
processes during He2+-Ar collisions in the energy range of 4–300 keV/amu. A coordinate space translation
technique is employed to focus our investigation on some certain space of interest such as the regions around
the projectile or target. It is shown that both charge transfer and electron-loss processes are important in the
considered energy range. One-electron-capture processes dominate charge transfer with the cross sections one to
two orders of magnitude larger than two-electron-capture cross sections. The ionization cross sections decrease
with increasing the number of ionized electrons. The calculated cross sections are in excellent agreement
with available experimental and theoretical results. Evolution of electron density is also presented to explore
interactions between the electrons as well as the correlation between the projectile and target during the collisions.
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I. INTRODUCTION

Heavy particle collisions (HPCs) play an important role in
laboratory and astrophysical plasma environments by affecting
the ionization balance and energy transport when the electron
density and temperature are low. For its importance in related
fields and the complex dynamics, HPCs have been extensively
investigated [1,2] both experimentally and theoretically, but
they are still a challenging subject due to the multicenter and
the strong electron correlation effects, especially in the low
and intermediate collision energy range.

A number of theoretical methods have been proposed,
developed, and successfully applied to treat the HPC processes
in various energy ranges. The molecular-orbital close-coupling
method has been successfully applied to treat multielectron
collision processes in the low-energy range [3–6]. It describes
the electron (and sometimes nuclear) dynamics fully quantally,
but cannot effectively treat the ionization processes. The
atomic-orbital close-coupling method has been widely used
to deal with intermediate energy collisions, but this method is
essentially a quasi-one-electron model and just appropriate for
those systems in which the atomic structure can be described
reasonably with the use of a model potential, for example,
the collision system including highly charged ions [7,8].
The classical trajectory Monte Carlo (CTMC) technique has
also been applied to investigate the high-energy collisions.
However, the quantum effects have been partially lost by
classical treatment of the CTMC method [9]. Similarly, the
continuum distorted-wave (CDW) method is just reasonable
for high-energy collisions. The time-dependent Schrödinger
equation (TDSE) method has been proposed and can obtain
all the dynamics information for the whole ion-atom collision
processes, but it is just applicable for quasi-one-electron
systems due to the rapid increasing of the computational cost
with the number of active electrons [10,11].

In this work, a time-dependent density function theory
(TDDFT) has been developed and applied to study He2+-Ar

collisions. We have computed charge transfer and electron-loss
cross sections which are, among others, necessary physical
parameters in the simulations of particle transport and energy
transfer in the diverter region of Tokamak. Namely, He2+ is the
product of deuterium-tritium fusion and Ar is often used for
the diagnostics or as a cooling, buffer gas in the diverter. For its
importance in the research of magnetic fusion energy, He2+-Ar
collision has been investigated widely by many groups. Theo-
retically, the single-electron-capture cross sections have been
calculated by CDW approximation for 188–6250 keV/amu,
but the double-electron-capture cross sections have not been
obtained yet [12]. The electron-loss cross sections have been
calculated by a time-dependent independent-particle model
(TDIPM) in the energy range of 5–1000 keV/amu [13]. The
results obtained by taking into account the effect of the target
response agree with the experimental data. The absolute total
cross sections have been measured in the energy range of
50–250 keV/amu [14]. Cross sections for the production of
positive and negative charges with 10–300 keV/amu He2+
ion on argon were measured by the transverse-field method
[15]. DuBois presented measurements of absolute cross
sections for multiple ionization of argon by 50–500 keV/amu
He2+ [16].

This paper is organized as follows. In Sec. II, the theoretical
and computational method is summarized. The results and
discussion are presented in Sec. III. Our conclusions are given
in Sec. IV. Atomic units are used throughout the paper unless
indicated.

II. THEORETICAL AND COMPUTATIONAL METHOD

The TDDFT method has been described thoroughly in
previous works [17–19] and we only briefly discuss it here.
In principle, all dynamic information of ion-atom collisions
can be obtained by using the TDSE method. However, the
TDSE for a multielectron system is difficult to solve accurately
due to a large number of degrees of freedom and coupled
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equations, and thus excessive computational cost. In the
TDDFT model, the coupled multielectron TDSE is replaced
by a set of time-dependent Kohn-Sham equations, which
yield directly the time-dependent electron density of the
multielectron system [20]. In the present work, the TDDFT
formalism was implemented on real-space grids following the
OCTOPUS program [21]. A high-order finite difference method
with nine-point formula was applied to the Laplacian operation
of Perdew-Zunger’s exchange-correlation function [22,23].
The Troullier-Martins’ pseudopotential [24] in the separable
Kleinman-Bylander form [25] has been used in the present
calculations in the same way as was done by Wang et al. [17]. In
the He2+-Ar(3s23p6) system, initially eight valence electrons
populate the 3s, 3p1, 3p0, and 3p−1 orbitals of the target atom.
The Kohn-Sham equation is

i
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[
−1

2
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where ϕkμ(
⇀

r,t) is the Kohn-Sham orbital (KSO). Using the
orthogonal relations of the KSO, the density can be written as
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The Slater determinant � can be obtained from the KSOs:

� = 1√
N !
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(3)

where ↑ (or ↓) indicates a spin-up (or spin-down) orbital
and nkμ is the occupation number. Using the generalized
Lüdde and Dreizler’s formulation [26] of Wang et al. [17], the
electron-capture probability and the electron-loss probability
are calculated by
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where i and j are the ionic states of the projectile before
and after collision. N is the total number of electrons on the
target before collision, n = i − j is the number of electrons
transferred to the projectile, and q is the degree of ionization.
Here T represents the spatial area around the projectile or target
and T̄ is the spatial area outside it, and

⇀

r l denotes spatial and
spin coordinates of the lth electron.

In principle, the full evolution space should be considered
to obtain complete dynamic information of the collision
process. However, only the region around the projectile or
the target is necessary to obtain the electron capture or
electron-loss probability in real calculations due to the fact that
the simulation box size is limited to a small size. In the present
work, the coordinate space translation (CST) technique is used
to move all nuclei and electron coordinates into the simulation

box [17]. The CST technique allows one to focus on a certain
space of interest such as the region around the projectile.
After the collision process, in order to obtain the elec-
tron-loss probability for electron-capture processes, the simu-
lation box is centered on the target and only the spatial area
around the target is needed; while for the case of electron
capture, the CST technique is adopted and the simulation box
is centered on the projectile and only the space around the
projectile is needed. For a given incident energy and impact
parameter b, the electron-capture or electron-loss cross section
is determined by

σ = 2π

∫
p(b)b db. (6)

In the present collision geometry, the x–y plane is chosen
as the scattering plane. The target is initially placed at the
center of the simulation box, while the projectile is initially
separated from the target in the x direction with an impact
parameter b along the y axis, with a velocity parallel to the
x axis toward the target, as shown in Fig. 1(a). Figure 1(b)
shows that the positions of the projectile and target along the
x axis and y axis with the impact energy of 10 keV/amu and
impact parameter of 2 a.u. The initial coordinates of projectile
and target are (−10,2) and (0,0), respectively. The positions are
translated 2 a.u. along the negative y direction as the projectile
comes to the nearest point to the target. Then the coordinates
of the projectile and target are (0,0) and (0,−2), respectively.
After the translation mechanism is turned on, the position of
the projectile is translated to reference point (5,0) when the
distance of the projectile with reference point is larger than
3 a.u., and the target is removed synchronously from the left
of the simulation box. When the distance between the target
and projectile approaches 40 a.u. in the x direction, the
collision process is considered to be over in real simulation,
since the charge transfer or electron-loss probabilities become
negligible in the regime of larger impact parameters.

After the collision processes there is a reprocessing together
with an absorbing potential [27], but only for the case when
the projectile or the target is in the simulation box. As a
result of long-time evolution the fraction of the wave function
associated with highly excited or continuum states can be
removed by the complex absorbing potential. This ensures
that the electron (around the projectile or target) number
remains conserved and no free electron presents in the integral
volume.

III. RESULTS AND DISCUSSION

The He2+-Ar collision has been investigated using the
TDDFT method in an energy range of 4–300 keV/amu and
the following processes have been included:

He2+ + Ar → He+ + Arq+ + (q − 1)e, single capture,

(7)

He2+ + Ar → He + Arq+ + (q − 2)e, double capture,

(8)

He2+ + Ar → He2+ + Arq+ + qe, direct ionization.

(9)
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(a)

(b)

FIG. 1. (a) The initial position of the projectile and target. (b) The positions evolution of the projectile and target at the x direction and y

direction with the incident energy of 10 keV/amu and impact parameter of 2 a.u.

In the present TDDFT calculations, the simulation box is
spheriform with the maximum radius 25 a.u. The grid spacing
is 	x = 	y = 	z = 0.35 a.u., and the time step is 	t =
0.025 a.u., which ensures a stable time evolution. It should be
noted that the simulation box sizes and the spatial and time
steps adopted in the simulation have been tested and ensure that
all obtained cross sections converge well and with a reasonable
computing cost at the same time.

The time-dependent methods have a natural advantage to
obtain an insight in the time-dependent collision process. In
Fig. 2, the evolutions of electronic density distribution in
the z = 0 scattering plane are presented. In Fig. 2(a), the
incident He2+ ion comes from the top left and the target Ar is
located at the center of the real-space simulation box. While
the projectile approaches, the electron cloud around the target
is distorted considerably and a quasimolecular configuration
is formed, as shown in Fig. 2(b). The CST technique is applied
to focus on the region around the projectile. From Fig. 2(c),
the target moves backward in the fame out of the simulation
box.

The electron cloud around the target is absorbed when
reaching the boundary due to the absorbing boundary con-
dition. The electron cloud around the target is vortical in
Figs. 2(b)–2(f) when the projectile approaches and leaves.
So Fig. 3 gives the long-time evolution of the electronic
density around the target as the projectile leaves the simulation
box, where the electron number remains conserved and the
electron density distribution varies periodically, i.e., there is
no interaction when the collision process is over.

Using Eqs. (4) and (5), the probabilities 2πpb of electron
capture and electron loss are calculated and plotted in Figs. 4(a)
and 4(b), respectively, as a function of impact parameter for a
collision energy of 10 keV/amu. It is shown that both electron-
capture and electron-loss probabilities converge to zero as the
impact parameter increases to ∼9 a.u., which indicates that the
maximum impact parameter of 10 a.u is sufficiently large in
the present calculation.

In Fig. 5, the electron-capture cross sections are presented
and compared with the available theoretical and experimental
data [15,28–35]. It is shown that the one-electron-capture
cross sections are about one order of magnitude larger than
the two-electron-capture cross sections. There is excellent
agreement with all available measurements in this case, except
for a small difference at a few lowest and highest energy

FIG. 2. (Color online) Evolution of the electron density around
the projectile and target at an incident energy of 10 keV/amu and
impact parameter of 2 a.u. Note that the contour is plotted in the z = 0
scattering plane. The scale of the electron density is logarithmic.
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FIG. 3. (Color online) Long-time evolution of electron density
around the target as the projectile leaves the simulation box for an
incident energy of 10 keV/amu and impact parameter of 2 a.u. Note
that the contour is plotted in the z = 0 scattering plane.

points. The discrepancy at very low energies is due to the
used pseudopotential which cannot accurately describe the
strong electron correlation. The discrepancy at very high
energies is possibly due to insufficiently fine spatial and
temporal numerical meshes. Compared to the experimental
data, our results are much better than the theoretical results
of Belkić et al. [12]. For two-electron capture, the cross
sections from our calculation are also in good agreement
with the available experimental data except at very low
impact energy 4 keV/amu, which is likely due to the lack of
quality of the pseudopotential to describe the strong electron
correlation. It should be noted that at very low energies, the
total charge transfer cross sections of the one-electron and

two-electron capture obtained from our calculation are in very
good agreement with the experimental results. In the present
calculation, the K- and L-shell electrons are represented by
a pseudopotential, which cannot describe the K- and L-shell
contribution effectively when energy is very high and inner-
shell electron ionization processes become important. The
Auger processes following the inner-shell vacancy creation
may change the recoil charge state distribution when energy
is very high, and this partly explains the discrepancy between
the present TDDFT calculation and the measurement in Fig. 5
for energies greater than 200 keV/u [13].

The net electron-loss cross sections in He2+-Ar collision
processes have also been calculated. The electron loss is
produced by two main physical processes: direct ionization
and the capture ionization given by formulas (7), (8), and
(9), respectively. The total electron-loss cross section is the
sum of electron-loss cross sections of different ionization
degree (q = 1,8). The total electron-loss cross section is
shown in Fig. 6 together with the experimental results of
Rudd et al. [15] and DuBois et al. [16] and the TDIPM
results of Kirchner et al. [13] for comparison. In the energy
range considered here, the present TDDFT results are in
good agreement with both the experimental data [15,16]
and the other theoretical results [13] in that case when the
latter theory takes into account the time-dependent screening
defects of the target (response). The no-response calculation
overestimates experiment at the broad maximum by 30%. This
indicates that both TDDFT and TDIPM with target response
are reliable for calculations of the total electron-loss cross
section. It is also shown that, compared with the measurement
of DuBois et al., our calculation is much better than the TDIPM
calculations with target response of Kirchner et al. at low
energies of about a few keV/amu, which indicates that the
TDDFT method is more reliable at low energies and TDIPM
cannot account for the strong electron correlation effect
sufficiently [36].

In Fig. 7, the cross sections of Ar q+ are shown for a
number of ionization degrees q (q = 1–5) together with the
experimental results of DuBois and Andersen et al. [16,37]
as well as the theoretical results of Kirchner et al. [13] for
comparison. For each q, the electron-loss cross sections vary

(a) (b)

FIG. 4. (a) Probability of electron capture as a function of impact parameter at an incident energy of 10 keV/amu. Closed circles,
single-electron capture; closed squares, double-electron capture. (b) Probability of electron loss for various ionization degrees (q = 1–8) as a
function of impact parameter at an incident energy of 10 keV/amu.
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FIG. 5. (Color online) The present cross sections of single-
electron capture (red line) and two-electron capture (blue line),
together with experimental [15,28–35] and theoretical (BE79t [12])
results.

slowly with the variation of the incident energy. At the same
time, at a fixed incident energy the cross sections decrease
strongly with the increasing of ionization degree q. For q � 6,
the electrons-loss cross sections are negligible and are not
shown in Fig. 7 for clarity of the figure. For q = 1, in the
energy range considered here, the incident energy of the He2+
ion approaches the bound energies of the active electrons of
Ar q+ and thus the electrons are easily captured or ionized.
With the increase of q, the bound energies of the active
electrons of Ar q+ become so high that it is difficult to ionize
the electrons by the low-energy He2+. For q = 1, our results
are consistent with both the theoretical TDIPM results (target
response) of Kirchner et al. and the experimental results. For
q = 2, good agreement between our results and all the other
available results is achieved except for the theoretical results
of Kirchner et al. in the energy range of 10–30 keV/amu,
which are also larger than all the experimental results. For
q = 3, there is good agreement with the measurement except
for energies below 20 keV/amu. This is possibly due to
the insufficient description of the electron correlation by
the applied pseudopotential. Furthermore, compared with the

FIG. 6. (Color online) Total cross section for the net electron loss
as a function of the impact energy. The red solid line is the result
of the present work, the open squares and circles are experimental
results [15,16], and the blue dashed line (target response) and the blue
dotted line (no response) are the results of TDIPM theory [13].

FIG. 7. (Color online) Total cross sections for q-fold electron
loss σq (q = 1–5) as functions of impact energy. Theory: red (solid)
lines (present calculations) and blue (dashed) lines [13] correspond
to q = 1, 2, 3, 4, and 5 from top to bottom. Experiment: closed
symbols [16] and open symbols [37]. Circles, q = 1; triangles, q = 2;
squares, q = 3; diamonds, q = 4; stars, q = 5.

experimental results our calculation is much better than the
calculation of Kirchner et al. in the whole energy range. For
q = 4, there are obvious discrepancies in magnitude between
calculations and measurements, while all results are in a similar
trend with the change of the incident energy. This indicates
that both the TDDFT and TDIPM have not taken good care of
the strong electron correlation effect in this case. For q = 5,
both calculations increase and then decrease with incident
energy, while the measurement of DuBois et al. is nearly
constant. This may partly be due to the insufficient description
of the electron correlation in the calculations. This may also
be caused by the fact that the electron-loss cross sections
σ5 are too small to be measured effectively. High precision
measurement is expected to test the present calculation as a
benchmark.

Some effects cannot be described by the present TDDFT
method, including the effect of autoionization of the target
or projectile following the double excitation of the target
or double capture into excited states of the projectile, the
effect of the Auger processes following the inner-shell vacancy
creation, and the strong electron correlation effect in the
collision processes at very low energies. The pseudopotential
adopted in the TDDFT simulation is not suitable for the
treatment of processes leading to very high excited states,
the inner-shell electron ionization, and the strong electron
correlation.

IV. CONCLUSIONS

The TDDFT method together with the CST technique
has been applied to investigate He2+-Ar collisions. Over
the collision energy range of 4–300 keV/amu, the charge
capture and the electron-loss processes are dominant. The
cross sections of charge capture and electron loss have also
been calculated. The charge capture processes include one-
electron capture and two-electron capture, and the electron loss
includes the direct ionization and capture ionization. The cross
sections of charge capture and electron loss obtained from the
present TDDFT calculations are in good agreement with the
available experimental data and are better than the available
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theoretical results. This demonstrates that the TDDFT is an
effective method to treat HPCs of multielectron systems in
medium to high energies. On the other hand, for low incident
energies less than a few keV/amu, the electron correlation
effect becomes too strong and cannot be described effectively
in the TDDFT method. Despite the success of TDDFT in
treating the electron-capture and electron-loss processes of
a multielectron system, there are still obvious discrepancies
between the present TDDFT calculation and measurements at
energies less than a few keV/amu, especially for Ar q+ with
q � 4. High precision theoretical results and experimental
data are expected to provide a more reliable benchmark so

as to further check the present TDDFT and future theoretical
investigation.
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Rev. A 56, 3710 (1997).
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