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Bound states in the one-dimensional two-particle Hubbard model with an impurity
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We investigate bound states in the one-dimensional two-particle Bose-Hubbard model with an attractive
(V > 0) impurity potential. This is a one-dimensional, discrete analogy of the hydrogen negative ion (H−)
problem. There are several different types of bound states in this system, each of which appears in a specific
region. For given V , there exists a (positive) critical value Uc1 of U (the on-site atom-atom interaction), below
which the ground state is a bound state. Interestingly, close to the critical value (U � Uc1), the ground state can
be described by the Chandrasekhar-type variational wave function, which was initially proposed for H−. For
U > Uc1, the ground state is no longer a bound state. However, there exists a second (larger) critical value Uc2 of
U , above which a molecule-type bound state is established and stabilized by the repulsion. We have also tried to
solve for the eigenstates of the model using the Bethe ansatz. The model possesses a global Z2 symmetry (parity)
which allows classification of all eigenstates into even and odd states. It is found that all states with odd parity
have the Bethe form, but none of the states in the even-parity sector. This allows us to identify analytically two
odd-parity bound states, which appear in the parameter regions −2V < U < −V and −V < U < 0, respectively.
Remarkably, the latter one can be embedded in the continuum spectrum with appropriate parameters. Moreover,
in part of these regions, there exists an even-parity bound state accompanying the corresponding odd-parity bound
state with almost the same energy.
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I. MOTIVATION AND INTRODUCTION

The hydrogen atom serves as a paradigm in quantum
physics. The exact solution [1] of the two-body problem
shows that one proton can bind one electron. However, a very
interesting and highly nontrivial problem is the following:
How many electrons can be added, if any, to the hydrogen
atom to form negatively charged ions? The answer, thanks to
the endeavor of many people during more than half a century
[2–6], is at most one, yielding H− (for some very readable
reviews, see Refs. [7,8]). The difficulty of this problem lies
in the fact that the Coulomb repulsion between the electrons
is of the same order of magnitude as the Coulomb attraction
of the proton, which makes it a delicate job to balance the
kinetic energy and the repulsion against the attraction to
allow a bound state with two electrons below the continuum
threshold. Actually, the repulsion between the electrons is
so crucial that H− has only a single bound state [5], i.e.,
the ground state, in which the two electrons are strongly
correlated [4].

The problem can be generalized to any other atom: How
many electrons can bind to a given nucleus of charge +Z?
As a fundamental problem in both atomic and mathematical
physics, it has attracted a lot of interest and many profound
results have been established [9].

With the advent of the era of cold atoms, it becomes natural
to pose similar questions for cold atoms in optical lattices. It
is well known that in a one-dimensional tight binding model,
a defect potential −V < 0 creates a localized mode around
the defect [10]. In the absence of atom-atom interactions, an
arbitrary number of bosons can be trapped in this localized
mode. However, as soon as an on-site atom-atom repulsion
U > 0 is turned on, at most a finite number of bosons can
be trapped simultaneously, since the interaction energy scales
with N2 while the single-particle energy scales with N , if N

bosons reside in the defect mode. The problem is then the
following: What is the maximal value of N for given values
of V and U? A different but related problem concerns the
existence of bound states for fixed N and varying V and U .
In particular one may ask whether the ground state is a bound
state. Intuitively speaking, there must be a critical value of U

beyond which the ground state becomes delocalized by the
repulsion.

These problems motivated us to study the bound states in
a Bose-Hubbard model with an attractive impurity potential,
for which some results were reported in Ref. [11]; in the limit
of large U and V , a similar model was considered recently
in Ref. [12]. Since numerical calculation is indispensable
and since the dimension of the Hilbert space scales as MN

with M being the number of sites in a finite lattice, we shall
only consider the second problem above and the case N = 2.
Therefore, we have a one-dimensional, discrete analogy of the
H− problem. The attractive defect potential plays the role of
the central Coulomb attraction while the atom-atom interaction
corresponds to the Coulomb repulsion between the electrons.
However, the one-dimensional setting and the short-range
nature of the impurity and interaction potentials, in contrast to
the three-dimensional and long-range cases in H−, make the
model more tractable both analytically and numerically. We
also note that the possible experimental realizations with cold
atoms allow more freedom in the choice of V and U . They are
freely adjustable and, especially, both can be either positive or
negative.

It turns out that this simple model embodies rich physics.
For example, unlike the electron-electron repulsion in H−,
here the repulsion between the atoms plays a dual role. On
the one hand, it may destroy a bound ground state; on the
other hand, it allows formation of some other bound state.
Specifically, for a given attractive potential (V > 0), there
exists a critical value Uc1 of U , above which the bound
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ground state is destroyed by the atom-atom repulsion. But
for U � Uc2 > Uc1, a molecule-type bound state appears.
This is a repulsion-aided bound state—the two atoms are
bound into a molecule by the repulsion and are trapped as
a whole by the impurity potential. A noteworthy feature of
this bound state is that it can be identified as a bound state at
threshold [13–17], which is normalizable (thus of a finite size)
even at the continuum threshold.

A most unexpected object realized in this model is a “bound
state in the continuum” (BIC) [18]. It is a normalizable state
yet its energy is located within the continuum spectrum of
the model. For N = 2, the model seems simple enough to
try a diagonalization via the Bethe ansatz [19], although the
continuum version of the model is known to be nonintegrable
[20]. It turns out that in our case aZ2 symmetry (parity) divides
the total Hilbert space into two sectors, one of which (odd
under parity) allows diagonalization with the Bethe ansatz,
while the other exhibits diffractive behavior. This enables us
to construct the two odd-parity bound states in closed form,
one of which can be a BIC.

This paper is organized as follows: In Sec. II, the model
is defined and some of its basic properties are discussed.
In Sec. III, the numerical algorithm for identifying bound
states in the system is introduced and the typical bound states
found are displayed. Sections IV and V treat the repulsive
delocalization of the ground state and the repulsive localization
of the molecule-type bound state, respectively. In particular,
the values of Uc1,2 are determined both numerically and
variationally, and the critical behavior of the bound states
is investigated and compared. In Sec. VI, we discuss the
Bethe ansatz solution of the model and the two analyti-
cally solvable odd-parity bound states. The accompanying
bound states to the two analytically obtained bound states
are the subject of Sec. VII. We summarize our results in
Sec. VIII.

II. TWO-PARTICLE BOSE-HUBBARD MODEL
WITH DEFECT

We consider two (spinless) interacting bosons (or equiva-
lently, two spin-1/2 fermions in the spin-singlet space) in a
one-dimensional lattice with a site defect. The Hamiltonian of
the system reads

Ĥ =
+∞∑

x=−∞

[
−(â†

x âx+1 + â
†
x+1âx) + U

2
â†

x â
†
x âx âx

]
− V â

†
0â0.

(1)

Here âx (â†
x) is the annihilation (creation) operator for a

boson at site x. The Hamiltonian is just the conventional
Bose-Hubbard model but with an impurity potential at site
0. The value of the impurity potential is −V while the
on-site interaction between two bosons is U . Note that the
hopping strength is set to unity. The Hamiltonian is invariant
under reflection about the defect (âx, â

†
x) → (â−x, â

†
−x), which

defines the parity of each state. Furthermore, the canonical
transformation (âx, â

†
x) → (−)x(âx, â

†
x) relates the eigenval-

ues and eigenstates of the Hamiltonian with parameters (V,U )

to those of the Hamiltonian with parameters (−V,−U ).
Therefore, we shall consider in the following only the
attractive-impurity case V > 0. The Hilbert space is spanned
by Fock states which are defined as |x1, x2〉 ≡ â

†
x1 â

†
x2 |0〉 if

x1 < x2, or |x1, x2〉 ≡ 1√
2
(â†

x1 )2|0〉 if x1 = x2.
The Hamiltonian (1) is written in second-quantized form.

For purposes below, it is also useful to work in the first-
quantization formalism. In this formalism, the wave function
will be denoted as f (x1, x2) with x1 and x2 being two indepen-
dent variables. The Bose symmetry requires that f (x1, x2) =
f (x2, x1). The corresponding wave function in second
quantization is of the form ψ = ∑

x1�x2
ψ(x1, x2)|x1, x2〉,

with

ψ(x1, x2) = [√
2 − (

√
2 − 1)δx1,x2

]
f (x1, x2). (2)

The Hamiltonian is defined by its action on the wave function

Ĥf (x1,x2) = −
∑
j=±1

[f (x1 + j,x2) + f (x1,x2 + j )]

+ [−V
(
δx1,0 + δx2,0

) + Uδx1,x2

]
f (x1,x2).

(3)

A state f (x1,x2) is even or odd under parity if it satisfies
f (x1,x2) = ±f (−x1,−x2), respectively.

A. Three continuum bands

We aim to identify the bound states, i.e., states in which
the two particles are localized around the impurity. However,
as a reference, first it is necessary to know that there are
three continuum bands in this system. They are discussed in
Ref. [11]. In this paper, we summarize their positions and
different features in Table I.

The presence of the three bands can be demonstrated
numerically by using some quantities which can reveal the
distinct nature of the extended states in them. The first quantity
is the sum of the distance of the two particles to the defect,
D = |x1| + |x2|. Suppose we choose a lattice of 2L + 1 sites
with L sites on each side of the defect. For the first and
third bands, since the particles move through the lattice either
independently or bound together, 〈D〉 should be ∼L for a
generic state [23]. For the second band, since always one
particle is localized around the defect, 〈D〉 is expected to
be ∼L/2 generally. Another quantity is the probability of
finding at least one particle outside a ball with radius R and
centered at the defect, Pout(f ) = ∑

max{|x1|,|x2|}>R |f (x1, x2)|2.
If R = L/2, it is easy to see that in general Pout should be
∼0.5 for the second and third bands, while for the first band
in general it should be ∼0.75. These predictions are readily
verified numerically (see Fig. 1 in Ref. [11] as well as Fig. 1
in this paper).

Here some remarks are necessary. In Eqs. (1) and (3), the
Hamiltonian is defined on an infinite lattice because bound
states and extended states are only then well defined. However,
in the numerical simulations, we can only deal with finite-sized
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TABLE I. Positions and features of the three continuum bands (with an attractive defect potential, i.e., V > 0).

Band number Band position Band feature

1 [−4, +4] The two bosons are neither captured by the impurity nor
bound together by the interaction between them.

2 [−√
V 2 + 4 − 2, −√

V 2 + 4 + 2] One boson captured by the impurity, the other free.

3 [−√
U 2 + 16, U ] if U < 0, The two boson are bound together by the interaction between them

[U, +√
U 2 + 16] if U > 0. and the composite moves as a whole on the lattice [21,22].

lattices. We shall always choose a finite lattice with M = 2L +
1 sites, open boundary conditions, and the defect located in the
middle. The Hamiltonian will be denoted as ĤM and reads

ĤM = −
L−1∑

x=−L

(â†
x âx+1 + â

†
x+1âx)

+ U

2

L∑
x=−L

â†
x â

†
x âx âx − V â

†
0â0. (4)

Note that the defect site is set in the middle to preserve the
reflection symmetry of the model. Thus, all the eigenstates
have definite parity. In particular, it is easy to prove that the
ground state [written as |g〉 or fg(x1, x2)] is even and positive
everywhere up to a global phase.

III. BOUND-STATE IDENTIFICATION

The quantities D and Pout can not only be used to identify
the three different bands, but also to discern the bound states
from the extended states [24]. The latter are the overwhelming
majority. The point is that there is an essential difference
between bound states and extended states in their response to
the change of the boundaries. An extended state would be very
sensitive to the size of the lattice or the conditions (periodic
or antiperiodic or in between) imposed at the ends of the
lattice: Its energy should change continuously as the boundary
conditions change continuously and the typical amplitude of
the wave function should decrease polynomially as the lattice
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FIG. 1. (Color online) A bound state (indicated by the arrow in
each panel, where a blue ∗ and a red ◦ coincide) found by using
the lattice expansion algorithm. In each panel, the blue ∗ markers
correspond to the smaller lattice with 51 sites, while the red ◦ markers
to the larger lattice with 71 sites. The values of the parameters are
(V,U ) = (1.5, 7) and R = 12.

size increases. On the other hand, the energy of a bound state
should be independent of the lattice size or the boundary
conditions, at least if the lattice size is much larger than the
characteristic size of the wave function, since its wave function
decays rapidly away from the center. In the case of extended
states, the value of 〈D〉 would increase linearly proportional
to M (as argued in the previous section), and the value of Pout

(with a fixed R, however large it is) would converge to unity as
M increases to infinity. But for a bound state, the value of 〈D〉
would converge to a finite value and the value of Pout would
converge to a value which is always smaller than unity and
decrease with growing R.

Thus, to identify a bound state, we use the following
algorithm: Begin with a lattice of M1 = 2L1 + 1 sites with
the defect site in the middle and open boundary conditions.
Solve all the eigenstates and eigenenergies of ĤM1 numerically
by exact diagonalization [25], and calculate the corresponding
values of D and Pout for each eigenstate. Denote the nth eigen-
state as ψ (M1)

n , its eigenenergy as E(M1)
n , and the corresponding

values of D and Pout as D(M1)
n and P (M1)

n , respectively. Here,
1 � n � dim(M1), with dim(M1) = M1(M1 + 1)/2 being the
dimension of the Hilbert space on the M1-site lattice. The
same procedure is then repeated on a (sufficiently) larger
lattice of M2 = 2L2 + 1 sites, with L2 > L1. A bound state
would be signified by a pair of fixed values of D and
Pout, at some fixed eigenenergy. More precisely, there should
exist two indices n1 and n2 associated with each bound
state, such that (E(M1)

n1
,D(M1)

n1
, P (M1)

n1
) � (E(M2)

n2
,D(M2)

n2
, P (M2)

n2
),

respectively.
As an illustration, we have carried out this algorithm for

a specific pair of values of (V,U ) on a smaller lattice (L1 =
25) and a larger lattice (L2 = 35). The resulting values of D

and Pout versus the eigenenergies are plotted in the upper and
lower panels of Fig. 1, respectively. There we see that as the
lattice is enlarged, the markers in the three continuum bands
move upwards significantly, in accord with our expectation.
However, in each panel, in the gap between the first and third
band and at the same energy, we have a blue marker coinciding
with a red marker, which indicates a bound state. Actually, it
is a repulsion-aided bound state, which will be discussed in
detail in Sec. V below.

Finally, we would like to mention that the idea of distin-
guishing localized states from extended states by their different
sensitivities to boundary conditions was employed before in
the context of Anderson localization [26]. Besides that, it was
also proposed as a criterion of differentiating superfluid states
from insulator states [27]. A superfluid state would respond
to the twist of the boundary conditions by generating a finite
current, while an insulator state would remain inert under this
distortion.
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FIG. 2. (Color online) Typical bound states found by the filtering algorithm. From panel (a) to panel (f), the value of U increases
monotonically while the value of V is fixed at 1.5. The sizes of the smaller (blue ∗) and larger (red ◦) lattice are M1 = 51 and M2 = 71,
respectively. In each panel, a pair of blue ∗ and red ◦ which coincide with each other corresponds to a bound state. In panel (a), only the ground
state is a bound state. In panel (b), besides the ground state, the first and second excited states (indicated by the arrow) are bound. In panel (c),
besides the ground state, there is another bound state (indicated by the arrow) which is embedded in the continuum band. In panel (d), again
only the ground state is bound. In panel (e), there is no bound state at all. In panel (f), a bound state (indicated by the arrow) appears in the gap
between the first and third band.

A. List of typical bound states

With the effectiveness of the algorithm proven, we have ex-
plored the (V,U ) parameter space extensively. Some general
behavior can be observed and is illustrated in Fig. 2 by taking a
cut through the parameter space at fixed V = 1.5 and varying
U . We can see how the bound states change as U is varied
from large negative to large positive values. Only the quantity
D is displayed, but the same conclusions are obtained by using
Pout.

(1) In Fig. 2(a), we see that, for sufficiently large negative
U , the ground state is a bound state and the only one. The
fact that the ground state is localized is expected, since the
interaction between the bosons strengthens the binding effect
of the attractive potential.

(2) In Fig. 2(b), we see that as U is increased to −2, there
are now two more bound states besides the ground state—
the first- and second-excited state (indicated by the arrow).
Further investigation shows that the first-excited state is always
a bound state and is of odd parity whenever −2V < U < −V .
Actually, this bound state is analytically solvable by the Bethe
ansatz. It will be discussed in detail in Sec. VI. As for the other
bound state, detailed investigation shows that it appears only
in a subset of the −2V < U < −V region. In a certain sense,
it is a companion of the analytically solvable one, always of
even parity and slightly higher in energy. It will be discussed
in detail in Sec. VII.

(3) As U is further increased to −1, as in Fig. 2(c),
the two (excited) bound states disappear and are replaced
by another bound state (indicated by the arrow). This is no
ordinary bound state since its energy falls in the [−4,+4]
continuum band. It is a bound state in the continuum
(BIC). Further numerical and analytic investigation reveals
that it appears whenever −V < U < 0 and has odd parity
and the Bethe form as the analytically solvable bound
state in Fig. 2(b). They will be discussed together in
Sec. VI.

(4) As U is increased to 2, as in Fig. 2(d), the ground
state is still a bound state, and the only one. However, its
energy, which has been increasing since Fig. 2(a), is now
very close to the lower edge of the second band. Here we
should mention the simple fact that, in the noninteracting
case U = 0, the ground state is the only bound state. It
has the simple form fg(x1,x2) ∝ φd (x1)φd (x2), with φd (x) ∝
e−x/ξ [ξ = 1/ ln[ 1

2 (V + √
V 2 + 4)]] being the single-particle

localized mode induced by the defect.
(5) As U > 0 grows, a point is reached where the ground

state is no longer bound. Actually, for U = 5, shown in
Fig. 2(e), there is no bound state at all. We may conclude
from Figs. 2(d) and 2(e) the existence of a critical value of U ,
denoted as Uc1, beyond which the ground state is turned into
an extended state.

(6) However, as U becomes even larger, as in Fig. 2(f) with
U = 6.5, a new bound state (indicated by the arrow) appears.
It is located in the gap between the first and third band. In
contrast to the ground state, this bound state is established
and stabilized by the strong repulsion between the bosons.
Obviously, there must be a second critical value Uc2 of U ,
above which this type of bound state becomes possible.

For clarity, in Table II, we list the different regions together
with the different sets of bound states.

IV. STABILITY OF GROUND STATE

As expected and demonstrated in Fig. 2, a sufficiently large
U can delocalize the ground state |g〉. In this section, we are
interested in the critical value Uc1 as a function of V and the
critical behavior of the ground state. First, we note that for
a positive value of U , the second band has the lowest lower
band edge among all the three bands. Moreover, this upper
limit for the ground-state energy depends only on V and has
the value Eedge2 = −√

V 2 + 4 − 2. In terms of energy, it is
then expected that, as U increases, the ground-state energy
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TABLE II. Summary of the bound states according to their features and appearance regions (with an attractive impurity potential, i.e.,
V > 0).

Parameter region Odd-parity bound states Even-parity bound states

U < −2V The ground state
−2V < U < −V The first excited state (Bethe form). The ground state, and the second excited state (exists only in a subset

of the region).
−V < U < 0 One Bethe form bound state (can fall inside The ground state, and a companion to the odd one (exists only in a

the first continuum band). subset of the region).
0 � U < Uc1 The ground state

Uc1 < U < Uc2

Uc2 � U A localized molecule state (in the gap between the first and third band).

increases according to the Hellmann-Feynman theorem, up to
the lower band edge of the second band and finally, at U = Uc1,
it coalesces with it. This can already be seen in Fig. 2 and is
most clear in Fig. 3(d), where the spectral graph of the model
is shown.

More information is obtained by studying the evolution of
the the ground-state wave function fg(x1,x2) as U increases.
In Figs. 3(a)–3(c), we plot the profile of fg(x1,x2) at three
increasing values of U . In Fig. 3(a), we see that, for large
negative U , the attractive defect potential is reinforced by the
attractive interaction and the two bosons are sharply localized
at the origin. In Fig. 3(b), for zero interaction U = 0, fg is
simply a product of the wave functions of the two bosons. The
critical behavior of the ground state is exhibited in Fig. 3(c),
where U is close to Uc1. There, fg takes on a cross shape, which

x1

x
2

 

 

(a)

−10 0 10

−10

−5

0

5

10

0 0.5

x1

 

 

(b)

−10 0 10

0 0.1 0.2

x1

 

 

(c)

−10 0 10

0.02 0.04 0.06

0.6 0.8 1 1.2 1.4

−4.07

−4.06

−4.05

−4.04

U

E
n

(d)

FIG. 3. (Color online) (a)–(c) Images of the ground-state wave
function fg(x1,x2) at three increasing values of U . Specifically, U =
−2, 0, and 1 from left to right. (d) The bottom part of the spectral
graph of the model as U increases towards the first critical value Uc1.
The value of V is set to 0.5. The lattice has 201 sites. In panel (d),
the lowest blue line is the ground-state level and the dotted horizontal
line indicates the bottom threshold of the second continuum band
Eedge2 = −√

V 2 + 4 − 2.

means that one boson is tightly bound by the defect, while
the other is much more loosely bound. This indicates that the
ground-state wave function becomes delocalized continuously,
since the wave functions in the second band have the cross
shape as well, except that they are infinitely extended along
the axes. This behavior is quite reasonable physically: When
one boson is localized around the defect, the other boson feels
only a screened potential, and thus is relatively loosely bound.

Interestingly, a similar scenario occurs also for the hydrogen
negative ion H−. Due to the difficulty mentioned in the
introduction, initially it took a great effort to prove H− as
a bound system. However, Chandrasekhar had the insight that
H− should have an “in-out” structure such that whenever one
electron is close to the nucleus, the other is kept far away. He
thus proposed a simple two-parameter trial wave function [4],
the essential part of which reads

χ (
r1,
r2) ∝ e−αr1/a0−βr2/a0 + e−αr2/a0−βr1/a0 , (5)

where a0 is the Bohr radius and presumably α � β. It turns
out that the energy minimum is attained at α = 1.039 25 and
β = 0.283 09, and the corresponding energy is sufficient to
prove binding for H−.

Motivated by the observation of the critical behavior of the
ground state and the similarity of the model with H−, we have
tried the following variational wave function for the ground
state:

f (x1,x2) ∝ (e−|x1|/λ1−|x2|/λ2 + e−|x1|/λ2−|x2|/λ1 )

× (1 − se−|x1−x2|/λ3 ). (6)

Here λ1, λ2, and λ3 are some characteristic lengths and
0 � s � 1 is an attenuation factor. We take the convention
of λ1 � λ2. Here, besides the Chandrasekhar part (the first
line), an additional factor (the second line) is introduced to
suppress the wave function when the two bosons are close to
each other. This is motivated by a fine structure of the wave
function in Fig. 3. That is, the value of the wave function
at (x,−x) is visibly larger than its value at (x, x). It turns
out that the ground state can be described by the variational
form (6) quite well. In Fig. 4, the ground states obtained by
exact diagonalization are compared with those obtained within
the variational scheme of Eq. (6). We see that they agree even
in details. Quantitatively, the overlap between the exact and
variational ground state exceeds 0.99 in both cases. Note that
we did not treat s as an independent parameter in the variational
calculation. Instead, it is determined as a function of λ3, i.e.,
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FIG. 4. (Color online) Panels (a) and (b) show images of the
ground-state wave functions obtained by exact diagonalization on a
finite lattice with 301 sites. The parameters are (a) (V,U ) = (0.5, 1)
and (b) (V,U ) = (1.5, 2.5). Panels (c) and (d) show images of the
variational wave function minimizing the energy, with the same
parameters as in panels (a) and (b), respectively. The inner product
of the exact wave function and the variational one is 0.991 and 0.998
for the (a)–(c) pair and the (b)–(d) pair, respectively.

s = [(1 − e−2/λ3 )/(1 + e−2/λ3 )]1/2. However, the agreement is
very good even without variation of s.

The critical value Uc1 can be determined efficiently by
exact diagonalization. We choose an M-site lattice and, by
using the Lanczos algorithm, we can quickly solve for the
ground-state energy Eg(U,V ; M). By the Hellmann-Feynman
theorem, this quantity is a monotonically increasing function
of U . Therefore, the critical value Uc1 is uniquely determined
by the condition Eg = Eedge2. By using the Newton bisection
method, it can be pinned down quickly. The Uc1 determined
in this way depends of course on M . Actually, since a
finite lattice can be understood as an infinite lattice with
infinitely large potential beyond some radius, Eg(U,V ; M) is
a monotonically decreasing function of M by the Hellmann-
Feynman theorem. This means the Uc1 determined on a finite
lattice is lower than the true value. However, for M sufficiently
large, the error is inappreciable. We have also tried to determine
the transition line variationally: If it is possible to find for a
given U a set of λ1, λ2, λ3, and s such that the energy of Eq. (6)
is lower than Eedge2, then U is a lower bound of Uc1. Both the
exact diagonalization result (solid line) and the variational one
(dashed line) are shown in Fig. 5. There we see that the two
approaches agree with each other very well in the full region of
V investigated. This again demonstrates that the wave function
near the critical point can be well described by the variational
form (6).

The modified (or improved) Chandrasekhar wave func-
tion (6) is accurate but not very tractable analytically. There-
fore, we have also tried some simpler variational schemes.

0 2 4 6
0

2
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6

8

10

V

U
c1

FIG. 5. (Color online) Bound-extended transition line of the
ground state determined by various means. Blue solid line is for
exact-diagonalization on a 301-site lattice; cyan dashed line is for
the modified Chandrasekhar variational wave function [see Eq. (6),
s �= 0]; red dotted line is for nonmodified Chandrasekhar variational
wave function (s = 0); green dash-dotted line is for Uc1 = V as in
Appendix A.

The results are less accurate but capture well the qualitative
behavior of Uc1 as a function of V . First, by a Hartree
approximation as in Appendix A, we can prove that Uc1 �
V . Second, by the nonmodified Chandrasekhar (i.e., s = 0)
approximation as in Appendix B, we can show that Uc1 �
1.5V as V → 0 and Uc1 � V + 1 as V → +∞. These two
results are also displayed in Fig. 5. We see that they are not
so accurate as Eq. (6) but still capture the behavior of Uc1 to
leading order in V as V → +∞. The fact that the nonmodified
Chandrasekhar wave function is less accurate than the modified
wave function indicates that the suppression factor is quite
essential near the critical point.

V. REPULSION-AIDED BOUND STATE

In the preceding section, we discussed the repulsion-driven
delocalization of the ground state. However, as revealed in
Fig. 2(f), the repulsion can also facilitate the formation of a
localized state. For a given V , there exists a critical U (denoted
as Uc2) beyond which a bound state appears in the gap between
the first and third band. The mechanism for its formation relies
on the repulsion between the two bosons which can bind them
together to form a molecule (possible in a tight-binding model),
which moves on the lattice as a whole with some effective
hopping strength, and can thus be trapped by the defect
potential. The picture is most clear in the large-U limit. In this
limit, the double-occupied states |x〉m ≡ |x, x〉 are degenerate
and higher in energy than the non-double-occupied states by a
gap of order U . Due to transitions through intermediate states
like |x, x + 1〉, two adjacent double-occupied states |x〉m and
|x + 1〉m are coupled by an effective hopping strength 2/U ,
and each of them is upshifted in energy by 4/U . The effective
Hamiltonian in the double-occupied subspace is then

Ĥeff = 2

U

+∞∑
x=−∞

(|x〉mm〈x + 1| + |x + 1〉mm〈x|)

+
(

U + 4

U

) +∞∑
x=−∞

|x〉mm〈x|, (7)
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which has the form of a standard tight-binding model. The
dispersion relation reads Em(k) = U + 4

U
(1 + cos k), with a

minimum at k = π . This molecule band is essentially the third
band in Table I. Actually, its band range [U,U + 8/U ] is
approximately the exact one [U, (U 2 + 16)1/2] in the limit of
U → +∞. Now turn on the defect potential. If the potential
is weak enough, we may still confine the analysis to the
double-occupied subspace. The defect is then equivalent to
a term −2V |0〉mm〈0|. As is well known [10], this leads to
the formation of an even-parity bound state below the band
minimum. Its energy is

Emol = U + 4

U
−

√
4V 2 +

(
4

U

)2

� U − U

2
V 2 if V � 2

U
. (8)

If U > 4, Emol would be in the gap between the first and the
third band (i.e., 4 < Emol < U ), for sufficiently small V . Thus,
the bound state is expected to be stable. To verify the argument
above, we show in Figs. 6(a) and 6(b) the squared wave
functions of the bound state for two small values of V (and a
fixed value of U ). The wave function is significantly different
from zero only on the line x1 = x2 and decays exponentially
away from (0, 0), which are two salient features in accord with
the molecule picture.

In the analysis above, the defect potential is assumed to be
weak enough to allow the restriction to the double-occupied
subspace. If V � 1, modifications are necessary. In this case,
the ratio of the direct coupling (=√

2) between the molecule
state |0〉m and the disassociated states |0,±1〉 to the gap
between them (U − V � U ), is larger than the ratio of the
effective coupling (�2/U ) between the molecule states |0〉m
and |±1〉m to the gap between them (=2V ). Therefore, as a
first approximation, we assume that the state |0〉m gets dressed
by the state 1√

2
(|0,+1〉 + |−1,0〉) [28]. This is confirmed

in Fig. 6(c), where V is increased to 1.8. We see that
the wave function is no longer extended in the x1 = x2

direction, but takes on a cross shape—the values of the
wave function f at (0,±1) and (±1,0) are much larger than
at (1,1) or (−1,−1). Diagonalizing the Hamiltonian in the

x1

x
2
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FIG. 6. (Color online) Images of the squared wave function
f 2

mol(x1,x2) of the molecule-type bound state with three different
values of V while the value of U is fixed to 7. The wave functions are
obtained by exact diagonalization on a lattice of 201 sites. In panels
(a) and (b), the wave function decays exponentially along the diagonal
x1 = x2. Note that in panel (c), the value at the origin (�0.835) is far
beyond the range of the color bar.
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FIG. 7. (Color online) Second critical value of U as a function of
defect potential strength V . The blue solid line is obtained numerically
by using the lattice expansion algorithm, with a smaller lattice of
201 sites and a larger lattice of 301 sites. The green dashed (red
dotted) line is the small-V (large-V ) approximation as in Eq. (10).
Note that Uc2 starts from 4.

two-dimensional subspace of {|0〉m, 1√
2
(|0, + 1〉 + |−1,0〉)},

we get the energy of the bound state:

Emol = 1

2
(U − 3V ) +

√
(U − V )2/4 + 4

� U − 2V + 4

U − V
if U − V � 4. (9)

Again, for sufficiently large U , Emol lies in the gap between
the first and third band.

By equating the value of Emol to 4, we obtain the critical
value Uc2 for small and large V :

Uc2 =
{

4 + 2V 2, V → 0+

4 + 2V − 4
V +4 , V → +∞.

(10)

The value of Uc2 can also be determined numerically by
using the lattice expansion algorithm. The result is shown
in Fig. 7 (the solid line). We see that as V increases, the
value of Uc2 interpolates smoothly between the small-V and
large-V behavior in Eq. (10), with the crossover occurring
around V � 1. These results confirm the pictures above.

A. Bound state at threshold

We have shown that the repulsion can both destroy the
ground state as a bound state and establish the molecule-type
bound state. It is important to note that there is an essential
difference between the two delocalization-localization transi-
tions. The difference is, first of all, exhibited in the spectral
graph. In Fig. 8, the molecule bound-state energy at U ∼ Uc2

is shown together with the few highest levels in the first band.
In comparison with Fig. 3(d), where the ground-state level
merges into the second band smoothly without appreciable
anticrossing, here the molecule level merges into the first
band by a very narrow anticrossing. The different behavior
of the levels implies that the first transition is a continuous
one, while the second transition is essentially a discontinuous
one. We have seen in Sec. IV that, during the first transition,
the wave function of the ground state becomes more and more
extended along the x1 and x2 axes as U increases towards Uc1

from below. Eventually, at U = Uc1, the characteristic length
λ2 diverges and the ground state turns into an extended state
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FIG. 8. (Color online) Portion of spectrum (only even-parity
levels are shown) of the model. The value of V is set to 2. The
lattice is of 101 sites with open boundary conditions. The highest one
in the figure is the bound-molecule one. The narrow anticrossing is
indicated by the arrow. Note the scales of the axes.

residing in the second band. The whole process is continuous.
However, for the second transition, as U decreases towards Uc2

from above, the wave function of the bound state is always of
finite (and small) size. Actually, the good agreement between
the two-level prediction [Eq. (10)] and the exact value of
Uc2 for large V indicates that, as long as the bound state is
there, it can be well approximated using the two-dimensional
subspace above. It happens in a very narrow interval of U

that the molecule bound state turns into an extended state, in
which the two bosons are both delocalized and move virtually
independently.

The two different pictures of the two transitions can be
best demonstrated by using the quantity Pin = 1 − Pout, i.e.,
the probability of finding both bosons within a radius R from
the defect. In Fig. 9(a), Pin is plotted versus U for the ground
state on three lattices with different sizes. We see that Pin

is a continuous, monotonically decreasing function of U and

3 3.2 3.4 3.6 3.8 4 4.2
0

0.2
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P
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7.285 7.29 7.295
U

(b)

FIG. 9. (Color online) Probability of finding both bosons inside a
radius of R = 10 in (a) the ground state and in (b) the molecule-type
bound state. In both panels, different markers indicate different lattice
sizes (blue ∗ is for 101 sites; red ◦ is for 201 sites; green × is for
301 sites). The value of V is set to 2. The vertical dotted line in panel
(a) indicates the critical value Uc1. Note the scale of the horizontal
axis in panel (b).

also a monotonically decreasing function of the lattice size.
Arguably, on an infinite lattice, Pin will drop continuously
to 0 at Uc1. The behavior of Pin is thus reminiscent of the
order parameter in a second-order phase transition. In contrast,
in Fig. 9(b), where the value of Pin for the molecule-type
bound state is plotted, Pin transits from almost vanishing to
almost unity in a very narrow interval. Moreover, the transition
region gets smaller and smaller as the lattice size increases,
which strongly indicates that the transition is discontinuous
on an infinite lattice. This behavior is analogous to a first-
order phase transition. The discontinuity can be gleaned from
Fig. 6, actually. There, for a given U > 4, as V increases
from 0+ (traversing the phase diagram of Fig. 7 from left to
right), the wave function of the molecule-type bound state
shrinks. This trend is incompatible with the configuration of
the wave functions in the first band, where the two atoms are
both delocalized and move virtually independently. Therefore,
the transition between the two types of configurations cannot
be continuous.

It is an intriguing fact that a bound state becomes delo-
calized abruptly. Although so far we have failed to prove
this rigorously, we note that similar scenarios were noted
previously in various single-particle [13–15] or few-particle
[16,17] systems and, especially, in the H− problem [17].
It actually occurs in a simple and familiar single-particle
model—a three-dimensional finite-depth square potential well
[13]. Due to the repulsive core created by the centrifugal
barrier, a bound state with zero energy or a bound state
at threshold [13–17] is possible in this model for angular
momentum l � 1. The remarkable property of this type of state
is that it sits on the threshold to the continuum yet has finite
size. This means that if we adjust the parameter of the potential
(e.g., the well depth) continuously across its critical value,
we would observe a discontinuous behavior of Pin similar to
Fig. 9(b).

VI. TWO ANALYTICALLY SOLVABLE BOUND STATES

In Fig. 2(c), we have a bound state inside the [−4,+4]
continuum band. This is absolutely unexpected since generally
a bound state should lie outside of the continuum spectrum.
The reason is best demonstrated by Mott’s argument for the
existence of sharp mobility edges [29]. In case of degeneracy
between a localized state and an extended state, an infinitesimal
perturbation would mix them and convert the localized state
into an extended state. It means that, although such exotic
objects called bound states in the continuum (BIC) do exist,
as pointed out by von Neumann and Wigner as early as in
1929 [18], they are expected to be unstable under perturbations.

Nevertheless, it became recently possible to realize them
experimentally in an electronic system [30]. In our model,
exploration of the (V,U ) space shows that this bound state
is quite robust. It is always present whenever −V < U < 0,
although not necessarily always inside the continuum. The
robustness of this bound state indicates that it is protected by
a hidden, perhaps even strong, symmetry. This motivates the
attempt to solve the model analytically using the Bethe ansatz.
It turns out that this approach allows us to understand both
this bound state in Fig. 2(c) and one of the bound states in
Fig. 2(b).
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A. Bethe ansatz approach

We work with Eq. (3) and try to solve the eigenstates
using the Bethe ansatz. An important observation is that the
impurity potential and the interaction between the two particles
are effective only on the three lines of x1 = 0, x2 = 0, and
x1 = x2. Away from these lines, we have free particles. The
two-dimensional configuration space is divided by the three
lines into six regions Ii , I′i , corresponding to xj � xk � xl

and j,k,l ∈ {0,1,2} with x0 = 0. This observation suggests
trying an ansatz for the eigenstates of the Bethe form, which
is characterized by just two parameters k1 and k2. In region I1

(0 � x1 � x2), the wave function is postulated to read

f (x1,x2) =
∑

σ0=0,1

∑
σ1=0,1

∑
σ2=0,1

Aj (σ0,σ1,σ2)

× exp
[
i(−)σ1k1x1+σ0 + i(−)σ2k2x2−σ0

]
, (11)

where j (σ0, σ1, σ2) ≡ 4σ0 + 2σ1 + σ2 + 1. The wave function
in regions I2 (x1 � 0 � x2) and I3 (x1 � x2 � 0) are defined
similarly but with the As replaced by Bs and Cs, respectively.
The value of the wave function in the other three regions I′1, I′2,
I′3 is then determined by Bose symmetry: f (x1,x2) = f (x2,x1)
(see Fig. 2 in Ref. [11]). In each region, we have eight different
plane waves. The reason is that the interaction between the
two particles can exchange their momenta, and the impurity
potential can reverse the momentum of a particle.

With the wave function in the form (11), the eigenvalue
equation Hf = Ef , with E = −2 cos k1 − 2 cos k2, is satis-
fied away from the three lines. Now we need to satisfy it also on
the three lines. This requires, besides the eigenvalue equation
above, first of all, that f be single valued on the interface
between two neighboring regions.

The calculation details can be found in Ref. [11] and its
supplementary material. The conclusion is that, for even-parity
states, the ansatz (11) fails. However, for odd-parity states, the
ansatz is self-consistent. Therefore, the interesting point here
is that the reflection symmetry decomposes the bosonic Hilbert
space into two subspaces, one of which shows no diffraction
and can therefore be considered integrable. This is confirmed
by an analysis of the algebra of scattering matrices and the
associated Yang-Baxter relations, which is the subject of the
next section.

B. Integrable odd-parity subspace

We shall now formulate the problem in terms of scattering
theory, usually employed in the analysis of one-dimensional
many-particle systems. This will explain the possibility to find
eigenstates which have the Bethe form, although the bosonic
model is nonintegrable even in the two-particle sector. To this
end we write the ansatz Eq. (11) in all regions as follows:

f (x1,x2) = S
∑

R,σ1,σ2

χR(x1, x2)AR
σ1σ2

(k1,k2)ei(σ1k1x1+σ2k2x2).

(12)

Here, χR(x1, x2) are characteristic functions of the six regions
R ∈ {[i,j,k]},
[i, j, k] ↔ xi � xj � xk, i,j,k ∈ {0, 1, 2}, with x0 = 0,

while σj ∈ {1, − 1} denote a pseudospin degree of freedom
accounting for the backscattering generated by the potential
−V . Finally, the operator S symmetrizes the wave function
with respect to x1 and x2. The explicit use of S allows us to
reduce the number of amplitudes in each region from eight to
four. The eigenvalue equation Hf = Ef entails then that the
amplitudes AR

σ1σ2
(k1, k2) and AR′

σ ′
1σ

′
2
(k1, k2) of adjacent regions

R, R′ are related by the S matrices:

AR
σ1σ2

=
∑
σ ′

1σ
′
2

S
σ ′

1σ
′
2

σ1σ2 (R,R′)AR′
σ ′

1σ
′
2
. (13)

We have in general Ŝ(R,R′) = Ŝ(R′, R)−1. The S

matrix corresponding to scattering between the two particles
Ŝ([012], [021]), taking particle 1 from the right to the left of
particle 2, is diagonal in pseudospin space due to conservation
of total momentum,

S
σ ′

1σ
′
2

σ1σ2 ([012], [021]) = δ
σ ′

1
σ1 δ

σ ′
2

σ2

sin σ1k1 − sin σ2k2 + (i/2)U

sin σ1k1 − sin σ2k2 − (i/2)U
,

and, written as a 4 × 4 matrix, it reads

Ŝ12(k1,k2) ≡ Ŝ([012], [021]) = Ŝ([120], [210])

=

⎛
⎜⎜⎜⎝

α 0 0 0

0 β−1 0 0

0 0 β 0

0 0 0 α−1

⎞
⎟⎟⎟⎠ , (14)

with

α = sin k1− sin k2+(i/2)U

sin k1− sin k2−(i/2)U
, β = sin k1+ sin k2 + (i/2)U

sin k1+ sin k2 − (i/2)U
.

The four rows and four columns of Ŝ are associated with
the pseudospin labels (σ1, σ2) = (1, 1), (−1, 1), (1,−1), and
(−1,−1), respectively. Note that Ŝ12(k1, k2)−1 = Ŝ12(k2, k1)
and Ŝ12 is unitary for real k1, k2.

The S matrix describing the interaction between particle
1 and the potential −V reads Ŝ10(k1) ≡ Ŝ([102], [012]) =
Ŝ([210], [201]). It depends on k1 but not on k2 and has the
form

Ŝ10(k1) =

⎛
⎜⎜⎜⎝

1 + γ1 γ1 0 0

− γ1 1 − γ1 0 0

0 0 1 + γ1 γ1

0 0 − γ1 1 − γ1

⎞
⎟⎟⎟⎠ , (15)

with γ1 = −iV /(2 sin k1). Note that Ŝ10 is nonunitary (in
contrast to Ŝ12) but preserves the current across the impurity:∣∣A[102]

1σ2

∣∣2 − ∣∣A[102]
−1σ2

∣∣2 = ∣∣A[012]
1σ2

∣∣2 − ∣∣A[012]
−1σ2

∣∣2
. (16)

In an analogous way, we find for Ŝ20(k2) ≡ Ŝ([201], [021]) =
Ŝ([120], [102]),

Ŝ20(k2) =

⎛
⎜⎜⎜⎝

1 + γ2 0 γ2 0

0 1 + γ2 0 γ2

− γ2 0 1 − γ2 0

0 − γ2 0 1 − γ2

⎞
⎟⎟⎟⎠ , (17)

with γ2 = −iV /(2 sin k2). Naturally, [Ŝ10, Ŝ20] = 0.
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A necessary condition for the ansatz (12) to work is its self-
consistency: Starting from the amplitudes in one region, say
[021], we can compute the amplitudes in all other regions using
the S-matrices. The region [120] can be reached from [021]
on two different paths, namely [021] → [012] → [102] →
[120], which gives

A[120] = Ŝ20Ŝ10Ŝ12A
[021] (18)

or, via [021] → [201] → [210] → [120], corresponding to

A[120] = Ŝ12Ŝ10Ŝ20A
[021]. (19)

If an arbitrary eigenstate of Eq. (3) has the Bethe form (12),
Eqs. (18) and (19) would entail the matrix identity (Yang-
Baxter equation),

Ŝ20(k2)Ŝ10(k1)Ŝ12(k1, k2) = Ŝ12(k1, k2)Ŝ10(k1)Ŝ20(k2).

Now, because [S12, S10S20] �= 0, it is clear that the Bethe ansatz
fails for general eigenstates. However, the matrix

ŜD = Ŝ20Ŝ10Ŝ12 − Ŝ12Ŝ10Ŝ20 (20)

has a two-dimensional kernel K = 〈A(1), A(2)〉 for arbitrary
k1, k2, V , U and it follows that

Ã(j ) ≡ Ŝ20Ŝ10Ŝ12A
(j ) = Ŝ12Ŝ10Ŝ20A

(j ), j = 1,2. (21)

If the amplitude vector in region [021] is an element of K,
we obtain along both paths the same amplitudes in region
[120] and the ansatz is consistent. This is also valid for the
other possible consistency relations because all regions are
connected by a single loop and Ŝ(R,R′) = Ŝ(R′, R)−1.

To study the kernel of ŜD further, we define

a := γ1γ2(1 + α)(1 − α−1) , (22a)

b := γ1γ2(1 + β)(1 − β−1) , (22b)

c := −(1 + γ2)δ/β , (22c)

d := −(1 − γ2)δ/α , (22d)

e := −(1 + γ1)δ , (22e)

f := −(1 − γ1)δ/(αβ) . (22f)

Here we have set δ = (αβ − 1)γ1 = (α − β)γ2. The a, . . . ,f

satisfy the relation ab + cd = ef . The matrix ŜD reads

ŜD =

⎛
⎜⎜⎜⎝

0 c e −a

c 0 −b f

e b 0 d

a f d 0

⎞
⎟⎟⎟⎠ , (23)

and has the characteristic polynomial

det(ŜD − λ) = (λ2 + a2 + b2 − c2 − d2 − e2 − f 2)λ2.

Its kernel K is therefore two dimensional. With the relation
ab + cd = ef we obtain two linearly independent basis
vectors of K:

A(1) = (0,−d, f, b)T , A(2) = (−d, 0, a, e)T . (24)

The amplitudes in region [120] follow from Eq. (21),

Ã(1) = (−b,−f, d, 0)T , Ã(2) = (−e,−a, 0, d)T . (25)

This means Ã
(j )
σ1,σ2 = −A

(j )
−σ1,−σ2

and entails together with
the ansatz (12) the relation f (x1, x2) = −f (−x1,−x2), i.e.,

the wave function is of odd parity. Because the functions of
the form given in Eq. (12) span the whole Hilbert space and are
determined by a single region, the odd functions corresponding
to elements of K in region [021] span the complete odd
subspace. It follows that the projection of the Hamiltonian
onto the odd invariant subspace can be diagonalized with the
Bethe ansatz, the partial waves show no diffraction, and the
system is therefore integrable if confined to this subspace.
Let us note that the exceptional case x1 = x2 = 0 has not to
be considered separately as the wave function vanishes there
and the Yang-Baxter equation for two-particle scattering is
sufficient to prove consistency of the ansatz (12).

The integrability of the odd subspace and the nonintegra-
bility of the even subspace can be seen in Figs. 8 and 11,
respectively, which depict parts of the spectral graph. There
are apparent avoided crossings in the even subspace in Fig. 8,
indicating nonintegrability according to the level-crossing
criterion [31], while in Fig. 11 the odd-parity bound state
crosses both odd and even states. The latter is clear from
parity symmetry; the former is due to integrability of the odd
sector. This agreement between the numerical results on a
finite lattice (which, however, preserves the parity symmetry)
and our analysis of the infinite lattice hints that the odd sector
remains integrable on finite lattices. To look at this question
from a different point of view, we show in Fig. 10 the statistics
of the level spacing in each sector. The odd subspace appears
to be almost Poissonian, as predicted by the Berry-Tabor
criterion for integrability [32]. The even subspace, on the other
hand, does not show Wigner-Dyson statistics—characteristic
for fully developed chaos [33]. The statistics is close to
Poissonian for large spacings as in the odd subspace, but
deviates from both Poissonian and Wigner Dyson for small
spacings. Moreover, the numerical analysis reveals even states
which have a close connection with associated odd states
(see Sec. VII below). The intermediate behavior of the level
distribution in the nonintegrable sector may be related to a
possible “weakly diffractive” dynamics which deserves further
investigation. For example, it would be interesting to check
whether the classical (continuum) limit of the model is ergodic
or not.
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FIG. 10. (Color online) Level-spacing statistics of the odd (blue
bars) and even (red bars) subspace. The green solid line and the red
dotted line indicate the Poisson PP(s) = exp(−s) and Wigner-Dyson
distribution for the orthogonal ensemble, PWD(s) = πs

2 exp(−πs2/4),
respectively. The parameters are (V,U ) = (2, 2). The lattice has 201
sites with open boundary conditions. Each subspace contains roughly
10 000 levels.
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C. Two Bethe form odd-parity bound states

Having established the Bethe ansatz solvability of the model
in the odd sector, we can now solve the odd-parity localized
states in the Bethe ansatz framework. Note that both the ground
state and the molecule-type bound state above are even and
thus not in the Bethe form.

It turns out that there exist two odd-parity bound states
appearing in two different regions. The calculations are already
presented in detail in Ref. [11]. Here we just mention the
results. The bound state wave function must be of the form

f (x1,x2) = eik1x1+ik2x2 − e−ik2x1−ik1x2 , (26)

in region I2, and the form

f (x1, x2) = 2V + U

V + U
eik1x1+ik2x2 − V

V + U
e−ik1x1+ik2x2

− eik2x1−ik1x2 , (27)

in region I1. Its value in other regions is then determined by the
exchange symmetry and the odd-parity condition. In Eqs. (26)
and (27), k1 and k2 need to satisfy the equations

−V = z2 − z−1
2 , − V − U = z1 − z−1

1 , (28)

and the inequalities |z2| < 1 < |z1| < |z2|−1, with z1 = eik1

and z2 = eik2 . We have 0 < z2 < 1 since V > 0. Depending
on the sign of z1, there are two cases:

(1) 0 < z2 < 1 < z1 < z−1
2 or, equivalently, −2V < U <

−V < 0. In this case, k1 and k2 are both purely imaginary. The
energy of the wave function is

Eb2 = −
√

V 2 + 4 −
√

(V + U )2 + 4. (29)

It is easy to prove that Eb2 < {−4,−(V 2 + 4)1/2 − 2,

−(U 2 + 16)1/2}. Consequently, this bound state is below all the
three continuum bands and is thus not a BIC. A notable feature
of this state is that on the line x1 + x2 = 0, f (x1, x2) = 0 and if
x1 + x2 > 0, f (x1, x2) < 0 while if x1 + x2 < 0, f (x1, x2) >

0. That is, the wave function has a node line x1 + x2 = 0 and
is positive on one of the two half planes, while negative on the
other.

(2) −z−1
2 < z1 < −1 < 0 < z2 < 1 or, equivalently,

−V < U < 0. In this case, k2 is purely imaginary, while
k1 has a real part equal to π . The eigenenergy of the wave
function is

Eb1 = −
√

V 2 + 4 +
√

(V + U )2 + 4. (30)

Now, it is easy to show that 0 > Eb1 > {U,−(V 2 + 4)1/2 + 2},
and thus Eb1 falls outside of the second and third bands. But
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FIG. 11. (Color online) A small portion of the spectrum of the
model with V = 2. The lattice has 201 sites with open boundary
conditions. In total, 10 levels are shown. The diagonal one corre-
sponds to the bound state in the continuum (BIC). The horizontal
lines correspond to extended states in the [−4, +4] continuum band.
Some of them are even, some are odd. The BIC level, which is odd,
crosses both the even and odd levels.

it can fall in the continuum band [−4,+4] to be an embedded
eigenvalue, if Eb1 > −4. Note that this bound state exists
whenever −V < U < 0. However, only in a subset of this
region does it fall in the continuum (see Fig. 3 in Ref. [11] for
a diagram showing the different regions in the V -U plane).
Its energy can be tuned continuously across the lower band
edge −4.

It would be instructive to see how the BIC level moves
inside the band as the parameters vary. Since the BIC is an
eigenstate of the integrable sector, it is expected that Eb1 will
cross the levels of the extended states without hybridization.
This is indeed the case. In Fig. 11, we have shown a portion
of the spectral graph of the model. We see that the BIC level
(the diagonal one) is the only level that changes significantly
in the interval of U and it crosses all other (even or odd) levels
directly. For even extended states it is a consequence of the
parity-symmetry, while for odd states it is expected from the
integrability of the odd sector [31].

VII. TWO ACCOMPANYING BOUND STATES

In the preceding section, we solved two odd-parity bound
states analytically, each of which appears in an appropriate
region. They appear in Figs. 2(b) and 2(c). Numerically, it
is observed that often each of the two states is accompanied
by an even-parity bound state, which is close to it in energy.
Actually, in Fig. 2(b), one of the excited bound states has odd
parity, while the other has even parity. In Fig. 2(c), we see
only the odd-parity one (the BIC). However, if its energy is
tuned outside the [−4,+4] continuum band, it can have an
accompanying even-parity bound state. In Fig. 12, we show
two cases when the two odd-parity bound states each has an
accompanying even-parity bound state.

Unlike the odd-parity bound states, the even-parity bound
states do not have the simple Bethe form. This makes
them much more difficult to study and understand. However,
thorough numerical exploration reveals that they are closely
related to their odd-parity companions. First, in each pair,
the two states are ordered in a definite way and the gap
between them is always much smaller than unity. Specifically,
the odd-parity state with energy Eb2 (if it exists) is always
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FIG. 12. (Color online) The two analytically solvable, odd-parity
bound states and their accompanying even-parity bound states (each
pair is indicated by an arrow) revealed by using the lattice expansion
algorithm. The values of (V,U ) are shown in each panel. The upper
panel corresponds to the case of −2V < U < −V , while the lower
panel corresponds to the case of −V < U < 0. The smaller and larger
lattices have 51 and 71 sites, respectively.

the first-excited state, while its companion is (if it exists)
the second-excited state. For the odd-parity state with energy
Eb1, its companion (if it exists) is always lower in energy
with respect to it. Second, as illustrated in Fig. 13, the wave
functions of the two bound states in each pair are similar
to each other in profile. More precisely, if we denote the
wave functions of the even and odd states in each pair as
fe and fo, respectively, then fe + fo and fe − fo are well
localized on one of the two half planes x1 + x2 ≶ 0. This is

x
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FIG. 13. (Color online) (a), (b) Images of the squared wave
functions of the two analytically solvable bound states in Fig. 12,
and (d) and (e): their accompanying even-parity bound states. The
values of (V,U ) are the same as in Fig. 12, i.e., (V,U ) = (1.5, −2)
in panels (a) and (d), or (V,U ) = (5.7, −5.3) in panels (b) and (e).
These states are obtained in a lattice with 201 sites and open boundary
conditions by exact diagonalization. In panels (c) and (f), the squared
wave function of the sum or the difference of the two bound states in
panels (b) and (e) are shown, respectively.
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FIG. 14. (Color online) (a) In the region enclosed by the red lines,
an accompanying even-parity bound state to the analytically solvable
odd-parity bound state with energy Eb2 exists. The green dotted lines
enclose the region where the simple variational approach predicts
the existence of such an accompanying bound state. The blue dashed
lines enclose the region −2V < U < −V where the Eb2 bound state
exists. (b) In the region enclosed by the red lines, an accompanying
even-parity bound state to the analytically solvable odd-parity bound
state with energy Eb1 exists. The Eb1 bound state exists below the
straight blue dashed line and moves into the continuum below the
curved dashed line.

demonstrated in Figs. 13(c) and 13(f). These two facts remind
us of the double-well potential, where we have pairs of even
and odd eigenstates, which are nearly degenerate in energy
and can be expressed as linear combinations of left- and right-
localized modes. It indicates that the wave function of the
even-parity bound state, while not exactly in the Bethe form,
may nevertheless be close to it; a numerical finding which
should be further studied.

We have tried to map out the regions where the two
accompanying bound states appear. The results are shown in
Fig. 14. In Fig. 14(a), we see that if U is too close to the
edges of the region −2V < U < −V , the even-parity bound
state disappears. The reason is that, in these two limits, Eb2

gets close to the lower edges of the second or third band
[see Eq. (29)]. The even-parity state would get even closer
or just inside the bands and thus becomes unstable. As for the
second even-parity bound state [see Fig. 14(b)], its appearance
region is approximately the region where the Eb1 odd-parity
bound state is a BOC. As Eb1 gets too close to the upper
edge of the second band (U → −V −), or too deep inside the
[−4,+4] band, the even-parity companion becomes unstable
and disappears.

Here, we would like to remark that for the odd-parity bound
state with energy Eb2, the presence of an accompanying even-
parity bound state is expected in some region. As mentioned in
Sec. VI B, the wave function of the odd-parity bound state fb2

vanishes on the line x1 + x2 = 0 and is completely positive on
one of the planes x1 + x2 ≶ 0 while completely negative on
the other. Now construct an even-parity state

ftr =
{+fb2(x1,x2), x1 + x2 � 0

−fb2(x1,x2), x1 + x2 < 0.
(31)
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By Eq. (3), we have then 〈ftr|Ĥ |ftr〉 = 〈fb2|Ĥ |fb2〉 = Eb2,
which is lower than the lower edges of all the three bands.
Then construct another even-parity state f̃tr = (1 − |g〉〈g|)ftr.
This state is even and orthogonal to both the ground state |g〉
and the odd-parity state fb2. If its energy is lower than the
lower edges of the three continuum bands, then there must
exist another even-parity bound state. This is likely since, if
−2V < U < −V < 0, the ground state |g〉 localizes sharply
at the origin where ftr is zero and thus f̃tr is actually very close
to ftr. According to this criterion, we can prove that in the
region enclosed by the green dotted lines in Fig. 14(a), there
should be an even-parity bound state.

VIII. CONCLUSIONS AND OUTLOOK

We have investigated the bound states in a system of two
interacting bosons in a one-dimensional lattice with a defect.
The aim was to study a problem known from atomic physics
on a lattice. As the simplest among its type, our model
is both analytically and numerically tractable. Somewhat
unexpectedly, this simple model reveals rich physics.

First, we find that the repulsion between the two bosons
plays a dual role. On the one hand, as intuitively expected, a
sufficiently large U can delocalize the ground state. On the
other hand, a sufficiently large U can create a bound state
and stabilize it [34]. Quantitatively, there exist two critical
values Uc1 and Uc2 (0 < Uc1 < Uc2) of U . For U > Uc1, the
ground state is no longer localized. However, for U > Uc2,
a molecule-type bound state appears and becomes more and
more localized as U increases. The large U can in fact bind
the two bosons into a molecule, which hops on the lattice with
an effective amplitude ∝1/U and can thus be trapped by the
defect. This localization becomes sharper with increasing U

because the effective hopping decreases as 1/U .
An interesting point is that the two transitions have distinct

natures. For the former, the ground-state energy and wave
function merge into the continuum continuously as U increases
towards Uc1. Near Uc1, the wave function can be well
approximated by a modified Chandrasekhar wave function and
the value of Uc1 can be accurately predicted in this way. In
contrast, for the latter, the bound-state energy merges into the
continuum by a sharp anticrossing as U decreases towards Uc2,
which means that the bound state becomes extended almost
abruptly. This bound state is a bound state at threshold [13–17],
which has a finite size even at the threshold of the continuum.

Second, we have gained a better understanding of the
analytical structure of the model. Although the model was
believed to be nonintegrable [20], we have seen that the
odd-parity subspace is integrable. This makes it possible to
write down the wave functions; in particular, the two bound
states, explicitly in the Bethe form. Remarkably, one of the
two turns out to be a bound state embedded in the continuum
(BIC). It is the simplest BIC we know so far, in terms of the
energy and wave function and, most importantly, it arises in a
nonengineered model. Therefore, in this simple model, there
can be two types of exotic bound states: one remains finite
at the threshold of the continuum, the other resides inside the
continuum.

Eigenstates in the even-parity subspace do not have the
Bethe form. However, the fact that the level spacing statistics

in this subspace interpolates between the Poisson distribution
and the Wigner-Dyson distribution hints at a weakly diffractive
dynamics even in this nonintegrable sector, which should be
investigated further in the future.

Third, besides the four types of bound states mentioned
above, we found numerically that in some regions of parameter
space the odd-parity bound states may possess accompanying
even-parity bound states, i.e., there are two bound states of
different parity which are close in energy and have similar
wave functions. The situation resembles the nearly degenerate
pairs of eigenstates in a double-well potential. Again, this
phenomenon implies that there exists some relation yet to
be discovered between the diffractive even sector and the
nondiffractive odd sector.

In this paper, we focused on the properties of the bound
states, which is mainly a static problem. In the future, it would
be worthwhile to study the dynamics of the model [35–37].
In fact, the analogy of the model with some atomic physics
problems can be generalized to dynamics. For example,
consider such a scenario: Initially one boson is trapped in the
defect mode and the other boson comes in from faraway. What
would the system evolve into? There are many possibilities.
First, the injecting boson can be reflected or transmitted
without exciting the initially trapped boson. Second, the two
particles may exchange roles with the injecting particle getting
trapped while the trapped particle getting released. Third, the
initially trapped boson may get excited and both bosons may
become free and move independently. Fourth, the two bosons
can go away together as a molecule. It is a nontrivial task to
find the probability for each of these possibilities. The problem
obviously bears analogy to the well-known problem of electron
scattering off hydrogen atoms [38].
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APPENDIX A: VARIATIONAL PROOF OF Uc1 � V

We argue that if U < V , the ground state is a bound state. To
this end, we just need to prove that the ground-state energy is
below all three continuum bands, since any eigenvalue outside
of the continuum bands should be a bound state according to
our argument in Sec. II.

Consider a direct product variational wave function
f (x1, x2) = φ1(x1)φ2(x2), with φ1 and φ2 normalized to unity.
Its energy E ≡ 〈f |Ĥ |f 〉 is

E = 〈φ1|h|φ1〉 + 〈φ2|h|φ2〉 + U

+∞∑
x=−∞

φ2
1(x)φ2

2(x). (A1)

Here h is the single-particle Hamiltonian, i.e., the sum of the
hopping and the potential part of the full Hamiltonian. Now it
is clear that particle 1 sees an effective potential W1(x) =
−V δx,0 + Uφ2

2(x), which depends on the wave function
of particle 2, while particle 2 sees an effective potential
W2(x) = −V δx,0 + Uφ2

1(x), which in turn depends on the
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wave function of particle 1. Regardless of the concrete forms
of φ1 and φ2, we have always

∑
m W1(m) = ∑

m W2(m) =
U − V . Variationally, we know that if U < V , then both W1

and W2 admit localized ground states. Now choose φ1 as
the ground state of h with eigenvalue −(V 2 + 4)1/2 and then
choose φ2 as the ground state, a localized state, in the effective
potential W2. We have then

E = 〈φ1|h|φ1〉 + 〈φ2|h + W2|φ2〉 < −
√

V 2 + 4 − 2. (A2)

We can decompose the direct product wave function as the
superposition of a symmetric (bosonic) and an antisymmet-
ric (fermionic) function, f (x1, x2) = fs(x1, x2) + fa(x1, x2),
with

fs(x1, x2) = 1
2 (φ1(x1)φ2(x2) + φ2(x1)φ1(x2)), (A3)

fa(x1,x2) = 1
2 (φ1(x1)φ2(x2) − φ2(x1)φ1(x2)). (A4)

Note that fs and fa are not normalized. Actually, 1 = 〈f |f 〉 =
〈fs |fs〉 + 〈fa|fa〉. The even and odd functions do not mix
under the action of Ĥ . Therefore,

〈f |Ĥ |f 〉 = 〈fs |fs〉 〈fs |Ĥ |fs〉
〈fs |fs〉 + 〈fa|fa〉 〈fa|Ĥ |fa〉

〈fa|fa〉 . (A5)

We note that for a fermionic wave function such as fa , the
interaction is noneffective. Therefore, by the Pauli principle,
we have

〈fa|Ĥ |fa〉
〈fa|fa〉 � −

√
V 2 + 4 − 2. (A6)

From Eqs. (A2) and (A6), we have

〈fs |Ĥ |fs〉
〈fs |fs〉 < −

√
V 2 + 4 − 2. (A7)

Therefore, we have constructed a localized bosonic state fs

which is below all three bands. Thus, the ground state is a
localized state if U < V . We have thus obtained a lower bound
for Uc1, i.e., Uc1 � V .

APPENDIX B: LOWER LIMIT OF Uc1 BY
CHANDRASEKHAR TRIAL WAVE FUNCTIONS

We employ the Chandrasekhar trial wave function

f (x1, x2) = e−α1|x1|−α2|x2| + e−α2|x1|−α1|x2|, (B1)

with two variational parameters satisfying 0 � α1 � α2. Note
that the wave function is in the form of fs [see Eq. (A3)] in
Appendix A, but with the orbits φ1 and φ2 specified.

We have for the norm of the wave function

〈f |f 〉 = 2

tanh α1 tanh α2
+ 2

tanh ᾱ tanh ᾱ
, (B2)

with ᾱ = (α1 + α2)/2 and δ = (α2 − α1)/2. We have also

〈f |Ĥ |f 〉 = − 4

sinh α1 tanh α2
− 4

sinh α2 tanh α1

− 8 cosh δ

sinh ᾱ tanh ᾱ
+ 4U

tanh(α1 + α2)

−2V

(
1

tanh α1
+ 1

tanh α2
+ 2

tanh ᾱ

)
. (B3)

The energy of the trial wave function is then E =
〈f |Ĥ |f 〉/〈f |f 〉 = (a + b)/(c + d), with

a = − 2

sinh α1 tanh α2
− 2

sinh α2 tanh α1
− V

tanh α1
,

b = − 4 cosh δ

sinh ᾱ tanh ᾱ
+ 2U

tanh 2ᾱ
− V

(
1

tanh α2
+ 2

tanh ᾱ

)
,

c = 1

tanh α1 tanh α2
, d = 1

tanh ᾱ tanh ᾱ
.

Since c, d > 0, we have E � min(a/c, b/d). However, it is
easy to prove that a/c � Eedge2 by noting that sinh(α1) �
tanh(α1). Therefore, we need b/d � Eedge2 to make E �
Eedge2 possible. Numerical evidence indicates that, in this
variational framework and at the critical point of U =
Uc1, α1 = 0 and α2 = ln{ 1

2 [V + (V 2 + 4)1/2]}. That is,
one boson is delocalized while the other resides in the
single-particle localized mode corresponding to the defect
potential.

The critical value Uc1 is then determined by the condition
b/d = Eedge2 with α1 and α2 taking the values above. It is
straightforward to obtain the limiting behaviors of Uc1:

Uc1 =
{

3
2V, V → 0

V + 1, V → +∞.
(B4)

It is an improvement over the variational approximation in
Appendix A in both limits. However, it is still inferior to the
modified Chandrasekhar variational approximation.
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