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Charge-current generation in atomic systems induced by optical vortices
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We envisage the possibility of producing and tuning electronic orbital currents in atoms by weak, spatially
inhomogeneous laser pulses with optical vortices. As already known, when interacting with such pulses an
electronic system attains a definite amount of angular momentum. Here we explore this effect in the case when
the system size is atomically small, i.e., much smaller than the scale of the inhomogeneity of the light pulses.
We show that, nonetheless, angular momentum is transferred to the atomic system. The amount of the attained
angular momentum depends on the position of the atom inside the field. Our numerical calculations and analytical
analysis show that, indeed, light-induced orbital magnetism emerges in a dilute atomic gas when it is exposed to
resonant or broadband optical vortices. This effect can be assessed, for instance, in a Faraday rotation experiment.
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I. INTRODUCTION

Currently, intensive research is devoted to the generation
and control of magnetism via optical means with the promise
of a wide range of applications, e.g., as detailed in Refs. [1–7].
The underlying microscopic mechanism for the observed ef-
fect of a moderate intensity laser field on the magnetic order, or
on a local scale, on the spin dynamics is still under discussion.
It is conceivable, however, that on the short, electronic time
scale the laser’s electric field would drive the electronic charge.
This excitation is then mediated to the spin degrees of freedom
via some sort of spin-orbital coupling. A direct Zeeman-type
interaction of the magnetic-field component of the laser with
the electrons’ spins seems unlikely at the intensities considered
experimentally so far [1–7].

Therefore, a desirable advance in this area would be the
generation and the control of magnetic pulses that act directly
on the sample magnetic order and trigger a magnetic dynamics
and possibly a switching, similar to that recently realized and
analyzed in Ref. [8]. In fact, this would enable a steering of
the magnetization on a subpicosecond time scale [9]. One of
the advantages of this procedure is the direct Zeeman-type
coupling to the spin-degrees of freedom without the necessity
for the (generally weak) spin-orbital interaction. Hence, the
question arises of how to generate and spatiotemporally control
magnetic fields. In essence this leads to the question of how
to trigger and tune, on a desirable time scale, a charge current
whose associated magnetic field can be utilized to probe the
magnetic dynamics in a nearby sample. A practical option has
been to combine the possibility of the precise temporal and
polarization control of the plane-wave electromagnetic (EM)
field [10] with the versatile possibilities of nanostructuring
electronic confinement potentials. For example, currents can
be generated in a quantum wire due to quantum interferences
in one-photon, two-photon absorption [11] from a harmonic
plane-wave EM pulse. Alternatively, we may drive directly a
net current in the wire via an appropriate time structuring of
the pulse [12]. This current may even be made dependent on
the spin channel.

A further well-studied example is the light-induced genera-
tion of a current loop in a quantum ring [13,14]. The associated
(orbital) magnetic dipole is then localized practically on the
length scale set by the size of the ring (which can be fabricated
to be even a few tens of nanometers [15]). The ultimate limit
of the spatial localization would be to generate the currents
within a single atom [16]; the localization of the atom itself
is, however, another issue. A qualitatively different route is
the spatial and temporal structuring of the light beam, as
done, for example, with a laser beam carrying orbital angular
momentum (OAM) as it occurs in an optical vortex [17–26]
(sometimes this type of beam is also called twisted light). An
example of the intensity profile of an OAM carrying beam
in the plane perpendicular to the propagation direction is
shown schematically in Fig. 1. The cylindrically symmetric
intensity has a donut shape with a size set by the beam
waist w0. Over the past decade it has been established that
OAM carrying beams are very instrumental for trapping and
optical tweezers applications [17–25]. Charge currents may
also be induced by these beams [27–30], and in the presence
of spin-orbital coupling the spin degrees of freedom may also
be accessed [30].

As is evident from Fig. 1, however, the extent of the
generated magnetic field due to the orbital current is set by
the laser spot, which is diffraction limited. One may consider
the beam’s self-focusing in nonlinear media [31]; however,
the range in which the laser spot size can be tuned turned out
to be limited. Hence, we are currently considering generating
currents in nanosize systems, such as free or surface-deposited
clusters, and here we report the analysis for simple atoms that
should provide guidance for further studies on more involved
targets. The interaction of an OAM carrying beam with atoms
has been explored theoretically [32,33] with the prediction
that, in principle, such a beam may result in a light-induced
torque that can be exploited to control the atom’s rotational
motion. Furthermore, nondipolar electronic transitions may
occur [32]. The effect of the OAM carrying beam on the atoms
has also been discussed by Jáuregui [34] and van Enk [35],
who discussed the internal and center-of-mass motion of the
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FIG. 1. (Color online) A schematic of the used notation. The
vector r denotes the position of the electron with respect to the center
of mass of the atom, while r′′ is the position of this electron with
respect to the optical axis of the OAM carrying beam that propagates
along the z axis. r′ = r′′ − r is the distance between the center of mass
of the atom and the optical axis. The shaded circular area indicates
schematically the region of high intensity.

atoms. Usually, the atomic orbitals and beam waist differ by
orders of magnitudes, however. Thus, a practical realization
is hindered by the fact that a huge laser intensity would be
required to observe any influence of the beam on the atom
when it resides on the optical axis, as can be anticipated from
Fig. 1.

Moving the atom away from the optical axis, the symmetries
of the atom and of the beam do not coincide, and one
has to consider carefully the interplay of excitations due to
the beam’s radial and angular profiles. Experimentally, one
may prepare the laser beam to intercept an atomic beam or
to traverse a gas cell with the atoms distributed evenly on
the beam spot. Geometrically, the atoms around the optical
axis have a minor contribution to the attained properties
of the gas cell. Hence, it is essential to analyze electronic
excitations in atoms located off the optical axis. This is also
important in view of generating localized orbital currents, e.g.,
in atoms physisorbed on a scanning tip, in which case the
atoms would most probably not be positioned on the optical
axis.

To keep the analysis as transparent as possible we consider
in the next section an optical vortex with a low topological
charge and zero radial nodes acting on a hydrogenic target.
With the aim to induce nondestructively orbital current we
focus on the case of single-photon transitions; i.e., the
intensity-frequency ratio is small, and hence light-matter
interaction can be treated perturbatively. In the following
sections we present the analysis and the numerical illustrations
for the dependence of electronic excitations on the atom’s
spatial position within the beam, with a special focus on
current-carrying excited states. We find that, in addition
to the beam’s angular structure, the radial profile of the
laser beam plays, in general, an important role. In general,
we confirm the possibility of generating orbital currents in
atoms with a low-intensity linearly polarized optical vortex
despite the small extent of the atom with respect to the
beam radial size and even if the atom is not on the optical
axis.

II. THEORY

We consider a one-electron ion or atom interacting with
an optical vortex, i.e., an inhomogeneous electromagnetic
field that carries a topological charge. When interacting with
such a beam, the system attains a definite amount of an
orbital angular momentum (beyond that stemming for the light
polarization, i.e., the photon spin). The vector potential A of
a monochromatic light, e.g., as employed in this work has, in
cylindrical coordinates, the form (the light propagates along
the z direction)

A(r ′′,θ ′′,t) = êA0F
p
ma

(r ′′)e−iωt−δ|t |eiqzz + c.c. (1)

Here ê = (cos γ, i sin γ, 0) is the polarization vector with
degree of ellipticity γ . A0 is the amplitude of the vector poten-
tial. Throughout this work we use moderate intensities and high
frequency ω such that the time-dependent perturbation theory
with respect to the external field is applicable. The duration of
the light pulse is quantified by the positive real parameter
δ. qz is the wave vector along the z axis. For the photon
energies we are considering and for the size confinement of
the electron with which the photons are interacting the usual
dipole approximation with respect to the z direction is well
justified and will be implicitly employed in the calculations
below. The spatial structure of the beam in the x-y plane is
described by the function F

p
ma

:

Fp
ma

(r ′′) = L|ma |
p

(
2r ′′2

w2
0

)
e
− r′′2

w2
0

(√
2r ′′

w0

)|ma |
eimaθ

′′
, (2)

where ma ∈ Z is the topological charge of the optical vortex
and L

|ma |
p is the associated Laguerre polynomial. Hence, ma is

related to the field angular structure, and p is the number of
radial nodes of the intensity. w0 is the waist of the beam.

Our aim is to study the interaction of one electron bound to a
nuclear charge Z with A. Neglecting terms of the order me/M ,
where me (M) is the electron (ion) mass; in the center-of-mass
system of the atom the electronic wave function reads [we will
use, in general, atomic units (a.u.) and refer in some places to
other units conventionally used in experiments]

ψn�m(r,θ,φ) = Rn�(r)Y�m(θ,φ)

=
√(

2Z

na0

)3 (n − � − 1)!

2n(n + �)!

(
2Zr

na0

)�

e
− Zr

na0

×L2�+1
n−�−1

(
2Zr

na0

)√(
2� + 1

4π

)
(� − m)!

(� + m)!

×P m
� (cos θ )eimφ. (3)

We use standard notation; that is, n, �, and m are the
principle, the orbital, and the magnetic quantum numbers,
respectively, Rn� is the radial function, Y�m(θ,φ) is spherical
harmonics, and a0 is the Bohr radius.

We are particularly interested in the following scenario:
The waist of the beam w0 is typically in the (sub)micron scale,
whereas the extent of the atomic wave functions is typically
orders of magnitudes smaller. This means that atoms residing
at the center of the beam (i.e., for r′ = 0 in Fig. 1) or located
well beyond w0 (as seen from the center of the beam) are barely
influenced by the light field. On the other hand, if the atom
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happens to be at the intensity maximum of the field, it would
feel only the local structure of the light field, which for this
matter resembles a Gaussian beam. Hence, one may conclude
that either the atom is not affected by the external field or
the angular momentum transfer to the atom is associated with
the spin of the photon and/or the spatial gradient of the local
intensity profile. On the other hand, the topological charge ma

is associated with A as a whole, as is evident from Eq. (2),
and is expected to be imprinted onto the electron motion once
the photon is absorbed on a sub-Angstrom length scale, even
though the spatial length scale of A (set by the wavelength)
is orders of magnitude larger. It is our aim to quantify these
issues analytically and with numerical simulations.

Starting from the classical Lagrangian within the mini-
mal coupling, performing the Legendre transformation, and
quantizing the matter field, we end up with the standard
configuration-space form for the Hamiltonian [SI units are
used, V (r) is the spherically symmetric Coulomb potential,
and p̂ is the electron momentum operator]

Ĥ = 1
2 [p̂ − A(r ′′,θ ′′,t)]2 + V (r) + 
(r′′,t). (4)

We note that A has both transversal and longitudinal
components. The latter is of the order of qz and can hence
be neglected for the frequencies used in this work. We select
a gauge in which the scalar potential 
 = 0 and ∇r′′ · A = 0
[this condition can be verified explicitly for Eq. (2)]. Hence, we
can write Eq. (4) as Ĥ = Ĥ0 + Ĥ1t , where Ĥ0 = p̂2/2 + V (r)
and Ĥ1t = −[p̂ · A(r ′′,θ ′′,t) + A(r ′′,θ ′′,t) · p̂]/2. The A2 term
has been neglected. Note that, due to the inhomogeneity
of the vector potential, it is not obvious how to apply the
Göppert-Mayer transformation that maps this velocity form
of the electron-photon coupling to the length form. Below we
show, however, how a structure of the matrix elements akin to
the length form can still be retrieved.

To proceed further we expand the time-dependent wave
function � in terms of the normalized eigenfunction
ψk(r) of Ĥ0 with the eigenenergies En, i.e., �(r,t) =∑

k Ck(t)e−iωktψk(r), where k is a collective quantum number
referring to {n�m} and Ck(t) are the expansion coefficients.
From the Schrödinger equation it follows that

iĊk = −
∑
k′

Ck′ei(ωk−ωk′ )t e−iωt−δ|t |〈k|H1|k′〉 + c.c., (5)

where H1t = H1e
−iωt−δ|t |. To a linear order in the field, i.e.,

considering single-photon processes, one finds in a standard
way that

Ck ≈ i〈k|H1|k0〉
∫ tf

−∞
ei(ωk−ωk0 −ω)t−δ|t |dt + c.c., (6)

where k0 characterizes the state long before the field is
switched on. We further write

Ck = iGk,k0〈k|H1|k0〉, (7)

with

Gk,k0 =−i
eitf (ωk−ωk0 −ω+iδ)

ωk − ωk0 − ω + iδ
+ 2δ

(ωk − ωk0 − ω)2 + δ2
. (8)

For a long tf > 1/δ this factor is the Fourier transform of
the envelope function if 1/δ is on the scale of the involved
atomic transition times (which might well be the case when

large-n states with small level spacings are participating). For
a smooth temporal envelope on this time scale we obtain a
δ function stating the energy conservation and leading to the
standard Fermi’s golden rule.

Of a particular interest for us is the photoinduced current
that derives from the photoinduced current density (hereafter,
unless explicitly stated, we use the abbreviation ∇r ≡ ∇):

j(r) = i

2
[�(r,tf )∇�∗(r,tf ) − �∗(r,tf )∇�(r,tf )], (9)

which reads explicitly

j(r) = i

2

∑
k

∑
k′

Gk,k0G
∗
k′,k0

〈k|H1|k0〉〈k′|H1|k0〉∗

× e−i(ωk−ωk′ )t (jr r̂ + jθ θ̂ + jφφ̂), (10)

where jr , jθ , and jφ govern the current densities in the radial,
the orbital, and the azimuthal directions, respectively, and have
the explicit forms

jr = N�,mN�′,m′P m
� (cos θ )P m′

�′ (cos θ )eimφeim′φ

×
[
Rn,�(r)

∂Rn′,�′ (r)

∂r
− Rn′,�′(r)

∂Rn,�(r)

∂r

]
jθ = N�,mN�′,m′Rn,�(r)Rn′,�′(r)eimφeim′φ

×
[
P m

� (cos θ )
∂P m′

�′ (cos θ )

r∂θ
−P m′

�′ (cos θ )
∂P m

� (cos θ )

r∂θ

]
.

(11)

The azimuthal current density is

jφ = − i(m + m′)ei(m−m′)φ

r sin θ
N�,mN�′,m′Rn,�(r)Rn′,�′(r)

×P m
� (cos θ )P m′

�′ (cos θ ), (12)

with the factor N�,m =
√

2�+1
4π

(�−m)!
(�+m)! . The current in azimuthal

direction, given by

jφ(r) = −
∑
n,�,m

m
∣∣Gn�m,n0�0m0 Mn�m,n0�0m0

∣∣2

×
( |ψn,�,m(r,θ,φ)|2

r sin θ

)
φ̂, (13)

is the key factor for the orbital current, where Mn�m,n0�0m0 =
〈n�m|H1|n0�0m0〉. The induced current that we obtain by
integrating Eq. (13) over (r),

Iφ = −
∑
n,�,m

m
∣∣Gn�m,n0�0m0 Mn�m,n0�0m0

∣∣2

×
∫ ∞

0

∫ π

0

|ψn,l,m(r,θ,φ)|2
sin θ

dθ drφ̂, (14)

exposes the intimate relationship of the magnetic quantum
number m and the probability to reach it as expressed by
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FIG. 2. The current density in a.u. as a function of y = r sin θ

and z = r cos θ for different topological charges, for ω = 0.375 a.u.,
and for x = 0. Other parameters are δ = 0.03 a.u., the beam
waist is 1.0 × 103 a.u., and the amplitude of the electric field is
A0ω = 0.03 a.u.

(a) First five initial states for ma = 0

(b) Last five initial states for ma = 0

FIG. 3. (Color online) The induced current as a function of the
off-center shift parameter and of the frequency for a hydrogen atom.
The light is circularly polarized with ma = 0. We choose δ = 0.03 a.u.
and tf → ∞. The panels in (a) and (b) are obtained for different
initial electronic states, as indicated upon each panel with the brackets
|k0〉 = |n0�0m0〉. The dominant contributions to the current stem from
the transitions to the levels |(n0 + 1)�m〉 · · · |(n0 + 5)�m〉.

the associated transition matrix elements. For short pulses the
spectral width of the pulse (encapsulated in G) may cover
several of these transitions.

Let us inspect now the structure of the transition matrix
elements

Mk,k0 = 〈k|(∇ · A + A · ∇ + A · ∇)|k0〉/2; (15)

we note that because ∇ · A = 0, it follows that (A · p̂)ψ =
p̂ · Aψ (where ψ is an arbitrary wave function) and hence
A commutes also with the atomic Hamiltonian Ĥ0. Since
p̂ = −i[r̂,Ĥ0], we infer the length-type form of the matrix
elements (15),

Mn�m,n0�0m0 = 〈n�m|Ĥ0|n�m〉〈n�m|A · r|n0�0m0〉
− 〈n�m|A · r|n0�0m0〉〈n0�0m0|Ĥ0|n0�0m0〉
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(a) First five initial states for ma = 1

(b) Last five initial states for ma = 1

FIG. 4. (Color online) The induced current as a function of the
off-center shift parameter and of the frequency for a hydrogen atom.
The light is circularly polarized with ma = 1 and δ = 0.03 a.u. and
tf → ∞. The panels in (a) and (b) are obtained for different initial
electronic states, as indicated upon each panel with the brackets |k0〉 =
|n0�0m0〉. The dominant contributions to the current stem from the
transitions to the levels |(n0 + 1)�m〉 · · · |(n0 + 5)�m〉.

= −i
(
En�m − En0�0m0

)〈n�m|A · r|n0�0m0〉
= −i

(
En�m − En0�0m0

)
A0〈n�m|Fp

ma
(r ′′)eimaθ

′′

× ê · r|n0�0m0〉
= −i

(
En�m − En0�0m0

)
A0〈n�m|Fp

ma
(r ′′)eimaθ

′′

× r sin θ (cos γ cos φ + i sin γ sin φ)|n0�0m0〉.
(16)

Here we skip further standard technicalities. For de-
tails on the time-dependent perturbation theory we refer to
Refs. [36,37]. Aspects of the photoinduced current using
different formalisms can be found in the studies of Hebborn
and March [38], Wood and Ashcroft [39] and Keller and
Wang [40,41].

(a) First five initial states for ma = 2

(b) Last five initial states for ma = 2

FIG. 5. (Color online) The induced current as a function of the
off-center shift parameter and of the frequency for a hydrogen atom.
The light is circularly polarized with ma = 2. We choose δ = 0.03 a.u.
and tf → ∞. The panels in (a) and (b) are obtained for different
initial electronic states, as indicated upon each panel with the brackets
|k0〉 = |n0�0m0〉. The dominant contributions to the current stem from
the transitions to the levels |(n0 + 1)�m〉 · · · |(n0 + 5)�m〉.

III. ATOMS IN THE CENTER
OF AN OAM CARRYING BEAM

Photoinduced currents in atomic systems using spatially
homogeneous laser pulses have been considered by Barth
et al. [16]. Currents in atoms with laser pulses carrying angular
momentum were considered in Ref. [32]. However, if the
atoms reside at the center of the optical beam axis (where the
light intensity is extremely small), a sizable atomic excitation
occurs only at extremely large laser intensities (the theory
was still performed nonrelativistically, however). Here, we
consider therefore an ensemble of atoms distributed evenly
over the laser spot. The atoms residing at the optical axis
(i.e., for r′ = 0 in Fig. 1) are exposed to a very low light
intensity, compared to the peak-field intensity. In addition,
geometrically, these atoms have, however, a small relative
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proportion compared to the whole atomic ensemble. Thus,
it is of interest to trace the type of atomic excitations as we
move the atom off the optical axis.

For clarity we briefly discuss the case of r′ = 0, choosing
p = 0 for the radial node. Other choices do not create
qualitatively new problems.

For a circularly polarized light γ = π/4 with a frequency
resonant with the E100 
−→ E2�m transition one finds for the
matrix element from Eq. (16) that if ma = 0, then as expected
(note that the spatial envelop is included here, however),
M200,100 = M210,100 = M100,100 = 0, and

M21±1,100 = ±i
A0√

2
(E21±1 − E100)

256

243
, (17)

where ± stand for right and left circularly polarized light,
respectively (right and left are defined in the sense that
the electric-field vector of the light rotates clockwise and
anticlockwise when viewed along the beam propagation). The
induced current density follows from Eqs. (12) and (13) as

jφ(r,θ ) = ∓A2
0

2
(E21±1 − E100)2

(
256

243

)2

×G100,21±1G
∗
100,21±1

(
r2e−r sin2 θ

64πr sin θ

)
φ̂, (18)

and the induced current is thus

Iφ =− A2
0

16π

(E21±1 − E100)2

2

(
256

243

)2

[G100,21±1G
∗
100,21±1]φ̂,

(19)

where G100,21±1 includes the pulse temporal parameters tf and
1/δ and the carrier frequency ω.

For an estimate of the current, let us take a pulse duration
τ = 1/δ = 372 a.u. ≈ 9 fs, a carrier frequency of ω =
0.375 a.u., and an electric-field amplitude A0ω = 0.03 a.u.
We find then that the peak value of the induced current is
20.5 μA (recall, 1 a.u. of the current corresponds to ≈6.6 mA).

Figure 2 shows the current density in the x-y plane for
tf → ∞, ω = 0.375 a.u., δ = 0.03 a.u. and for different values
of ma . The current density diminishes with increasing ma

because in this case the light intensity is pushed off the center
of the optical axis where the atom is residing.

IV. ATOMS IN OFF-CENTER OAM CARRYING BEAMS

We consider now the atom irradiated by a focused Laguerre-
Gaussian light beam. The atom may be located at an arbitrary
position with respect to the optical axis. Due to symmetry
it suffices to consider the variation in the atomic excitations
while shifting the center of mass of the atom along the x axis,
i.e., by varying r ′, as depicted in Fig. 1.

A. An analytical treatment for ma = 0
and nondipolar contributions

The shift of the LG beam gives rise to a new kind of
transition in the case of linearly and circularly polarized laser
beams. Note that there is an additional effect when we scan the
atom through the spatial profile of the laser beam. Irrespective
of the value of ma , the pulse spatial profile may give rise to
nondipolar transitions, especially for extended initial states.
For a given initial state the largest effect is found at the point
of steepest descent of the spatial profile. For instance, let us
consider the case ma = p = 0; the spatial structure of the LG
beam reduces to a Gaussian one,

F 0
0 (r ′′)e−i0θ ′′ = e

− r′′2
w2

0 , (20)

where r ′′2 = r2 + r ′2 + 2rr ′ cos φ. Then, if any, the strongest
nondipolar transitions at low frequency are achieved when
the atom resides in the region of steepest profile change
around r ′ = w0/

√
2. The change in the dipolar selection rules

(�m = 0 and �� = ±1 for linear polarization and �m = ±1
and �� = ±�m for circular polarization) due to the Gaussian
spatial profile, Eq. (20), follows from an inspection of the
matrix elements as r ′ increases. We find then that

M = e
− r′2

w2
0

⎧⎨
⎩

∞∑
j=0

Lj

(
r

w2
0

)j j∑
k=−j

Mkβ δm,m0±1+k

∞∑
χ=0

Nχ [1 − δk,0(1 − δχ,1)]ρ δ�,�0+χ

⎫⎬
⎭ for γ = 0,

M = e
− r′2

w2
0

⎧⎨
⎩

∞∑
j=0

Lj

(
r

w2
0

)j j∑
k=−j

Mkβ δm,m0+1+k

∞∑
χ=0

Nχ [1 − δk,0(1 − δχ,1)]ρ δ�,�0+χ

⎫⎬
⎭ for γ = +45◦, (21)

M = e
− r′2

w2
0

⎧⎨
⎩

∞∑
j=0

Lj

(
r

w2
0

)j j∑
k=−j

Mkβ δm,m0−1+k

∞∑
χ=0

Nχ [1 − δk,0(1 − δχ,1)]ρ δ�,�0+χ

⎫⎬
⎭ for γ = −45◦.

Here Lj , Mk , and Nχ are the results of the radial, az-

imuthal, and orbital integrations, respectively. β = (−1)k+ε+1+1
2 ,

ρ = (−1)k+χ+1+1
2 , and ε = 2

(−1)j +1
2 − 1. Obviously, nondipolar

contributions develop as soon as the center of mass of the
atom is shifted away from the optical axis, in which case the
dipolar contribution decreases.

We also investigated the dependence of the magnitude of
the transition matrix elements involving states |15 00〉 and
|16 �m〉 as a function of the shift parameter r ′ (in units of
w0). As explained above, the largest nondipolar contributions
are expected to occur around the region of steepest decent of
the spatial profile, which corresponds to r ′ = w0/

√
2. This

amounts to r ′/w0 ≈ 0.7, which is nicely confirmed by the full
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numerical calculations. Such an effect of the spatial profile
variation has indeed been verified experimentally by Wells
et al. [42].

B. Photoinduced charge current in off-center atoms
due to a Laguerre-Gaussian laser beam

We inspect the induced current as a function of the off-
center shift r ′, the topological charge, and the frequency of
the laser beam. The parameters used for the calculation are
w0 = 103 a.u., A0 = 0.03 a.u., ma = 0,1, or 2, p = 0, and
δ = 0.03 a.u. The induced current is calculated according to
Eq. (14).

The general expectation is that a linearly polarized light
with ma = 0 does not generate a net current. If the temporal
profile is very short (in the sense detailed above), a nonequi-
librium charge polarization (involving states with frequencies
within the bandwidth of the pulse) is created in much the same
way as the pulse-driven phase-coherent semiconductor-based
quantum rings that we studied in full detail in Ref. [43].
Also from these studies we expect to induce a current by
two time-delayed, phase-shifted linearly polarized pulses with
orthogonal polarizations (cf. Ref. [13] and references therein).
The generation of the current due to the nonhomogeneous
spatial profile of a linear polarized pulse with ma = 0 is, in
principle, possible, e.g., by introducing directional angular

modulations in the profile; in our case, however, such a current
should be negligible.

For a finite ma we expect, in general, the generation of
a current since particles attain a definite amount of angular
momentum related to ma when interacting with such a pulse.
As mentioned in the Introduction, this seems physically
obvious for systems with an extent comparable to or larger
than the pulse spot (in the latter case one expects to steer
a local current in the system). For atomic systems with an
average size well below w0, the situation is not clear.

Figures 3–5 show the induced current as a function of the
frequency and the off-center shift r ′ for different topological
charges and different initial states. For the initial state
|n0�0m0〉 = |100〉, the topological charge ma = 0, as can be
seen from the first panel in Fig. 3(a), and the maximum value of
the induced current is observed for r ′ = 0 and ω = 0.375 a.u.,
which is the difference between the first and the second energy
states, meaning that the largest contribution to the current is
provided by dipole transitions to the next-nearest energy level.
The maximal current is approximately 40 μA.

In Fig. 3(a), when the initial state of the electron is chosen
to be |n0�0m0〉 = |200〉, as in the second panel, the maximal
current becomes 2.5 μA at ω = 0.07 a.u. Pumping first to
an excited initial state away from the ground state, the level
spacing of the participating states decreases, and therefore we
observe a shift of the peak current in Fig. 3 to lower frequencies

(a) (b)

(c) (d)

                              
 
  

 
 

FIG. 6. (Color online) In the case of a circularly polarized laser beam, the contributions of the different transitions to the induced current
as a function of the shifting parameter for (a) ma = 0, (b) ma = 1, and (c) ma = 2. The subscript f indicates the final state. n0 = 1 states are
given by dashed lines, and n0 > 1 states are shown by solid lines for �f = 1; mf = −1. The symbols indicate the nondipolar transitions.
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(a) First five initial states for ma = 1

(b) Last five initial states for ma = 1

FIG. 7. (Color online) The induced current in a hydrogen atom
as a function of the off-center shift parameter and the frequency
of a linearly polarized light for ma = 1. No sizable current can be
generated if ma = 0. The beam duration is quantified by δ = 0.03 a.u.
and tf → ∞. (a) and (b) show the dependence on the initial states,
as indicated on each panel with the brackets |k0〉 = |n0�0m0〉. The
magnitude of the current as depicted on the panels is measured in
units of nA.

of the light. The relative weight of the current carrying states
is lower, and hence the current becomes weaker.

For ma = 1 and ma = 2 we expect the maximal current
to emerge around the value r ′ = w0/

√
2, as explained above,

which is confirmed by the full numerical calculations. We no-
tice here that a pulse with ma = 0 generates more current than
a pulse with ma = 1 or ma = 2, which seems counterintuitive.
The explanation is, however, quite simple: The magnitude
of vector potential (1) with ma = 1 or ma = 2 at the peak
induced current (r ′ ≈ w0/

√
2) in Fig. 6(b) is smaller than the

magnitude of vector potential (1) with ma = 0 at r ′ = 0.
A comprehensive analysis is offered by the population

probabilities |Ck|2 of states |k〉, as shown by Fig. 6. The
coefficient Ck is calculated according to Eq. (7). As an example
we choose ω = 0.375 a.u. and δ = 0.03 a.u. As can be seen

(a) The principle quantum number of the initial state is
varied from 1 through 5. For we choose ma = 2.

(b) The principle quantum number of the initial state is
varied from 6 through 10 while ma = 2.

FIG. 8. (Color online) The induced current in a hydrogen atom
as a function of the off-center shift parameter and the frequency of a
linearly polarized light for ma = 2. The beam duration is quantified
by δ = 0.03 a.u. and tf → ∞. (a) and (b) show the dependence on
the initial states, which are indicated on each panel with the brackets
|k0〉 = |n0�0m0〉. The magnitude of the current as indicated on the
panels is measured in units of nA.

from Fig. 6(a), the most important contributions stem from
the dipole transition for which �� = 1 and mf − mi = −1
apply. For ma = 0 the contributions are maximal when the
atom is in the center of the beam (where the intensity is
maximal) and decrease with increasing r ′. Moving the atom
across the beam profile, nondipolar contributions emerge and
exhibit peak values around the position of steepest decent of
the spatial profile of the beam (i.e., r ′/w0 ≈ 0.7), as explained
above. These transitions are governed by �� = 2; �m = −2
and �� = 0; �m = 0 for nf = 10. As noted above, the spatial
profile of the beam cannot induce angular currents.

The nondipolar transitions can be more effective in the
case of ma = 1 and ma = 2. As can be seen from Figs. 6(b)
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and 6(c), the number of new transitions increases if ma > 0.
Furthermore, for r ′ = 0 the magnitude of the nondipolar tran-
sitions is substantial and overwhelms the dipolar transitions in
this case. Inspecting the induced current for ni > 8 and ma > 0
in Figs. 4 and 5, one observes an increase in the induced current
when the off-center shift parameter is around zero. As can be
seen from Fig. 1, the effect of ma diminishes if w0 � 〈r〉.

A linearly polarized Laguerre-Gaussian beam can induce a
charge current if ma > 0. Indeed, we confirmed numerically
that the current diminishes if ma = 0 (irrespective of r ′). We
employ the same parameters that we used in the calculations
for the circular polarization case. As inferred from Figs. 7 and
8, an induced charge current emerges even for the case of a
tightly confined orbitals, i.e., low principle quantum number.
The magnitude of the current is in the nA range. Also note
that the induced current changes sign and hence the direction
when scanning r ′ for some initial states. The magnitudes of
the positive and negative currents are, however, quite different.
Hence, in an ensemble of atoms the resultant current should
be observable.

V. CONCLUSIONS

We studied theoretically the effect of the structure of the
spatial profile of a laser beam on the electronic transitions

in a hydrogenic atom with a special focus on the possibility
of inducing a charge current. Throughout the calculations,
first-order time-dependent perturbation theory has been used.
Analytical results have been obtained for a Gaussian profile
showing that no current can be generated if the pulse is linearly
polarized, even though nondipolar transitions may well be
induced. For a light carrying angular momentum we find a
finite current at moderate intensities and for both linear and
circular polarizations. The magnitude of the current depends
on the spatial position of the atom in the beam. Quantifying
this dependence analytically and with numerical calculations,
we conclude that for an ensemble of atoms distributed over
the spot of the laser beam a finite charge current should
be generated in the perturbative regime of the light-matter
interaction. This offers a convenient tool for a light-induced
orbital magnetism that can be tested, e.g., by measuring the
Faraday rotation angle of the polarization plane of a traversing
plane wave of light.
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