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Localized electron dynamics in attosecond-pulse-excited molecular systems: Probing the
time-dependent electron density by sudden photoionization
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Ultrafast UV excitation can prepare a nonstationary coherent superposition of molecular electronic states.
The purely electronic dynamics before the onset of nuclear motion can be probed by a sudden XUV
ionization of the electronic wave packet. Dynamical computations at the many-electron level on the LiH and
1-azabicyclo[3.3.3]undecane (C10H19N) molecules show that molecular frame photoelectron angular distributions
reflect the spatial localization and undulations of the electronic coherent superposition accessed by the initial
ultrafast UV excitation. The sudden ionization is sensitive to interference effects.
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I. INTRODUCTION

Few-cycle photon pulses of a duration of a femtosecond and
less enable exciting and probing electron dynamics in atoms
and molecules in real time [1–7]. We are primarily interested in
understanding the post-Born–Oppenheimer regime that spans
the time scale of the purely electronic dynamics before the
onset of the nuclear motion [8]. Characterizing that regime
requires an ultrashort pulse also at the probe step. Such exper-
iments have been recently reported for atoms [9] but remain an
experimental challenge for molecular systems. Experimental
setups are still limited to using one attosecond pulse only,
either for the pump or for the probe step, the second pulse
being a strong IR pulse with a typical duration of 10 fs or more
during which the nuclei start to move. Typically, dissociation
is then used to probe the electron-nuclei dynamics [7,10–13].
Often, an attosecond train pulse (ATP) is used [14–17], which
can make the interpretation of the experimental results more
complex.

To probe the localization and oscillation of the coherent
electronic wave packet produced by an ultrashort excitation
we use the molecular frame photoelectron angular distributions
(MFPADs) [18,19]. The computation of photoionization rates
and MFPADs for sudden ionization with an ultrashort strong
XUV pulse follows the pump-probe scheme shown in Fig. 1.
In order to probe the electronic dynamics as induced by the
pump pulse it is desirable that the ionization process is as
instantaneous as possible. Otherwise the probe pulse itself can
perturb the electronic motion and it renders a blurred snapshot
of the evolving state that is induced by the pump. The pump is
an UV ultrashort pulse that prepares a coherent superposition
of electronic states of the neutral molecule. This coherent
superposition is then probed by a sudden XUV ionization.
We show that the angular patterns of the computed MFPAD
reflect the composition of the coherent electronic wave packet
at the time of ionization and are sensitive to interference
effects and their changes with time as the wave packet
evolves.

*Corresponding author: fremacle@ulg.ac.be

II. PHOTOIONIZATION CROSS SECTION FOR THE
SUDDEN IONIZATION

We use a scattering theoretic approach [20] and corre-
lated many-electron wave functions for the neutral and the
cation with nuclei frozen at the equilibrium geometry of
the neutral. We consider the four-electron diatomic molecule
LiH and a medium size rigid polyatomic molecule, 1-
azabicyclo[3.3.3]undecane (C10H19N) (ABCU), with a nitro-
gen atom at the top of the cage and a total of 86 electrons;
see Fig. 2. The caged polyatomic molecule ABCU has a richer
potential of sites for localization of the electronic wave packet.
We demonstrate that these too can be probed by sudden XUV
ionization and interpreted using the patterns of the MFPAD.

The electronic structure of the ground state and excited
states of LiH has been computed with the quantum chemistry
suite of programs MOLPRO [21] using a complete active
space–self-consistent field (CAS-SCF) average computation
of 40 electronic states (15�, 10�x, 10�y, and 5�) with an
active space of four electrons and 29 orbitals (13σ , 7�x, 7�y,
and 2δ) and with the 6-311+ + g(2df ,2p) basis set [22].
The excitation spectrum is reported in Fig 2. The 15 lowest
� excited states of the cation have been computed at the
CAS-SCF level with the same active space and basis set and
three active electrons. For both the neutral and the cation,
the Li-H bond length is taken to be 1.63 Å and the computed
ionization potential (IP) for the CAS-SCF average level is
7.67 eV. The equilibrium geometry of ABCU belongs to C3

and has been optimized at the CAS-SCF level with an active
space of eight electrons and 13 molecular orbitals and the
6-31+ + G(d,p) basis set [23]. Its excitation spectrum is
reported in Fig. 2. The same active space and basis were chosen
to compute the electronic structure of the 18 lowest excited
states and the ground state (GS) at the CAS-SCF average level.
The ten lowest excited states of the cation have been computed
at the geometry of the neutral in CAS average with seven active
electrons and eight molecular orbitals and the same basis set.
The computed IP at the CAS-SCF average level is 6.2 eV.

Each molecule has two sets of electronic states with
different symmetry properties that can be excited from the
ground state. Electronic states of A symmetry in ABCU are the
analog of the � states in LiH and the doubly degenerate E ones
the analogs of the LiH � states. There is a significant transition

053429-11050-2947/2012/86(5)/053429(8) ©2012 American Physical Society

http://dx.doi.org/10.1103/PhysRevA.86.053429


B. MIGNOLET, R. D. LEVINE, AND F. REMACLE PHYSICAL REVIEW A 86, 053429 (2012)

FIG. 1. (Color online) Scheme of the simulated pump-probe
experiment for LiH. The pump excitation pulse, dotted curve, right
ordinate, is polarized perpendicularly to the LiH bond (x direction;
see Fig. 2) with a Gaussian envelope (centered at t0 = 250 a.u.,
carrier frequency, ωpump = 0.15 a.u., with σ = 60 a.u., field strength,
E0 = 0.004 a.u.). XUV sudden ionization takes place at maximal
intensity of the electric field, as indicated by the red dots, the delay
between the pump and the probe pulse, τ = (t − t0), is equal to
4.51, 5.04, and 5.57 fs. The time-dependent responses of the x

and z components of the dipole are shown in full lines and dashes,
respectively. μz does not oscillate since the pulse is polarized along
x and its decrease reflects the depletion of the GS by the pump pulse.
The oscillation of μx reflects the beatings of the coherent wave packet
between the GS and the x component of the � state.

dipole moment from the ground state to both the singly and
doubly degenerate excited states. Symmetry dictates that these
transition dipoles are oriented along different directions in the
molecular frame. Pure electronic wave-packet dynamics can
be induced by ultrafast pumping to a superposition of excited
states [22–25]. The ABCU molecule is quite rigid and LiH has
a low vibrational frequency of ≈1300 cm−1 which provides a
time window of about 10–15 fs before a significant motion of
the nuclei takes place [22–25]. Moreover, their ground state
exhibits a significant dipole moment along the molecular axis,
μLiH = 2.08 a.u. and μABCU = − 0.44 a.u., which suggests that
they could be oriented by a nonresonant laser field just before
the electronic excitation [23,26,27]. In the case of ABCU,
control of the orientation along the molecular axis is expected
to be easier than controlling the orientation with respect to the
three arms of the cage [23].

Various approaches have been proposed to solve the
electron dynamics [22,23,25,28–35] and some include the
coupling to the nuclei [33,36–40]. Attosecond pulses need
to be intense in order to deliver enough energy so that a
detectable number of ions is produced, which precludes the use
of perturbative methods for computing the electron response
both for the excitation and the ionization steps. To follow the
electron dynamics, we solve the time-dependent Schrödinger
equation for the time-dependent Hamiltonian that includes
the interaction with the strong field in the basis of a large
band of field-free many-electron states: in atomic units (a.u.)
[22,23,41] idc

/
dt = H (t) c with

H (t) = H elec − E · μf (t) cos(ωpumpt + φ). (1)

In Eq. (1), H elec is the field-free electronic Hamilto-
nian at the equilibrium geometry of the ground state. The

FIG. 2. (Color online) Equilibrium geometry and energy level
diagram of the electronic states of LiH (a) and ABCU (b) computed
at the equilibrium geometry of the GS at the CAS-SCF average level.

interaction with the electric field, E, is described in the
dipole approximation, and μ is the transition dipole of the
molecule. ωpump is the excitation frequency, φ the carrier
envelope phase (CEP), and the field envelope is taken to be
Gaussian, f (t) = exp[−(t − t0)2/2σ 2]. The wave packet at
time t is a coherent superposition of many-electron field-free
states of the neutral, |
I 〉, coupled by the transition dipole:
|
 (t)〉 = ∑N

I cI (t) |
I 〉.
The photoionization cross section [Eq. (2) below] is

sensitive to the characteristics of the coherent electronic wave
packet at the time of ionization including interference effects.
This is the central point of this paper: Sudden ionization of
molecules can be used as an effective probe. Within the sudden
approximation, photoionization is assumed to occur at the
maximum of the electric field of the XUV probe pulse. In
this case, the photoionization cross section of the electronic
wave packet, |
 (τ )〉 at time of ionization, τ = t − t0 (see
Fig. 1), can be written in the Fermi Golden Rule approximation
[42–45]:

σK (ε) = 4πωprobe

ε0cE
2
0

ρ(ε)|〈
K,ε|PV Q|
(τ )〉|2

= 4πωprobe

ε0c
ρ(ε)

×
∣∣∣∣∣

N∑
I

cI (τ )〈
K,ε|P
(

−e
E
E0

∑
n

rn

)
Q|
I 〉

∣∣∣∣∣
2

. (2)

In Eq. (2), Q and P are the complementary projectors on
the bound and continuous subspaces. E0 is the maximum
amplitude of the electric field, ωprobe the carrier frequency of
the ionizing pulse, c the speed of light, and ρ (ε) is the density
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of the continuum states at the kinetic energy ε of the ionized
electron in the channel K . V = −eE

∑
n rn is the dipole

coupling between the field-free n electron bound states of the
neutral molecule, |
I 〉, and the states of the continuum,

∣∣
K,ε

〉
,

defined as the antisymmetrized product of the n−1 electron
eigenstates of the cation and a plane wave. This approximation
assumes that a single electron is active and neglects the
Coulomb and exchange interactions between the departing
electron and the remaining n−1 electrons cation. It is justified
for a one-photon XUV sudden ionization which we consider
here. However, electrostatic and exchange interactions play
an important role in multiphoton IR ionization [45–47]. An
estimate of the relative importance of tunnel and multiphoton
ionization with respect to one-photon ionization is given by
the value of the Keldysh parameter, γ [2]. For XUV ionizing
ultrashort pulses, with a carrier wavelength of the order of
10–15 eV, and an electric field strength of the order of 0.03 a.u.,
γ is of the order of 5–15. In that regime where γ � 1,
tunnel ionization can be neglected as well as multiphoton
absorption. Electron-electron interactions also play a role in
autoionization. Autoionization is a slower process induced by
the multipolar interactions between the cation and the leaving
electron which typically occurs in the nanosecond regime
[48,49]. This process is not expected to contribute significantly
in the ultrashort time scale of interest here. We also neglect
indirect autoionization following an Auger process [9,50].

The states of the continuum are orthogonalized to those
of the bound states to ensure that PQ = 0. Q = ∑ |
I 〉〈
I |
and P = ∑

K

∫
dεK |
cat

K ,ε⊥
K〉〈
cat

K ,ε⊥
K | where |
cat

K 〉 is the Kth
n−1 electron field free state of the cation and |ε⊥

K〉 is the wave
function of the electron for channel K. It is approximated as
a plane wave orthogonalized to the molecular orbitals (MOs)
of the neutral: |ε⊥

K〉 = |εK〉 − ∑m
i=1 〈φneut

i |εK〉|φneut
i 〉 [42–44].

The |φneut
i 〉 are the m average CAS-SCF MOs of the neutral

and the plane waves, |εK〉, normalized on a box of dimension
L :|εK〉 = exp(ik · r)/L3/2 with ε = k2/2m. The states of
the continuum subspace P are given as the antisymmetrized
product of the antisymmetrized wave function of the cation
and that of the free electron:

∣∣
cat
K ,ε⊥

K

〉 = 1√
2

1√
n

(
1 −

n−1∑
j=1

P̂jn

)

× [∣∣
cat
K (α)ε⊥

K (β)
〉 − ∣∣
cat

K (β)ε⊥
K (α)

〉]
where P̂jn is the operator that interchanges the coordinate of
electron j of the cation with those of electron n of the plane
wave. Taking into account that the spatial part of the wave func-
tion of the cation and free electron is the same for the spin α and
β and the indistinguishability of electrons, the wave function
can be rewritten as |
cat

K ,ε⊥
K〉 = √

2
√

n|
cat
K (β)ε⊥

K (α)〉. The
working expression of bound continuum matrix elements that
appear in the expression of the photoionization cross section
[Eq. (2)] takes antisymmetrization into account and is given
by〈

cat

K ,ε⊥
K

∣∣V |
I 〉

= −eE
√

2

[〈
φD

IK

∣∣r|εK〉 −
m∑
i

〈
φD

IK

∣∣r∣∣φneut
i

〉〈
φneut

i

∣∣εK

〉]
. (3)

FIG. 3. (Color online) The computed photoionization rates (in
eV) of the GS and lowest excited state of LiH (a) and ABCU (b), as
a function of the kinetic energy, ε, of the ionized electron for a pulse
polarized in the z direction with a maximum amplitude E0 = 0.05 a.u.
The ionization rates of the higher excited states are shown in the
insets. They are comparable for the two molecules but those of ABCU
decrease slower as a function of ε than those of LiH. The variation
with ε close to the IP suggests that threshold effects play an important
role for IR multiphoton ionization.

The Dyson orbitals [42,51,52], φD
IK = √

n∫

cat

K 
Idr1 · · · drn−1, can be expanded in the MOs of
the neutral to get |φD

IK〉 = ∑m
i=1 cD

IK,i |φneut
i 〉. They represent

the density amplitude of an electron ionizing from state I

into channel K . Their densities are shown in Figs. 4 and 5
below. Up to the orthogonalization factor, the photoionization
amplitude of Eq. (3) is the Fourier transform of the dipole
moment of Dyson orbital to momentum space. Two additional
phase shifts may arise: first, when the interaction of the
departing electron with the n−1 electrons that remain bound
is taken into account. The remaining electrons are, however,
localized and there is little time for the departing electron to
collect a substantial phase shift in this way. A second phase
shift arises when it is necessary to go beyond the sudden
photoionization approximation and include the additional
electron dynamics that is induced by the probe process. The
dipole moment of the Dyson orbital is also used in tomography
of orbitals by high harmonic generation [4,53,54].

The photoionization widths, �(ε) = ρ(ε)|〈
cat
K ,ε⊥

K|V |
I 〉|2, vary with the kinetic energy, ε, above the ionization
threshold. Those of the lowest electronic states of the
neutral LiH and ABCU molecules are shown in Fig. 3. The
photoionization lifetimes are reported in Tables I and II for
ε = 1.0 and 6.0 eV above the ionization threshold (IP). As
can be expected from Eq. (3), the more diffuse high � and
� states of LiH and the high A and E states of ABCU have

TABLE I. Lifetimes of the lowest excited states of LiH for
E0 = 0.05 a.u., polarized along z.

Lifetimes in fs

GS 1� 2� 3� 4� 1� 2�

ε = 1.0 eV 57.4 3.2 1.4 0.01 0.06 0.2 0.01
ε = 6.0 eV 123.1 33.1 14.8 0.8 0.3 480 3.9
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TABLE II. Lifetimes of the lowest excited states of ABCU for
E0 = 0.05 a.u. polarized along z.

Lifetimes in fs

GS 1A 1E 2A

ε = 1.0 eV 10.7 0.4 0.8 0.7
ε = 6.0 eV 7.1 1.1 2.0 1.9

larger ionization rates, by two orders of magnitude or more,
than the GS, with lifetimes in the attosecond to femtosecond
range for kinetic energies close to the IP. If these states are
accessed by multiphoton processes during the pump pulse,
they will ionize and the bound state dynamics will be affected.
For this reason, in the results reported below, we use pump
pulse intensities small enough to avoid significant population
of these higher excited states. For the higher electron kinetic
energies typical of XUV ionization (6–8 eV), the lifetimes
of the low excited states vary smoothly with energy and
are of the order of several to dozens of femtoseconds, an
order of magnitude or longer than close to the ionization
threshold.

The angular resolved cross section in the solid angle d�

takes the form

dσK (ε)

d�
= 8πe2ωprobe

ε0c
ρ�(ε)

∣∣∣∣∣
∑

I

cI (τ )

(
E
E0

〈
φD

IK

∣∣r|εK,�〉

−
m∑
i

E
E0

〈
φD

IK

∣∣r∣∣φneut
i

〉〈
φneut

i

∣∣εK,�

〉)∣∣∣∣∣
2

. (4)

As can be seen from Eq. (4), the MFPAD pattern of a
specific excited state, |
I 〉, will be dictated by the spatial
extension of the corresponding Dyson orbital. The Dyson
orbitals and the corresponding MFPAD calculated for an
electron kinetic energy 6.0 eV above the IP are shown in Fig. 4

FIG. 4. (Color online) Dyson orbitals (top) and MFPAD (bottom)
of the lowest excited states of LiH. The photoionization cross sections
(expressed in 1.15ωprobe bohr2, where ωprobe is the frequency of the
XUV pulse) are computed for a kinetic energy, ε = 6.0 eV, and for a
polarization of the XUV pulse along z.

FIG. 5. (Color online) Dyson orbitals (top) and MFPAD (bottom)
of the lowest A and E (doubly degenerate) excited states of ABCU.
The MFPAD (expressed in 1.15ωprobe bohr2, where ωprobe is the
frequency of the XUV pulse) are computed for a kinetic energy,
ε = 6.8 eV, and for a polarization of the XUV pulse along z.

for the GS and the lowest excited states of LiH and in Fig. 5
for ABCU.

III. RESULTS AND DISCUSSION

A. Diatomic molecule: LiH

The excitation of the lowest � state in LiH by a pump
pulse polarized in the x direction is shown in Fig. 1. The
pump pulse is chosen to be weak (E0 = 0.004 a.u.) so that
the excitation is a one-photon transition to the 1�x state with
essentially no population in higher states and no ionization
occurring during the pump pulse. At the end of the pulse, a
superposition of the GS (82%) and of 1�x (18%) is built.
Fig. 6(a) shows isocontours of their stationary electronic
densities as well as of the transition density, ρGS−�x

(r) =
n

∫

∗

GS (r1,r2 · · · rn) 
�x
(r1,r2 · · · rn)dr2 · · · drn that reflects

the change of electronic density in the transition between
the GS and �x state [55]. The electron density, ρ (τ ), that
corresponds to the superposition of states, is shown in Fig 6(b).
It beats along the x direction with a period of 1.06 fs, reflecting
the relatively large energy difference between the GS and the
excited � state. The spatial localization of the beatings reflects
the shape of the transition matrix, ρGS−�x

.
For the simple case when a superposition of two states is

built at the end of the pulse, the photoionization cross section,
Eq. (2), computed at a delay time, τ , between the pump and
the probe XUV pulse (see Fig. 1), takes the form

σ (E) ∝ |cGS|2|〈
+⊥
K,ε|V |
GS〉|2 + |c1�x |2|

〈

+⊥

K,ε

∣∣V ∣∣
1�x

〉∣∣2

+ 2 cos[(EGS − E1�x
)τ ]〈
+⊥

K,ε|V |
GS〉
× 〈
1�x |V |
+⊥

K,ε〉. (5)
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FIG. 6. (Color online) (a) Stationary electronic densities, ρ, of the GS and the 1�x state and transition density between the GS and 1�x

state computed for an isocontour value of 0.0001|e|/Å3. (b) ρ (τ ) computed for the coherent superposition of states built by the pump pulse of
Fig. 1 and pump-probe delays τ of 4.51, 5.04, and 5.57 fs shown as red dots therein. (c) MFPAD, Eq. (4), (in 0.55 bohr2) of the GS and of
the 1�x state and the cross term computed for a XUV pulse (ωprobe = 13.0 eV and ε = 6.0 eV) polarized along z. (d) MFPAD computed for
|
 (τ )〉 in Eq. (4) with τ = 4.51, 5.04, and 5.57 fs and the same XUV pulse.

When the pump pulse is over, the Hamiltonian is
time independent and the system is stationary until sud-
den ionization by the probe pulse. Its energy is given
by E
 = 〈
 (t)| H elec |
 (t)〉 with |
 (t)〉 = cGS (t) |
GS〉 +
c1� (t) |
1�〉. Both stationary states ionize to the GS of
the cation and the kinetic energy of the electron ε is
given by ε = E
 + h̄ωprobe − Ecat

GS. The MFPADs of the
GS and of the � state are shown separately in Fig. 6(c)
as well as the interference term, which corresponds to
〈
+⊥

K,ε|V |
GS〉〈
1�x |V |
+⊥
K,ε〉 in the second line of Eq. (5).

They are computed for a sudden ionization by an XUV
(ωprobe = 13.0 eV) pulse polarized in the z direction, which
leads to a kinetic energy, ε, of 6.0 eV for the leaving electron.
For this value of ε, the total photoionization widths, �, are
comparable (see Fig. 3 and Table I), and of the order of
0.004 eV. One can see from Fig. 6(c) that the interference
term in Eq. (5) removes ionization amplitude from the positive
and negative x direction alternatively. The MFPAD [Eq. (4)]
computed at different delay times τ are modulated by the
interference term and are seen to reflect the oscillations of the
electron density along the x direction; see Fig. 6(d). Figure 7
shows the integrated yield of ionization along the positive and
negative x directions.

To induce a rotational motion of the electronic density
in the (x,y) plane instead of a simple beating, one needs
to pump the molecule with circularly polarized light with a
phase difference of π/2 between the x and y components. The
resulting MFPADs are shown in Fig. 8.

B. Polyatomic molecule: ABCU

Next we discuss electronic dynamics and its probing in
the cage, C10H19N (ABCU), molecule. The pump pulse
is optimized to build a coherent electronic state that is a
superposition of the GS (68%) and of two low excited states,
the second A (2A) (18%) and one of the components of
the first E (1E) state (10%). The densities of these three
states are shown in Fig. 9(a). The GS and the 2A states have
permanent dipole moments of opposite direction along z, while

that of the 1E state is oriented at −45◦ in the (x,y) plane.
Consequently, the fast beatings of the electronic density, ρ (t),
are a superposition of the beating between the GS and the 2A

state, that takes place along the z direction and that between
the GS and the 1E state which occurs at 45◦ in the (x,y) plane.
The period is of the order of 1 fs, since it is governed by the
energy difference between the GS and the low excited states.
It is comparable to that shown in Fig. 6 for LiH. Spatially,
because it involves the GS, the motion of the electron density
is localized close to the carbon cage, as can be seen from
the isocontours of the transition matrices ρGS−2A, ρGS−1E , and
ρ2A−1E shown in the bottom row of panel (a) of Fig. 9.

On the other hand, there is a much slower beating period of
ρ (t) equal to 11.28 fs, that is governed by the energy difference
between the two excited states, �EA−E = 0.36 eV. The two

FIG. 7. (Color online) Fractional ionization yield, y+X =
Y+X

Y+X+Y−X
, computed for the +x (dotted green line) and the −x (red

solid line) directions by integration of the differential cross section
shown in Fig. 6(d)) on the solid angle shown in the inset.
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FIG. 8. (Color online) x-y view of the photoionization cross
section computed for a pump-probe delay, τ , of 4.51, 4.77, 5.04,
5.30, and 5.57 fs (in 0.55 bohr2). The pump pulse is polarized in
the x-y plane in order to access the 1�x and 1�y components and
induce a rotation motion in that plane. The pump pulse parameters
are t0 = 250 a.u., σ = 60 a.u., ω = 0.15 a.u. with a carrier envelope
dephasing of 90◦ between the x and y components; E0 along the x

and the y directions is 0.004/
√

2 a.u. The XUV probe pulse (ωprobe =
13.0 eV, ε = 6.0 eV) is polarized along z. The MFPAD patterns
clearly exhibit a rotation in the (x,y) plane, whose period is dictated
by the energy difference between the GS and the � excited state.

beating periods of ρ (t) are reflected in the oscillations of the
mean value of the dipole moment along x and the z directions
shown in Fig. 9(c). The slow beatings of ρ (t) are shown
in Fig 9(d). The interesting point is that spatially, because
the excited states are more diffuse than the ground state, the
electronic motion that corresponds to the slow beating period
induced by the transition matrix, ρ2A−1E [see Fig. 9(a)], occurs
far from the cage.

The slow beatings in the MFPAD shown in Fig. 9(e)
reflect the slower beating of the electronic density due to the
interference between the two excited states. At ε = 6.8 eV,
the 2A and 1E states have comparable ionization lifetimes
(Table II). As can be seen from the MFPAD shown in Fig. 9(b),
the 2A state ionizes preferentially from the top of the cage,
while the 1E state presents maxima at 45% in the (x,y)
plane. The interference term 〈
+⊥

K,ε|V |
2A〉〈
1E |V |
+⊥
K,ε〉 [see

Eq. (5)], changes sign along this direction. At τ = 5.98 fs,
the interference term between the two excited states is
minimum, which corresponds to preferential ionization in the
(+x,−y) quadrant; see Fig. 9(e). When the interference term
is maximum, at τ = 11.38 fs, the maximum of ionization is
obtained in the (−x,+y) quadrant. When the interference term
is close to zero, at τ = 8.5 fs, the maximum of ionization is
along the −45◦ in the (x,y) plane .

IV. CONCLUSION

In conclusion, we showed computationally that the MF-
PADs computed for a sudden XUV ionization are a suitable
probe of the coherent purely electronic motion initiated by
a few-femtosecond UV pump pulse. The MFPADs reflect the
spatial localization of the Dyson orbitals of the electronic states
present in the coherent superposition built at the end of the
pump pulse and therefore reflect the beatings of the electron
density. In particular, the complex motion corresponding to

FIG. 9. (Color online) (a) Electronic densities of the GS, second A, lowest E states and transition density matrices ρGS-1E , ρGS-2A, and
ρ2A-1E between the three electronic states taking part in the coherent superposition of states at the end of the pulse. Computed for an isocontour
value of 0.0002|e|/Å3. (b) x-y view of the MFPAD (in 0.29 bohr2), Eq. (4), of the 2A and 1E states and their interference term computed for
an XUV pulse (ωprobe = 11.7 eV and ε = 6.8 eV) polarized along z. (c) Time-dependent responses of the x and y components of the dipole
moment, μx (t) and μy (t), for an excitation by a short pump UV pulse (t0 = 250 a.u., ωpump = 0.179 a.u., σ = 50 a.u., E0 = 0.03 a.u. with
components Ex = 0.223, Ey = − 0.223, Ez = 0.95). The two components clearly exhibit the two time scales associated with the GS-1E and
GS-2A energy differences (fast beating of ≈1 fs) and the 1E-2A energy difference (slow beating of 11.28 fs). (d) ρ (τ ) computed for coherent
superposition of state built by the pump pulse at a pump-probe delay of 5.98, 8.50, and 11.38 fs. (e) MFPAD computed for |
 (τ )〉 [Eq. (4)] at
τ = 5.98, 8.50, and 11.38 fs.

053429-6



LOCALIZED ELECTRON DYNAMICS IN ATTOSECOND- . . . PHYSICAL REVIEW A 86, 053429 (2012)

a coherent superposition of several states can be analyzed
in the polyatomic molecule ABCU, because of the different
time scales and spatial localizations of the electronic states
involved. Beatings between excited states close in energy are
slower and correspond to an electronic motion of the electronic
density that occurs far from the carbon cage because the excited
electronic states are more diffuse.
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