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Ab initio methods for finite-temperature two-dimensional Bose gases
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The stochastic Gross-Pitaevskii equation and modified Popov theory are shown to provide an excellent ab
initio description of finite-temperature, weakly interacting, two-dimensional Bose gas experiments. In particular,
we demonstrate that the stochastic Gross-Pitaevskii equation generates excellent agreement with the recent
experiment by C.-L. Hung et al. [Nature 470, 236 (2011)], thereby confirming that the observed universality
and scale invariance arise naturally within this formalism. This is achieved in an ab initio manner, in which a
systematic approach for obtaining a suitable value for the momentum cutoff of interacting classical field theories
is proposed by means of the modified Popov theory.
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I. INTRODUCTION

Ultracold atomic gases represent versatile tools with which
to investigate many-body quantum physics [1]. A key tunable
property of these systems is their effective dimensionality;
increasing the trapping potential, used in experiments to
confine and cool atoms, in one or two directions produces gases
that are effectively two-dimensional (2D) or one-dimensional
(1D), respectively. Low-dimensional geometries in turn lead to
richer physics due to the enhanced importance of fluctuations
which restrict the onset of long-range order [2,3].

A number of experiments have been performed recently
in order to examine the thermodynamic properties of weakly
interacting 2D Bose gases [4–13]. Due to the high precision
now routinely attained in such experiments, a particularly
powerful feature is their usefulness in accurately testing
microscopic theories. In this respect, the 2D Bose gas is
interesting, as fluctuations are typically important over a broad
critical region [14,15], meaning that the standard mean-field
approach to weakly interacting Bose gases is not well suited;
this broadness was, however, exploited by Hung et al. [13] to
obtain a clear experimental observation of critical phenomena
in ultracold atoms near the Berezinskii-Kosterlitz-Thouless
(BKT) phase transition [16,17].

At equilibrium, Monte Carlo (MC) calculations have been
successfully applied to the uniform 2D Bose gas [14,18,19],
notably yielding a microscopic prediction for the BKT
transition point [19]. The harmonically trapped case has
been studied using quantum MC [20], various mean-field
theories [21–25], and classical field calculations [26–28].
Classical field methods have the advantage of providing a
time-dependent description of the gas, which makes them
additionally applicable to systems away from equilibrium;
nonetheless, a simple yet accurate mean-field theory is also
highly desirable to avoid the need for more complicated
methods in calculating equilibrium properties. In this work
we perform a quantitative comparison between two such
complementary methods: (i) the modified Popov (MP) theory
of Stoof and co-workers [29,30], which is straightforward to
solve and provides quick access to equilibrium properties in all
dimensions; and (ii) the stochastic Gross-Pitaevskii equation
(SGPE) [31–33] (see also [34]), which has already successfully

described several 1D Bose gas experiments [35,36] and is also
applicable in dynamical situations [32,37]. The experimental
in situ measurements by Hung et al. [13] offer an ideal test bed
for the theories we wish to consider, free of the complications
associated with modeling expansion imaging, thus a primary
motivation for this work is to demonstrate the applicability of
the SGPE in capturing the universality and scale invariance of
2D experiments.

A further related aim is to offer a way of systematically
circumventing a standard limitation of classical field calcu-
lations, linked to the fact that the Bose gas represented in
this way must obey classical statistics. In practical terms, this
issue manifests as a sensitivity to the momentum or energy
cutoff used in solving such models [38,39], which, as a free
parameter, can undermine their use for ab initio studies. While
calculations based upon classical lattice models have been
linked back to their quantum counterparts in the context of
MC studies [19,40], the choice of such a cutoff is less clear
for methods based upon dynamical equilibration of classical
fields: approaches to date include selecting a cutoff based
on the assumption that the classical field temperature should
match that of an ideal Bose gas with the same condensate
fraction [41], specifying a minimum acceptable mode occupa-
tion, typically within an energy cutoff somewhere in the range
g2Dn < Ecut � kBT [39], and a high temperature semiclassical
field method valid for kBT > μ [42].

Motivated by the desire for a formulaic approach to cutoff
choice that is valid also at temperatures kBT � μ, and that
includes the effect of interactions, in this work we discuss
and test a systematic strategy for cutoff choice, based upon
comparing the classical and quantum limits of MP theory. By
studying the sensitivity to cutoff variations around our pro-
posed value (Appendix A), we demonstrate that our technique
generates an excellent ab initio systematic way of numerically
choosing an “optimum” cutoff in the classical theory—to the
extent that any cutoff choice in a classical field theory can
capture the properties of the inherently quantum physical
system—which indeed accurately reproduces important fea-
tures observed experimentally [13]; moreover, results for a
particular cutoff are shown (Appendix B) to be obtained inde-
pendently from the actual numerical discretization used in the
simulations.
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II. METHODOLOGY

The 2D SGPE describes the Bose gas via a noisy field
ψ(x,t), which satisfies the equation of motion

ih̄
∂ψ(x,t)

∂t
= [1 − iγ (x,t)]

[
− h̄2

2m
∇2

x,y + V (x) − μ

+ g2D(|ψ(x,t)|2+2nabove(x))
]
ψ(x,t) + η(x,t),

(1)

where V (x) = mω2(x2 + y2)/2 = mω2r2/2 is the trapping
potential in the more weakly confined x-y plane, g2D =√

8π (a/lz)h̄2/m = gh̄2/m is the 2D interaction strength
(with a the s-wave scattering length), and η is a complex
Gaussian noise term, with correlations given by the relation
〈η∗(x,t)η(x′,t ′)〉 = 2h̄γ (x,t)kBT δ(x − x′)δ(t − t ′). In Eq. (1)
nabove denotes the density of atoms with momenta greater than
the momentum cutoff due to the numerical grid used to solve
the SGPE [43].

Classical field methods arise following the observation
that the Bose field operator may be accurately replaced in
the Heisenberg equation of motion by a complex valued
field, under the condition that system modes represented in
this way are highly occupied. Although this is an excellent
approximation in many circumstances, the system is then
found to obey Rayleigh-Jeans statistics at equilibrium. In
arriving at Eq. (1), a similar notion is embodied in moving to
a classical fluctuation-dissipation theorem (see Eqs. (38)–(40)
in Ref. [33]).

The numerical solution to Eq. (1) introduces an ultraviolet
momentum cutoff implemented here by the discretization
scheme chosen; this implies that the equilibrium thermal state
that is achieved for a given set of physical parameters can differ
quite dramatically through variation of the grid spacing alone.
There is then clearly some ambiguity in making a cutoff choice,
and so to address this point for 2D Bose gases, we choose to
make use of the MP theory.

The MP theory [29,30] was formulated specifically to
describe low-dimensional Bose gases, taking into account
the effects of phase fluctuations to all orders [29], and has
been found to agree well with the SGPE in previous studies
[30,44,45]. In Ref. [23], MP results were compared to both
Hartree-Fock (HF) and MC results for a 2D Bose gas. The
MP predictions for the critical chemical potential and density
for the BKT transition were in excellent agreement with
those obtained from MC simulations [19]. In fact, the MP
theory was found only to break down in the region where its
equation of state reduces to that of HF, which occurs close
to the BKT transition due to the mean-field nature of this
approach. A renormalization-group analysis was subsequently
shown to avoid this discontinuity and to match smoothly to the
MP equation of state for chemical potentials, μ > 0.18kBT

[23].
The central object within the MP approach is the quasi-

condensate [46], which, in the Thomas-Fermi approximation,
obeys g2D(nqc + 2nt) = μeff , where the effective chemical
potential may be written as μeff = μ − V (x). The thermal

density is calculated from [29,30]

nt = nqc + 1

V

kmax∑
k=0

{
εk

2h̄ωk
[2Nk + 1] − 1

2
+ g2Dnqc

2εk + 2μ

}
,

(2)

with h̄ωk = √
εk(εk + 2g2Dnqc) and εk = h̄2k2/2m.

A. Strategy for “optimum” cutoff selection:
Classical vs quantum statistics

In the usual formulation of MP, Nk = NBE
k ≡

1/(exp(βh̄ωk) − 1), since the particles obey Bose-Einstein
statistics, and the upper index in the sum in Eq. (2), kmax,
may be straightforwardly taken to infinity. However, setting
Nk = NRJ

k ≡ 1/(βh̄ωk) instead leads to a MP result based
upon Rayleigh-Jeans statistics, which is therefore analogous to
using the classical fluctuation-dissipation result in the SGPE
(see, e.g., Eqs. (38)–(40) in Ref. [33]). We use MPRJ and
MPBE to denote the Rayleigh-Jeans and Bose-Einstein cases,
respectively.

Since the MPRJ approach gives very good agreement with
the SGPE for a given cutoff [47], this allows us to extract
an “optimum” value for the SGPE grid spacing; this is done
here by examining the accuracy of the classical approximation
as kmax is varied by directly comparing the MPRJ and MPBE

results. To measure this difference, we compare predictions
for the normalized second-order correlation function, chosen
because of the important role played by density fluctuations
in quasicondensation. In the MP theory, this is given by
g(2) = (n2

qc + 4nqcnt + 2n2
t )/(nqc + nt)2. The procedure we

adopt is to first calculate g(2)(x = 0) using the Bose-Einstein
distribution in Eq. (2). This value then serves as a target
result which we aim to match using the MPRJ with all other
parameters held constant. Once a cutoff is selected in this
way, it is then used to calculate the numerical grid spacing for
use in the SGPE simulations, yielding a combined SGPE-MP
approach.

This approach is illustrated in Fig. 1, where symbols
indicate the g(2)(0) values obtained from MPBE for two
temperatures as the energy cutoff, shown on the horizontal
axis as βEcut ≡ βh̄2|kmax|2/2m, is varied. The diagonal dashed
lines show the results if we neglect atoms above the cutoff
momentum in the MPRJ calculations. The symbols asymptote
towards these lines for energy cutoffs �kBT , as there are
then very few atoms in modes above the cutoff energy. For
each temperature, the SGPE-MP energy cutoff may be read
off from Fig. 1 as the horizontal coordinate of the point at
which the classical g(2)(0) data (squares and circles) intersect
the horizontal line indicating the Bose-Einstein result. The
lower plots show g(2)(x) and density profiles for the Bose-
Einstein calculation [solid (black) lines] and the Rayleigh-
Jeans for several cutoffs: βEcut = 0.20 [dotted (blue) lines],
0.77 [dashed (brown) lines], and 1.50 [dot-dashed (red) lines].

For the ideal gas, an expression was derived in Ref. [48] for
a cutoff leading to optimum agreement between quantum and
classical statistics; in two dimensions, it was found that this
occurred at an energy βEcut ≈ 1.6. Using the method outlined
above we typically find the best agreement for values around
βEcut ≈ 0.77, which varies slowly with temperature in the

033610-2



AB INITIO METHODS FOR FINITE-TEMPERATURE . . . PHYSICAL REVIEW A 86, 033610 (2012)

0 0.5 1 1.5
βE

cut

1

1.1

1.2

1.3

g(2
) (0

)

T=21nK
T=42nK

-40 -20 0 20 40
x (μm)

1
1.2
1.4
1.6
1.8

2

g(2
) (x

)
βμ (T=21nK)

-40 -20 0 20 40
x (μm)

0

5

10

15
n(

x)
 (

μm
-2

)

βμ (T=42nK)

(a)

(b) (c)

FIG. 1. (Color online) Numerical grid choice. (a) Variation
in g(2)(0) with the energy cutoff for MPRJ at two temperatures.
Horizontal lines indicate MPBE results; the horizontal coordinate of
the point at which the MPRJ data intersect the relevant MPBE result
identifies the energy cutoff that gives the best agreement. Dashed lines
indicate the results when above-cutoff atoms are neglected. (b) g(2)(x)
and (c) density profiles from MPBE [solid (black) lines] and MPRJ

for several cutoffs: βEcut = 0.20 [dotted (blue) lines], βEcut ≈ 0.77
[dashed (brown) lines], and βEcut = 1.50 [dot-dashed (red) lines].

range considered, yet is clearly much lower than the ideal-gas
prediction, indicating the important role of interactions.

III. COMPARISON TO EXPERIMENTAL RESULTS

In order to validate our scheme, we now directly compare
the results to in situ experimental data of Hung et al. [13].
We begin with the MPBE method and fix the trap parameters
and temperature to those quoted in Ref. [13]. We then vary
the chemical potential until the required density is reached at
the trap center. This provides us with all relevant physical
parameters required to solve the SGPE, barring a suitable
choice of grid spacing, which is extracted as described; since
there are then no free parameters, both the MP theory and the
SGPE provide an ab initio description of the experiment.

Figure 2 shows the SGPE-MP (i.e., the SGPE with a cutoff
obtained by comparing MPRJ and MPBE results as described)
and MP results together with the experimental density profiles

in Ref. [13]. (Note that, as all experimental results were
reported as a function of the radial distance, for clarity we
also henceforth label our axis r .) Corresponding data for den-
sity fluctuations, obtained from the normalized second-order
correlation function g(2)(r) via 〈δn2(r)〉 = (g(2)(r) − 1)〈n(r)〉2

upon averaging over 1000 independent realizations, are shown
in the bottom row in Fig. 2. By comparison also to HF [49],
the trend we observe is that, despite matching the experimental
density profiles well, the HF results consistently predict
density fluctuations that are too large, relative to those observed
experimentally. This may be understood since energy reducing
correlations which lead to the onset of quasicondensation are
not incorporated in this theory, in accordance with the findings
for highly elongated gases presented in Ref. [50]. In contrast,
the SGPE and MP data agree very well with the experimental
findings, thereby confirming the utility of each in describing
the physics of 2D Bose gases at finite temperatures.

Moreover, these findings highlight that choosing a grid
spacing based upon a higher order field correlation such as g(2)

is more robust, since the density is a less sensitive measure of
the system. To substantiate our systematic procedure, further
details on the sensitivity of the density fluctuation results
to the energy cutoff are given in Appendix A, where it is
demonstrated that a variation of 30% either side of our result
leads to results that fall outside of the experimental error
bars. Moreover, Appendix B gives a modified form of Eq. (1)
which allows results for a given energy cutoff to be obtained
irrespective of the spatial discretization choice made in the
numerical simulations.

An important feature of Ref. [13] was the experimental
demonstration of scale invariance in a 2D Bose gas. Plotting
their data against a scaled chemical potential, β(μ − V (r)),
Hung et al. showed that densities measured at several temper-
atures collapsed to a single curve when appropriately scaled
to the thermal de Broglie wavelength, λdB. This was found
to be true in both the thermal and the superfluid regimes;
the fluctuation region may be identified with the crossover
from a thermal gas to a superfluid, where the system moves
from an enhancement to a suppression of density fluctuations,
respectively, as shown in the lower rightmost plot in Fig. 2.
An important difference between the MP and the SGPE
approaches, therefore, is the discontinuity in the density
predicted by the former. In contrast, a key strength of the
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FIG. 2. (Color online) Density (top) and density fluctuations (bottom) from the SGPE, modified Popov (Bose-Einstein), and Hartree-Fock
calculations versus the experimental data from Ref. [13]. The rightmost plots show that the SGPE results capture the experimentally observed
scale invariance found in Ref. [13], including across the transition region indicated by the shaded (gray) area.
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V (r))/g. Indicative error bars are shown for several SGPE data points
which originate from the fit used to obtain μc.

SGPE lies in its applicability across this fluctuation region,
as shown in the rightmost plots in Fig. 2, which show that it
also demonstrates scale invariance in good agreement with the
experimental data.

To estimate the location of the BKT transition from the
SGPE simulations, we employ the fitting function used by
Hung et al., which yields a critical chemical potential, μc,
and a corresponding critical density, nc. These parameters can
then be used to uncover the universal physics of 2D Bose
gases, since close to the transition point, the shifted density
(n − nc)λ2

dB should be a universal function of (μ − μc)β/g

alone [13,14]. The universality of 2D Bose gases may then be
tested by comparing scaled densities from gases with different
interaction strengths, as in Ref. [13]. As shown in Fig. 3,
by doing so we find that the SGPE reproduces the expected
universal behavior demonstrated experimentally. Moreover,
we compare it to the classical field MC results in Ref. [14],
again finding good agreement.

Finally, to examine more closely how well the experimen-
tally observed correlation effects are captured by the SGPE,
we compare the density fluctuations to the compressibility. The
compressibility may be calculated from the experimental data
and SGPE using the expression κ = ∂〈n〉/∂μeff , the results of
which are shown in Fig. 4; once again, they closely follow the
results in Ref. [13].

IV. CONCLUSIONS

We have found excellent agreement between ab initio
calculations based on the stochastic Gross-Pitaevskii and MP
theories with in situ experimental data from the 2D Bose gas
experiments of Hung et al. Combining these two methods, we
have devised and tested a systematic approach to the problem
of cutoff choice within classical field simulations that could
prove crucial in modeling out-of-equilibrium scenarios, which
offer a natural extension to the present work.
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APPENDIX A: SENSITIVITY OF DENSITY
FLUCTUATIONS TO THE ENERGY CUTOFF

This Appendix provides further evidence of the suitability
of our method for finding an “optimum” cutoff, by investigat-
ing the sensitivity to cutoff choice of theoretical predictions for
experimentally measurable properties. We focus here on the
scale-invariant density fluctuation plot in Fig. 2 (bottom row,
rightmost image) and calculate the density fluctuations that
arise for several cutoffs around the value obtained using the
combined SGPE-MP approach to cutoff choice. The results of
this are reported in Fig. 5 and show that, while the difference
between cutoffs is not as apparent in the thermal region,
the data in the quasicondensate region [β(μ − V (r)) � 0.25]
indicate that a variation of about 30% in either direction
in the energy cutoff is sufficient to give results that fall
outside of the experimental error bars. For comparison, a
30% variation in the energy cutoff corresponds to the range
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FIG. 5. (Color online) Scaled density fluctuations obtained from
the SGPE for several energy cutoffs around the SGPE-MP result.
Experimental error bars correspond to a variation of about 30%
around the SGPE-MP energy cutoff, illustrating the range of cutoffs
that would be consistent with the experimental data.
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FIG. 6. (Color online) Scaled density fluctuations obtained for
several energy cutoffs, where the cutoff is determined either directly
by the grid spacing (filled symbols) or with 
 
= 1 in Eq. (B1) (open
symbols). The effect of the parameter 
 in mapping the results for
one grid spacing to the results of another is shown, illustrating that
the dependence of the energy cutoff upon the grid spacing may be
removed for equilibrium calculations.

0.54kBT � Ecut � kBT . The cutoff value found to give the
best agreement for the ideal-gas case, βEcut ≈ 1.6 [48], would
correspond to an increase of about 108% relative to the value
found using the SGPE-MP method and, therefore, would lie
outside of the experimental error range.

APPENDIX B: REMOVING THE DEPENDENCE OF THE
ENERGY CUTOFF UPON THE NUMERICAL GRID

SPACING IN THE SGPE

This Appendix discusses a means for extracting grid-
independent results for a chosen cutoff using the SGPE.
Solving the SGPE in the form of Eq. (1) using an approach
based upon a finite difference scheme, such as that described
for a one-dimensional gas in Ref. [32], leads to a direct depen-
dence of the ultraviolet energy cutoff upon the numerical grid
spacing used [i.e., Ecut ∝ 1/(�x)2]. This direct dependence
was used to specify the cutoff used in obtaining the results
presented elsewhere in this paper. Interestingly, however, we

note here that this link between grid spacing and energy cutoff
may be removed for equilibrium calculations, by solving a
heuristically modified form of the SGPE:

ih̄
∂ψ(x,t)

∂t
= [1 − iγ (x,t)]

[
−
h̄2

2m
∇2

x,y + V (x) − μ

+ g2D(|ψ(x,t)|2 + 2nabove(x))
]
ψ(x,t)

+
√


η(x,t). (B1)

Here, 
 is a parameter that may be used to map the results for
one grid spacing to those of another, i.e., setting 
 
= 1 leads to
a result which corresponds to a different energy cutoff, relative
to that which would otherwise be expected for a given grid.
The effect of this parameter is to offset the change in the kinetic
energy term of the SGPE that would be caused when altering
the numerical grid spacing. This parameter then also offers a
means of control over the effective cutoff in simulations that
does not rely upon altering the grid spacing.

For example, halving the grid spacing would ordinarily
increase the energy cutoff by a factor of 4, however, this
may be canceled out by setting 
 = 1/4. An example of this
effect is shown in Fig. 6, where the results obtained using
the grid corresponding to the SGPE-MP “optimum” cutoff are
compared with those obtained using two other grid spacings,
which are half and double this size, respectively. Clearly the
unaltered results (i.e., setting 
 = 1 for all grids) are very
different, particularly in the case of the density fluctuations.
However, selecting an appropriate value for 
, in order to
cancel the effect of changing the grid spacing upon the energy
cutoff, leads to a single consistent curve for all grids.

More generally, if the grid is changed such that �x,�y →
α�x,α�y, then setting 
 = α2 leads to the same equiliubrium
result as would be obtained for the original grid with �x,�y.
This method is somewhat analogous to the established tech-
nique of adding counter terms to remove divergences in lattice
field theories; see, for example, Refs. [51,52]. Note, finally,
that the cutoff used elsewhere in this paper was specified via
the grid spacing directly, so results presented outside of this
Appendix were not obtained by making use of Eq. (B1) with

 
= 1.
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