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Ground-state depletion for subdiffraction-limited spatial resolution in coherent anti-Stokes Raman
scattering microscopy
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We theoretically investigate ground-state depletion for subdiffraction-limited spatial resolution in coherent
anti-Stokes Raman scattering (CARS) microscopy. We propose a scheme based on ground-state depopulation,
which is achieved via a control laser light field incident prior to the CARS excitation light fields. This ground-state
depopulation results in a reduced CARS signal generation. With an appropriate choice of spatial beam profiles,
the scheme can be used to increase the spatial resolution. Based on the density matrix formalism we calculate
the CARS signal generation and find a CARS signal suppression by 75% due to ground-state depletion with a
single control light field and by using two control light fields the CARS signal suppression can be enhanced to
94%. Additional control light fields will enhance the CARS suppression even further. In case of a single control
light field we calculate resulting CARS images using a computer-generated test image including quantum and
detector noise and show that the background from the limited CARS suppression can be removed by calculating
difference images, yielding subdiffraction-limited resolution where the resolution achievable depends only on
the intensity used.
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I. INTRODUCTION

Far-field optical microscopy is one of the basic techniques
for sample analysis in life science. Besides the classical trans-
mission and reflection microscopy, fluorescence microscopy
and nonlinear microscopy techniques, such as second-
harmonic generation (SHG) [1] and third-harmonic generation
(THG) [2], as well as stimulated Raman scattering (SRS) [3,4]
and coherent anti-Stokes Raman scattering (CARS) [5,6], have
developed rapidly in the recent past. This has led to new
opportunities in terms of better image contrast and chemical
selectivity. The nonlinear microscopy techniques intrinsically
allow three-dimensional (3D) images to be acquired, with the
size of the 3D focal volume defining the spatial resolution limit.
Resolution enhancement in the lateral dimensions has been
demonstrated using linear (interference) methods by designing
the spatial excitation profiles, but these attempts were limited
to an improvement by a factor of only two [7–9].

In comparison to nonlinear microscopy techniques, fluo-
rescence microscopy suffers from the disadvantage that it
requires staining in order to achieve contrast, which comes
with problems such as being cytotoxic, modifying the sample
or lacking of specific binding to one component. However,
due to the saturable nature of stimulated emission depletion
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(STED) in fluorescence microscopy, this method enables
acquisition of images with spatial resolution significantly
beyond the diffraction limit [10]. STED paved the way to a
better understanding of intracellular physiological processes;
for example, it enabled visualization of the synaptic vesicle
movement inside the axons of neurons [11]. Besides biological
applications, microscopy techniques with very high spatial
resolution are needed for the investigation of nanostructures.
However, in contrast to biological samples these structures
often cannot be stained. An autofluorescence in such materials,
if present at all, is often based on defects, meaning that
structures with low defect rates are hardly visible with fluores-
cence microscopy and STED is hardly applicable. Therefore,
nonlinear microscopy techniques, such as CARS microscopy,
are of central interest for these investigations [12]. Although
nonlinear microscopy techniques offer a higher spatial resolu-
tion compared to linear techniques, due to the nonlinear point
spread function, the resolution is still limited by diffraction.

In order to also provide subdiffraction-limited spatial reso-
lution in far-field CARS microscopy, we present a theoretical
investigation of a scheme for a saturable suppression of the
CARS signal generation. In CARS microscopy two pulsed
light fields, the pump field with frequency ωp and the Stokes
field with frequency ωSt , are used to coherently transfer
population to the Raman state via a two-photon resonant
Raman active vibrational transition with frequency �vib =
ωp − ωSt . The vibrational coherence between the ground state
and the Raman state is probed by a third pulsed light field
with frequency ωpr , generating a new frequency-shifted light
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field at ωCARS = ωp − ωSt + ωpr . In our previous work, we
showed that it should be possible to suppress the buildup
of a CARS signal by preventing a coherence between the
ground state and the Raman state. In [13], suppression of the
CARS signal was demonstrated by considering population of
a vibrational state with a strong incoherent coupling to the
Raman state and in [14] sidebands of the CARS frequency
with an intensity-dependend frequency shift were created by
a coherently driven ground-state population oscillation. Both
schemes require rather specific molecular properties, that is,
high incoherent coupling between a vibrational and a Raman
state in the first scheme and long coherence lifetimes in
the second scheme, which restricts the applicability of the
methods. Compared to our previous calculations, the work
presented here describes a more general approach.

Here, we only consider effectively incoherent population
transfer, which can be achieved by stimulating transitions
between two states with an optical field with a pulse duration
longer than the lifetime of the coherence between those
states. This is generally possible without further restrictions
on the molecular properties. In addition, we do not require
nonradiative transitions between states, making this approach
applicable to a wide range of molecules. Our approach is based
on depletion of the ground-state population distribution of the
sample. We numerically study the effect of a control light
field on depleting the ground-state population density and
investigate the influence on CARS signal generation. We show
how even partial CARS signal depletion can be used to obtain
subdiffraction-limited spatial resolution using a donut-shaped
control beam as it is typically used in STED microscopy. In
contrast to a spatial resolution enhancement resulting from
designing the pump, Stokes and probe beam profiles [8,9], our
approach offers a spatial resolution that depends only on the
control light field intensity. Thereby, the spatial resolution can
easily be matched to the feature scale of individual samples.

II. THEORETICAL FRAMEWORK

In order to investigate the CARS signal generation with
applied control light fields, we used a density matrix formalism
approach to describe a four-level system shown in Fig. 1. The
CARS signal is calculated from the off-diagonal elements of
the density matrix. A detailed description of the density matrix

FIG. 1. Energy diagram of the CARS process. The ground state
|1〉 is initially fully occupied. State |2〉 is a Raman-active vibrational
state and |3〉 is the upper electronic state acting as control state.
An additional control state is included by adding an infrared-active
vibrational state |4〉. A control light field resonant with the vibrational
state |4〉 or the electronic level |3〉 is used to reduce the ground-state
population and, thereby, to suppress the CARS signal generation.

formalism and its evaluation to calculate the amplitude of
the CARS signal is given in [13]. The level system consists
of the ground state |1〉, a vibrational state |2〉 involved in
the CARS process (to which we refer as Raman state), an
excited electronic state |3〉, and a second vibrational state
|4〉. Transitions from the ground state to the vibrational and
electronic state as well as the transition from the electronic
state to the Raman state are dipole allowed while all other
transitions are dipole forbidden. Either one of the electric
|3〉 and vibrational states |4〉 or both (Sec. III B) are used
as control states for ground-state depletion, thereby covering
control light field frequencies from the UV to the mid-IR.
Infrared-active transitions are usually found in close proximity
to the Raman-active transitions in the energy level schemes of
molecules, and, therefore, are a general property of complex
molecules [15]. The arrows in Fig. 1 indicate the applied and
generated light fields: The pump (ωp) and Stokes (ωSt ) light
fields are chosen to be two-photon resonant with a transition
from |1〉 to |2〉, driving population from the ground state to the
Raman state, and induce a coherence ρ21 between both states,
which is essential for the generation of a CARS signal. The
probe light field (ωpr ) interacts with the generated coherence
between the ground state |1〉 and the Raman state |2〉 generating
a sideband at the CARS frequency ωCARS .

In order to deplete the signal generation in the CARS
process we have simulated irradiation of a sample with a
control light field prior to the light fields for CARS signal
generation. The CARS signal depletion is based on ground-
state depopulation to a control state by the control light
field. The reduced ground-state population leads to a reduced
population transfer to the Raman state |2〉 and a reduced
buildup of vibrational coherence ρ21 during the CARS process,
resulting in a reduced signal generation. To achieve a saturation
of the depletion of the CARS signal and avoid back transfer
of population to the ground state |1〉 due to, for example,
Rabi oscillations, the pulse duration of the control light field
is chosen sufficiently long (with respect to the lifetime of the
coherence between the ground and control states), thereby
obtaining an effectively incoherent population transfer. In the
following we thus speak of incoherent population transfer. We
have considered two cases of control states: first, irradiation
by the control light field ωc,vib, which was resonant with
the transition |1〉–|4〉, thus leading to a population transfer
from the ground state to the vibrational state |4〉, and second,
irradiation by the control light field ωc,el , analogously leading
to a population transfer from the ground state to the electronic
state |3〉.

Note that we did not consider states with higher transition
frequencies than to the electronic states, especially vibrational
states coupled to the electronic state. Such vibrational states
could also be populated during the CARS excitation and lead
to a CARS signal when the electronic state shows a significant
population, known as excited-state CARS [16]. However, the
transition frequency between such a vibrational state and the
electronic state |3〉 is different compared to the transition
frequency between the Raman state |2〉 and the ground state
|1〉 [17]. Therefore, when sufficiently narrow bandwidth pump
and Stokes light fields are used, such as Fourier-limited
picosecond pulses, no excited-state CARS signal is generated
when a CARS signal is generated from the ground-state
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population due to the different transition frequencies. Thus,
for simplicity, higher states than the electronic state can be
neglected.

For the calculations we choose parameters that are typical
for molecules and CARS experiments. The transition from the
ground state to an electronic state is typically in the UV, which
we represent by choosing the |1〉–|3〉 transition frequency
to 1000 THz (300 nm). The |1〉–|2〉 transition between the
ground state and the Raman state is set to 47 THz (1568 cm−1,
6379 nm) and the |1〉–|4〉 transition between the ground state
and the vibrational state to 97 THz (3236 cm−1, 3091 nm) [15].
The population lifetimes of the states |2〉, |3〉, and |4〉 are
chosen to be 1 ns [18–20], while the coherence lifetimes are
1 ps for the electronic state |3〉 and 5 ps for the vibrational
state |4〉 as well as the Raman state |2〉 [21,22]. Here, for
generality, no nonradiative transition between states |2〉 and |4〉
is assumed, but the effect of such a transition is investigated
separately (Sec. III C). The parameters used for the energy
level scheme as well as for the life and coherence times are
common, such that the assumed properties should be easy
to realize. Thus, the results obtained in the following can be
considered to be general and applicable to a broad range of
molecules, thereby yielding an improvement over our previous
rather specific calculations [13,14].

The pump, Stokes, and probe light field frequencies are
set to 335 THz (895 nm), 288 THz (1040 nm), and 395 THz
(759 nm), respectively. The pulse durations of the three light
fields are 2 ps (half width at 1/e2 amplitude). The control
light field frequency is set to either ωc,vib = 97 THz or ωc,el =
1000 THz to be resonant with a transition from the ground state
to the vibrational or electronic state, respectively. The duration
of the control pulse is 10 ps and its pulse peak intensity arrives
at the sample 30 ps prior to the peaks of the pump, Stokes, and
probe light fields. The numerical calculations are performed
using a Runge-Kutta algorithm of fourth order with fixed step
size of 0.5 fs and extend over a time period of 100 ps.

As the oscillator strengths of the transitions vary strongly
for different molecules, in our calculations they are set to a
fixed but somewhat arbitrary value. It turns out that only the
achieved population transfer is important for the results. Thus,
the intensity values of the light fields are given in arbitrary units
and in Sec. III F the intensity values needed for an experimental
realization are estimated for different samples.

III. RESULTS

A. Ground-state depletion

The diagonal elements ρ11, ρ22, ρ33, and ρ44 of the density
matrix at the end of each calculation (extending over 100 ps),
which are proportional to the final population density of the
states, are shown in Fig. 2(a) as a function of the control
light intensity for resonance of the control light field with
the electronic level |3〉 and in Fig. 2(b) for resonance with
the vibrational level |4〉. In both cases the targeted state’s
population can be seen to increase strongly with the control
light field intensity to an intermediate population density of
approximately 0.5 as it is expected for incoherent population
transfer in a two-level system. While the population transfer
would completely saturate at an equal population of the control
and ground state in a two-level system, in the four-level system
the saturation at 0.5 is only intermediate. Thereby, different
ranges of control intensities at which an intermediate saturation
occurred were observed for the vibrational and electronic
state. For the electronic state |3〉 the intermediate saturation
spanned over 2 orders of magnitude of the control intensity
[Fig. 2(a)] and over 6 orders of magnitude for a resonance
with the vibrational state |4〉 [Fig. 2(b)]. A further increase
of the control intensity stimulates off-resonance population
transfer between the states |3〉–|2〉 and |4〉–|2〉, respectively,
leading to an additional population of the Raman state |2〉 and
eventually to an equal distribution of the population between
these three states. With even higher intensities, it was found
that population also enters the fourth state [which is |4〉 in
Fig. 2(a) and |3〉 in Fig. 2(b)], resulting in the population
being distributed equally between all four states.

The CARS signal as a function of the control light field
intensity is shown in Fig. 2(c) for the two cases, that the
control light field is in resonance with the vibrational state
|3〉 (red curve) or that it is in resonance with the electronic
state |4〉 (black curve). It can be seen that when the ground
state is depleted by 50%, the CARS signal drops to 25% of the
undepleted CARS intensity ICARS,0. This can be understood
as a result of the coherent nature of the CARS process, for
which the CARS intensity is proportional to the square of
the population in the focus volume. It can be seen that the
CARS intensity remains at 25% for a certain range of control
light intensity, which is larger for the case of the vibrational
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FIG. 2. (Color online) (a) Population of the states |1〉 (black, ρ11), |2〉 (blue, ρ22), |3〉 (red, ρ33), and |4〉 (green, ρ44) as a function of the
control laser intensity Ic,el in resonance with the |1〉–|3〉 transition. (b) The population of the levels as a function of Ic,vib in resonance with
|1〉–|4〉 transition. (c) CARS intensity as a function of the control laser intensity Ic resonant with the |1〉–|3〉 (black solid curve) or |1〉–|4〉 (red
dashed curve) transition.
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resonance of the control field as compared to the case of
electronic resonance. This is in agreement with the respective
intensity ranges within which the ground state is depleted
by 50% [see Figs. 2(a) and 2(b)]. At higher control light
field intensities, when the population of the Raman state |2〉
becomes significant, the CARS signal is, consequently, more
strongly suppressed. In both cases, the additional suppression
is due to a further reduction in population difference ρ11 − ρ22

between the ground state and the Raman state as a significant
amount of population enters the Raman state |2〉. Finally, when
the populations of the ground and the Raman states were
equalized, a CARS signal suppression by more than 99.95%
is reached.

Employing such suppression would offer subdiffraction-
limited CARS images without the need of schemes for a
further background subtraction as the CARS signal could
be suppressed almost completely. However, the occurrence
of off-resonance population transfer strongly depends on the
detuning of the light field frequency used from the transition
frequency as well as on the oscillator strength of the transitions.
The different light field frequencies result in a different onset
of off-resonance population transfer for the two different
control states: When the electronic state is used as control
state, an off-resonance population transfer to the Raman state
|2〉 starts almost simultaneously with the resonant population
transfer from the ground state |1〉 to the electronic state |3〉
[Fig. 2(a)]. In contrast, for the case of the vibrational state
acting as control state, an off-resonance population transfer to
the Raman state |2〉 occurs with a control light field intensity
higher by some orders of magnitude [Fig. 2(b)]. An additional
factor to the onset of off-resonance population transfer is
the oscillator strength of the transitions. In our calculation
these are taken to be the same for all transitions as they
vary strongly for different molecules. However, in general,
a transition between the ground state and the control state
is stronger than the transition from the control state to a
lower vibrational state, which is not taken into account here.
This results in even higher control light field intensities to
achieve off-resonance population transfer. Therefore, it cannot
generally be expected that off-resonance transitions are found,
but a saturation of the population of the control state around
0.5 and thus a CARS signal suppression of 75%. As a result of
this consideration we do not take into account off-resonance
population transfer when we calculate spatial CARS excitation
profiles in Sec. III E but assume a saturation of the CARS
signal suppression at 75% (in case of a single control light
field), rendering a worst-case scenario. While this seems to
limit the application for subdiffraction-limited resolution we
show in Sec. III E that for a resolution enhancement only a
saturation of the CARS signal depletion is necessary and that
a higher depletion only improves the tolerable noise levels.

B. Two-color ground-state depletion

So far we have shown that if the ground state is coupled to
a single higher state with one control light field, it can only
be depleted by 50% in case that no additional nonresonant
transitions occur, which results in a CARS signal depletion
down to 25%. Here we show that, by using a number of
control light pulses with different frequencies to excite the
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FIG. 3. (Color online) CARS intensity as a function of the control
intensity for three cases. (a) Two simultaneously irradiated control
light fields, one resonant with the transition to the electronic state
(|1〉–|3〉) and one resonant with the transition to the vibrational state
(|1〉–|4〉) leading to a suppression of the CARS signal by 90% (black
solid curve). (b) A subsequent irradiation of two control light fields,
the first one resonant with the |1〉–|3〉 transition and the second one
resonant with the |1〉–|4〉 transition, irradiated 20 ps delayed to each
other resulted in a ground-state depletion of 75% and a CARS signal
suppression of 94% (red dotted curve). (c) For comparison a single
control light field resonant with the |1〉–|3〉 transition, suppressing the
CARS signal by 75% (blue dashed curve).

ground-state population to N higher states, the CARS signal
suppression can be increased significantly. Specifically, in this
section we investigate the CARS signal suppression for the
case of N = 2; that is, two control light fields are used, one
resonant with the transition |1〉–|3〉 to the electronic state |3〉
and one resonant with the transition |1〉–|4〉 to the vibrational
state |4〉. Note that one can equally well consider the excitation
of two vibrational states (instead of one vibrational and one
electronic state). In this case of multiple control light field
pulses we expect that it is of great importance whether the
control light fields are irradiated simultaneously or delayed
to each other, which is motivated as follows: We expect that
a simultaneous irradiation results in an equal population of
the vibrational and electronic state, depleting the ground state
to 33% ( 1

N+1 with N = 2), leaving a CARS signal of 11%.
In contrast, if the two control light fields are delayed to each
other, we expect, that the ground state is first depleted by 50%
to one of the higher states by the pulse that arrives first and can
thereafter be depleted by 50% again to the other higher state
by the second control pulse leaving a ground-state population
of 25% ( 1

2N , N = 2) and a CARS signal of 6.25%.
Figure 3 shows the CARS signal as a function of the control

light field intensity for three cases. The first two are (a) a
simultaneous irradiation with two control light fields (black
curve) and (b) irradiation with two control light fields when
the transition to the vibrational state |4〉 is stimulated 20 ps
after the transition to the electronic state |3〉 (red curve). For
comparison the case of a single control light field resonant with
the electronic state is also shown in Fig. 3 (blue curve). It can
be seen that while with a single-color scheme the CARS signal
saturates at 0.25 × ICARS,0, it saturates at 0.10 × ICARS,0

with the simultaneous irradiation of two control light fields
(black curve). A suppression to less than 0.06 × ICARS,0 is
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FIG. 4. (Color online) (a) Population difference between the vibrational state |4〉 and the Raman state |2〉 for different intensities of the
control beam as a function of the nonradiative transition rate R42 between the vibrational state |4〉 and the Raman state |2〉; (b) resulting
depletion of the CARS signal. (c) Normalized CARS intensity as a function of the control light field intensity for a nonradiative transition rate
R42 of 0 THz (black solid curve) and 0.1 THz (red dashed curve).

found with subsequent control pulses (red curve) matching the
CARS signal suppression, that is expected from the theoretical
considerations made above.

In conclusion, using a multicolor ground-state depletion the
suppression of the CARS signal can be enhanced significantly,
leading to an improved contrast due to the strongly reduced
background signal generation in subdiffraction-limited CARS
images due to the limited saturation. However, although
CARS suppression is stronger with a multicolor ground-state
depletion, for simplicity we restrict the following theoretical
investigations to a single control light field (unless explicitly
stated otherwise), but all results are also valid qualitatively for
the case of multiple control light fields.

C. Limit cases

In order to describe a general case without strong re-
strictions regarding the applicable molecules, we assumed
only effectively incoherent population transfer and neglected
nonradiative transitions between the vibrational state |4〉 and
the Raman state |2〉. However, this assumption cannot be
matched in all cases; therefore, we discuss briefly two possible
exceptions to the scheme in this section, where our general
assumption of the molecular properties are violated.

The first case is that the induced population transfer is
coherent instead of incoherent, which does not result in a
saturation of the population densities, but in an oscillatory
behavior. These oscillations are known as Rabi oscillations. In
this case, illumination with a strong control light field does not
lead to a suppression of the CARS signal but to a generation of
sidebands of the CARS signal with an intensity dependent
frequency shift. The frequency shift depends directly on
the control light field intensity, such that the effect can be
used to resolve emitter positions with subdiffraction-limited
accuracy [14].

The second case is that of a population transfer without
coherent effects from |1〉 to |4〉 is achieved, but with a strong
incoherent coupling between the vibrational state |4〉 and the
Raman state |2〉 due to a nonradiative transition [13]. In this
case, the Raman state |2〉 is prepopulated via the vibrational
state |4〉, but without coherence buildup between the states
|1〉 and |2〉. As this coherence is essential for CARS signal
generation, depletion of the CARS signal is even stronger

than in the case without an incoherent nonradiative coupling,
which we considered in this work. The nonradiative transition
rate R42 between the vibrational state |4〉 and the Raman
state |2〉 may vary strongly for different molecules. In order
to estimate the implication of this effect, we investigate the
population difference ρ44 − ρ22 between the vibrational state
|4〉 and the Raman state |2〉 as well as the generated CARS
intensity in dependence of the transition rate R42 between |4〉
and |2〉 for a number of fixed control light field intensities
ωc,vib resonant with the |1〉 to |4〉 transition. The result is
shown in Figs. 4(a) and 4(b), where the population difference
ρ44 − ρ22 and the CARS intensity, respectively, are plotted as
a function of the nonradiative transition rate R42. The chosen
intensities of 101, 102, 103, and 108 correspond to the cases
that the ground state is depleted by 7.7%, 39%, 52%, and 69%
[see Fig. 2(b)]. It can be seen that at transition rates below
9 GHz no population transfer between the vibrational states is
observed and thus also the CARS intensity remains unchanged.
Above 9 GHz the transition rate becomes high enough for
a noticeable population transfer to state |2〉, which leads to
an additional suppression of the CARS signal generation for
control light fields that introduce a ground-state depletion
of about 50% or less (black, blue, and red curves). At very
high control intensities, where the ground state is depleted by
much more than 50% due to off-resonance population transfer
(green curve), the vibrational state |2〉 is already prepopulated
at low transition rates. Therefore, the population difference
ρ44 − ρ22 decreases again when off-resonance population
transfer occurs, and the effect of a nonradiative transition
decreases, too.

Figure 4(c) displays the CARS intensity as a function of
the control light field intensity for the case of no nonradiative
transition between |4〉 and |2〉 (black curve) and for a high
nonradiative transition rate R42 of 0.1 THz (red curve).
Without a nonradiative transition the CARS intensity shows
an intermediate saturation at 25% and for very high control
light field intensities off-resonance transitions to the Raman
state result in a further suppression of more than 99%. In
contrast, in case of a high nonradiative transition rate R42,
states |4〉 and |2〉 are always equally populated, which leads to a
CARS suppression of more than 99.95% at much lower control
light field intensities without the occurrence of an intermedi-
ate saturation and off-resonance transitions. However, note
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FIG. 5. (Color online) (a) Normalized CARS intensity as a
function of the control light field intensity for coherence lifetimes �41

of the vibrational state |4〉 of 50, 100, 200, 400, 1000, and 5000 fs.
(b) The saturation intensity of the CARS signal suppression decreases
with increasing coherence lifetime �41.

that, while high nonradiative transitions between the Raman
state and the control state are beneficial for CARS signal
suppression, this cannot be expected for arbitrary molecules
and control states. To rely on molecular properties that are
common for a wide range of molecules we therefore assume
only radiative transitions between states and demonstrate that
this is sufficient to achieve subdiffraction-limited resolution in
CARS microscopy.

D. Influence of the coherence lifetime

In Fig. 2(c) we show that there is qualitatively no difference
between a ground-state depletion via transitions to a vibra-
tional or electronic state. However, the saturation intensity,
where the CARS intensity drops to 50%, differs significantly
(by a factor of 5). As the main difference between the two states
was the coherence lifetime, in this section we investigate the
CARS signal suppression for different coherence lifetimes �41

of the vibrational state for the case that the control light field
was resonant with the transition from the ground state to the
vibrational state (|1〉–|4〉).

Figure 5(a) shows the CARS signal as function of the
control light field intensity for a number of coherence lifetimes
�41 between 50 fs and 5 ps. When �41 is increased, CARS
signal suppression appears at lower control light intensities.
The saturation intensity as function of �41 is plotted in Fig. 5(b)
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FIG. 6. (Color online) Cross sections of the spatial beam profiles
of the pump (red), Stokes (blue), probe (green), and the two control
(black) light fields. The inset shows the phase plate used to create the
donut-shaped beam profile of the control light fields.

showing the strong monotonous decrease of the saturation
intensity with increasing �41.

While a lower saturation intensity is beneficial for
subdiffraction-limited CARS microscopy, the accompanying
longer coherence lifetime benefits coherent processes which
might hamper the scheme. For example, at a coherence lifetime
of 5 ps [Fig. 5(a) blue solid curve] we observed that the
suppression shows decaying oscillations due to an oscillating
population distribution, that is, Rabi-oscillations occurred.
This will result in modulations on the point-spread function
in CARS microscopy and probably make a background
subtraction as explained in Sec. III E more difficult. Choosing a
longer pulse duration of, for example, 50 ps for the control light
field avoids the occurrence of Rabi-oscillations but the pulse
energy required to reach the saturation threshold increases with
higher pulse duration. Therefore, to reach the lowest saturation
pulse energy the control pulse duration has to be matched to
the sample in a way that the pulse is just sufficiently long to
avoid oscillations of the population distribution.

E. Beam shape and spatial resolution

In order to estimate the possible resolution enhancement
with the proposed illumination scheme, the spatial beam pro-
files and the spatial CARS excitation profiles were calculated
in two dimensions in the focus plane perpendicular to the
direction of beam propagation. To achieve a CARS excitation
profile narrower than the diffraction limit an approach well
known from STED microscopy was chosen: The control light
field is irradiated with a donut-shaped spatial profile while the
other light fields are irradiated with a Gaussian spatial profile.
Cross sections of the beam profiles in the focal plane are shown
in Fig. 6. In this way the pump, Stokes and probe light fields
create a CARS excitation profile of Gaussian spatial shape and
the control light field suppresses the CARS signal generation
in the exterior of the illuminated area without changing the
CARS intensity in the center, leaving an excitation profile
narrower than the diffraction limit. For the calculations it was
assumed that the pump, Stokes, probe, and control light fields
are focused through a microscope objective with NA = 1.0.
The light fields have a Gaussian beam profile before the
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FIG. 7. (Color online) (a) By irradiating a control light field with
a donut-shaped spatial profile the CARS excitation profile could
be narrowed significantly below the diffraction limit. The achieved
width depended directly on the used control light field intensity. The
limited suppression of 75% leaves a significant diffraction-limited
background. (d) Using two subsequent control light fields the CARS
excitation profiles were similarly narrowed but the background was
significantly lower. Two-dimensional illustrations are shown in (b)
and (e) for an excitation without control light field and in (c) and
(f) for the narrowest excitation profile of each case [(a) and (d) red
curve].

microscope objective and the control light field passes through
a phase plate before entering the microscope objective. The
phase plate adds a phase of π to a circular section centered in
the beam profile, similar to the one used in [23] (see Fig. 6
inset), thereby generating a donut-shaped control light field in
the focal plane. We performed the calculations for two cases:
First, a single control light field resonant with the |1〉–|3〉
transition was used, and second, two control light fields were
used, the first resonant with the |1〉–|3〉 transition and the
second resonant with the |1〉–|4〉 transition, irradiated 20 ps
after the first control light field.

As discussed in Sec. III A we assume that no off-resonance
population transfer and thus no complete CARS signal sup-
pression can be expected; thus, the CARS signal suppression
is limited to 75% with a single control light field. The
excitation profiles using a single donut-shaped control light
field with peak intensities of 103, 104, 105.4, and 106 [compare
intensities to Fig. 2(c)] are shown in Fig. 7(a). For increasing
intensity of the control light field, the CARS excitation profile
narrows monotonously. However, due to the saturation of
the CARS depletion at 0.25 × ICARS,0 [see Fig. 2(a)] the

excitation profiles lose their initial Gaussian shape and develop
into a spatial profile with a narrow upper part (intensity
above 0.25 × ICARS,0) and a broader pedestal (intensity below
0.25 × ICARS,0). Figures 7(b) and 7(c) show 2D illustrations
of the initial CARS excitation [Fig. 7(a), black dashed curve]
and of a strongly narrowed excitation profile [Fig. 7(a), blue
solid curve].

As discussed in Sec. III B, a multicolor ground-state
depletion can reduce the CARS signal by much more than
75%. As an example, we calculated the CARS excitation
profile for a multicolor scheme for a number of different peak
intensities of the donut-shaped control light fields. The CARS
excitation profiles are shown in Fig. 7(d). With increasing
control light field intensity the excitation profiles narrow
significantly below the diffraction limit but in contrast to
Fig. 7(a) a low-resolution background was generated with only
6% of the original diffraction-limited CARS intensity. For a
better visualization 2D illustrations of the diffraction-limited
excitation profile [Fig. 7(d) black dashed curve] and the
narrowest subdiffraction-limited excitation profile [Fig. 7(d)
blue solid curve] are shown in Figs. 7(e) and 7(f), respectively.

In both cases the CARS excitation profile shows a broad
pedestal which will create a low-resolution diffraction-limited
background in CARS images. Using two control light fields
the amplitude of the pedestal is reduced strongly compared
to the case of a single control light field and can even be
further reduced by additional control light fields. From STED
microscopy it is known that, with a pedestal of around 10%,
good contrast subdiffraction-limited images can be acquired
[24]. Therefore, in the case presented here which involves
two subsequent control light fields, where the pedestal is
around 6%, no further image processing is necessary for
subdiffraction-limited CARS images. In case of a single
control light field, the background generated by the pedestal
will be too high and additional image processing will be
necessary, which will be explained in detail in the following.

Independent of the number of control light fields, the
CARS suppression is limited and saturates at a certain level,
resulting in the width of the pedestal of the excitation profile
to be the same as the diffraction-limited CARS excitation.
A quantitative analysis of the width of the excitation profile
with one control light field [Fig. 7(a)] is given in Fig. 8. It
shows the full width at half maximum (FWHM) of the whole
excitation profile and the FWHM of the pedestal (full width
at 0.125 × ICARS,0) as a function of the donut peak intensity.
Thereby the width of the full excitation profile corresponds to
the lateral resolution that can be achieved. While the FWHM
of the full excitation profile monotonously narrows below the
diffraction limit, the width of the pedestal reaches a lower
limit at the FWHM of the diffraction-limited CARS excitation.
Therefore, the background generated by the pedestal of the
excitation profile will be shaped like a diffraction-limited
CARS image and thus the subdiffraction-limited information
can be extracted by calculating the difference image between
two CARS images, one taken with and one without an applied
control light field.

In order to verify that this scheme is suitable to produce
CARS images with a spatial resolution below the diffrac-
tion limit we consider a numerically generated test sample
[Fig. 9(a)] consisting of a dendritic line structure similar to
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FIG. 8. (Color online) FWHM (black solid line) of the complete
excitation profile (corresponding to the achievable lateral resolution)
and FWHM of the pedestal (blue dashed line) of the CARS excitation
profiles with a single control light field [Fig. 7(a)] as function of
the donut peak intensity of the control light field. The width of the
pedestal saturates at the diffraction-limit of a CARS excitation which
will create a diffraction-limited background below a subdiffraction-
limited CARS image.

structures found in, for example, brain tissue. The sample
size is 1.34 × 1.34 μm, the line thickness 5.4 nm and the
spatial distance between lines less than 540 nm. Emitters are
assumed to be homogeneously distributed along the lines.
Spatial variations which might result in spatially varying
phase terms have not been incorporated. In case such spatially
varying phase terms occur, the amplitudes of the CARS light
fields from different spatial positions would no longer add up
constructively, resulting in a CARS image determined by the
spatial variation of the CARS emitters as well as the spatial
structure of the phase terms.

However, this would not hamper the presented scheme
as the influence of phase terms outside the domain of
the subdiffraction-limited peak [Fig. 9(b)] is identical in a
subdiffraction-limited and diffraction-limited CARS image
and therefore disappears while the difference image calcula-
tion. Phase variations within the subdiffraction-limited domain
result in phase-dependent CARS amplitude as a result of
which the CARS image would no longer provide quantitative
information, for example, emitter concentration, unless a
phase-sensitive detection is used [25]. This is a limitation that
does not result from the applied scheme but is also found
in diffraction-limited CARS microscopy as a result of phase
variations.

The following calculations are performed using only a
single control light field. Note, that the results obtained for
this case are also valid for a case with multiple control light
fields. Without an applied control light field no features of the
test image are visible in the CARS image [Fig. 9(b)], while
with an applied strong control light field [red dashed curve in
Fig. 7(d), FWHM of 18 nm] the CARS image [Fig. 9(c)] shows
a strong background, similar to Fig. 9(b), superimposed with a
weak subdiffraction-limited image of the test structure. Due to
the strong background the subdiffraction-limited features were
obscured, but the background could be removed by making
a reference measurement without a control light field and
by considering the following: Due to the coherent nature of

CARS signal generation the number of emitters in the focal
volume contributes to the intensity with a square dependence.
This leads to a distorted image when simply subtracting the
intensities [Fig. 9(c) from Fig. 9(b)], where isolated features
become suppressed [see Fig. 9(d), area at the edges of the
image where isolated lines are originally found]. For a more
accurate restoration, the electric field amplitudes, that is, the
square roots of the measured intensities, have to be subtracted,
yielding the image shown in Fig. 9(g) with a spatial resolution
corresponding to the width of the narrow spike on top of the
CARS excitation profile. In these calculations, no attempt was
made to manipulate the intensities of the excitation beams to
create a match between the diffraction-lmited pedestal and
the diffraction-limited CARS image. Instead, a simple scaling
factor was applied to the diffraction-limited CARS image
during postprocessing.

Note, that the influence of a nonresonant signal has not
been discussed as in this calculation it is found to be only
0.1% of the resonant signal as a result of the use of picosecond
pulse durations. This low nonresonant signal has no notice-
able influence on the achieved resolution enhancement. In
experimental reports often higher nonresonant backgrounds
(of several percent) are found, especially when femtosecond
pulses are used. It has also been shown, that with pico- or
nanosecond pulses or by employing additional background
suppression schemes [25] the nonresonant background can be
strongly reduced to levels comparable to our case. However,
when the presented CARS depletion scheme is applied in
the case that a high nonresonant background is present, this
nonresonant background is not reduced by the control beam
and leads to image degradation. In the process of the difference
image calculation the nonresonant signal is reduced by 25%,
leading to the generation of a diffraction-limited background in
the difference image. The effect is comparable to the effect of
detector noise, which is discussed in the following. Therefore,
the limits of an acceptable amount of nonresonant background
while maintaining subdiffraction-limited contrast are similar
to the limits of acceptable detector noise.

To estimate the applicability of the difference-image
method under realistic experimental conditions, we calculate
the difference images considering quantum and detector noise.
For quantum noise the number of photons Np in each pixel
have to be considered, which will introduce a quantum noise
level of

√
Np (considering coherent states). Using longer

integration times the number of detected photons can be
increased to a level where quantum noise is not noticeable
at all, but here we want to give an estimation of experimental
conditions which still yield image acquisition times that can be
tolerated. In typical CARS experiments we find a photon flux
of approximately 106 photons/s using a 80-MHz laser system,
which we use as basis for our estimations. With an optimized
laser system at a lower repetition rate of, for example, 1 MHz
using the same average power levels, the CARS photon flux
is improved to approximately 6.4 × 109 photons/s without
introducing multiphoton damage to the sample [26]. Based
on this photon flux estimations we consider integration times
between 100 ms and 100 μs for laser repetition rates between
80 and 1 MHz, respectively, giving a maximum number of
photons per pixel of 105. Acquiring images with 100 × 100
pixels this yields image acquisition times between 17 min
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FIG. 9. (Color online) (a) Test sample simulating fine structure of e.g. brain tissue. By calculating the convolution of the test image with the
excitation profile, a CARS image was obtained for the case that (b) no control light field was applied and the case (c) that a control light field
was applied that resulted in an excitation profile with a FWHM of 18 nm shown in Fig. 7(c). While in (b) no subdiffraction-limited features
are resolved in (c) the fine structure of the test sample is visible on top of the diffraction-limited background. The background can be removed
by calculating a difference image between (b) and (c). Due to the coherent nature of the CARS process (d) a difference image from intensity
images generates aberrations in the boundary area in contrast to (g) a difference image from the electric field amplitude. As experimental
images always contain noise both cases have been considered with (d) and (g) quantum noise only (maximum photon number of 105) and an
additional detector noise of (e) and (h) 0.58% rms and (f) and (i) 2.31% rms.

and 1 s. The considered photon flux features photon number
fluctuations of 0.3%, which we find to generate no noticeable
reduction of the image contrast [see Figs. 9(d) and 9(g)].
Therefore, the effect of quantum noise will be negligible as
soon as detector noise is present.

In order to illustrate the influence of detector noise,
which overwhelms the quantum noise in most cases, we
consider two noise levels by adding randomly up to 1000
photons (1.0% amplitude, 0.58% rms) and 4000 photons

(4% amplitude, 2.31% rms) to each pixel in Figs. 9(b) and
9(c), respectively. These values for detector noise are easily
achievable in experimental setups even with poor detectors
and can be reduced strongly using a detector such as, for
example, the photon counting module MP993 (Excelitas
Technologies, maximum of 107 counts/s with less than 10
dark counts/s). If the difference image is calculated from the
CARS intensity images [Figs. 9(b) and 9(c)] the noise adds
up linearly allowing a good contrast in the difference image
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[Figs. 9(e), 0.58% rms noise; and 9(f), 2.31% rms noise)
but with image distortions in the boundary area as discussed
above. In case the image reconstruction is calculated from the
square root of the intensity images, the image distortions can
be avoided, However, the noise is strongly enhanced in the
boundary area of the image due to the lower signal-to-noise
ratio. Nevertheless, the structure of the test image was still
clearly visible [Figs. 9(h), 0.58% rms noise; and 9(i), 2.31%
rms noise]. Although these noise considerations are rather
qualitative they show that the image reconstructions in Fig. 9
are a realistic way to reach an image resolution well below the
diffraction limit.

F. Intensity considerations

The intensity values necessary for a ground-state depletion
of 50% depend strongly on the kind of transition chosen
and on the individual transition probabilities. Especially in
biological samples these power values are not known but
it seems likely that an excitation of a vibrational transition
might be the best choice in such a case, because, although the
transition probability is lower than for an electronic transition,
the damage threshold is typically much higher for biological
samples in the IR region. A ground-state depletion by 50%
in a liquid biological sample using mid-IR radiation has been
reported by Ventalon et al. [27]. The needed intensity can
be estimated to be 200 MW/cm2 for pulses with a duration of
35 ps, which is sufficiently low to avoid multiphoton ionization
or even multiphoton excitation.

The excitation of an electronic transition might also be
practical, especially in the case of nonorganic samples. For
example, using CARS microscopy for the investigation of
nanostructures [12], such as quantum dots, has become of
wide interest. This field has the strong need for higher spatial
resolution and the samples under investigation typically show a
high damage threshold for frequencies matching the electronic

transition. Using, for example, quantum dots even a population
oscillation could be demonstrated using a titanium:sapphire
laser with peak intensities of less than 70 kW/cm2 [28].

IV. CONCLUSION

In conclusion, we have numerically investigated a scheme
for subdiffraction-limited spatial resolution in CARS mi-
croscopy. The proposed scheme does not need any special
molecule properties such as high coherence times or nonradia-
tive (incoherent) coupling between energy states, thus making
this approach applicable to a huge variety of molecules. We
showed that, upon illuminating the sample with a control light
field, a CARS signal can be suppressed by 75% due to an
(effectively) incoherent population transfer from the ground
state to a vibrational or electronic state. Using two control
light fields to deplete the ground state to two control states
promises a suppression of the CARS signal by 94% which
can be enhanced even further by using more control states for
ground-state depletion.

We have numerically demonstrated the applicability to
subdiffraction-limited CARS microscopy by simulating 2D
image acquisition using realistic beam dimensions and a
donut-shaped control beam. The resolution was found to be
improved far beyond the diffraction limit down to 1.2 nm
and, similar to STED, the practical limit is only the applied
power. For the case that the suppression is limited to 75%
we demonstrated that subdiffraction-limited spatial resolution
is possible by calculating difference images, which allowed
image reconstruction with good contrast while a high noise
level was present.
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