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We have calculated cross sections for electron impact ionization (EII) of P-like Fe!'* forming Si-like Fe'**.
We have used the flexible atomic code (FAC) and a distorted-wave (DW) approximation. Particular attention
has been paid to the ionization through the 3/ — nl’ and 2/ — nl’ excitation autoionization (EA) channels. We
compare our results to previously published FAC DW results and recent experimental results. We find that the
previous discrepancy between theory and experiment at the EII threshold can be accounted for by the 3/ — nl’
EA channels which were not included in the earlier calculations. At higher energies the discrepancy previously
seen between theory and experiment for the magnitude of the 2 — nl’ (n > 4) EA remains, though the difference
has been reduced by our newer results. The resulting Maxwellian rate coefficient derived from our calculations
lies within 11% of the experimentally derived rate coefficient in the temperature range where Fe!'* forms in

collisional ionization equilibrium.
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I. INTRODUCTION

Our understanding of laboratory and astrophysical plasmas
rests, in part, on knowledge of the underlying charge state
distribution (CSD) of the gas. Accurate CSD data are needed
to determine and model physical properties such as the thermal
structure and line emission of these plasmas [1-3]. Our work
here is relevant to collisionally ionized plasmas where the
CSD is determined by the balance between electron impact
ionization (EII) and electron-ion recombination [4].

Taking into account the EII data needs of the various
scientific and engineering communities, data are required
for essentially all charge states of all elements. However,
of particular importance are reliable data for Fe ions. For
example, tokamak and other plasma devices are typically
constructed using stainless steel containment vessels, making
Fe sputtered from the walls a common contaminant in the
plasma devices [5]. In astrophysics, Fe is cosmically abundant
and is seen in collisionally ionized sources such as the
Sun [6], stars [7], galaxies [8], clusters of galaxies [9], and
supernovae [10].

The EII cross section is the sum of direct ionization (DI)
channels and various autoionizing channels. An important
autoionization channel is collisional excitation to a state which
then autoionizes, a process commonly referred to as excitation-
autoionization (EA). The most recent comprehensive review
of EII theory and experiment is that of Dere [1] who covered
all charge states of all elements from hydrogen through zinc.
The vast majority of theoretical calculations for these systems
have been performed using a distorted wave (DW) approach.
Laboratory studies, though, have largely been limited to single
pass experiments using ions beams contaminated by a typically
unknown metastable fraction. Benchmark measurements exist
only for those few isoelectronic sequences such as H-, Li-,
and Na-like ions where one can generate pure ground state
beams. Experimental work for all other sequences are usually
compromised by unknown metastable fractions.

Linkemann et al. [11], Kenntner et al. [12], and more
recently Hahn ez al. [13—16] have carried out a sequence of EII
measurements using the TSR heavy ion storage ring combined
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with a merged electron-ion beams arrangement. The storage
ring geometry allows one to store the ions long enough for
essentially all of the metastable levels to radiatively decay to
their ground state. The resulting EIl measurements provide
unambiguous benchmark data for theory. The isoelectronic
sequences studied to date include Li-like Si''* and C1'4* [12],
Be-like S'?* [16], B-like Mg’* [13], Na-like Fe'>* [11],
Si-like Fe'?* [14], P-like Fe'!* [15], and S-like Fe'®* and
Cl-like Fe®* [Hahn et al. (in preparation)].

A comparison of the Fe''* and Fe'’* results of Hahn
et al. [14,15] with the recommended EII data of Dere [1] finds
interesting discrepancies between theory and experiment. The
measurements found that starting from the 3p EII threshold
and extending up to the opening of the 2/ EA channels (where
[ is the orbital angular momentum of the electron), theory
falls below the experimental results for those systems which
can undergo EA through excitation of a 3s electron. Hahn
et al. [14,15] propose that this is due to the omission in the
theoretical results of the 3s EA channel. They also found that
theory lies above the experimental results at higher energies,
when EA becomes possible via excitation of a 2! electron,
and attribute this to an underestimate by theory of radiative
stabilization versus autoionization for these higher energy
autoionizating states.

In an attempt to help resolve the issues raised by Hahn
et al. [14,15], we have carried out new calculations for EII of
Fe!'* forming Fe!?* . Particularly close attention has been paid
to the 3/ EA channels near the EII threshold and to the 2/ EA
channels which opens up at higher energies. In Sec. II of this
paper we describe the theoretical approach used. We present
results and compare with previously published theoretical and
experimental results in Sec. III. Lastly, a summary is given in
Sec. IV.

II. THEORY
A. Method

Ionization of an atomic system can proceed either via
a direct channel or via an indirect channel involving
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autoionization of an intermediate system. The direct single
ionization channel for an initial ion of charge state g+ results
in a final ion of charge state (¢ + 1)+. For any given atom A,
DI for this single ionization process can be written as

e~ 4+ ATt — AUTDF 4 20, (1)

Autoionization can proceed by way of a number of different
channels. EA by ejection of a single electron involves

e+ ATt 5 [AUDF fem — AUTDY 127 (2)

where the double star superscript signifies that the intermediate
state is autoionizing. EA can also result in the emission of
two or more electrons, a net multiple ionization event. Higher
order autoionization processes involve dielectronic capture,
which reduces the charge of the system and forms to a
resonant state [A~D+]** followed by double autoionization,
forming an A“*D* jon. This is known as resonant excitation
double autoionization (REDA) if the two electrons are released
sequentially and resonant excitation autodouble ionization
(READI) if the two electrons are ejected simultaneously
[11,17-19]. Neither of these channels are expected to con-
tribute significantly to the total EII cross section for Fe!'*. The
collisional excitation strengths for both the DI and EA channels
are much greater than the dielectronic capture strengths for the
REDA and READI channels. Hence we only consider DI and
EA here.

We treat the direct and indirect ionization processes as
independent. The total single ionization cross section is then

given by
O =D of +) o B, 3
f J

where o?' is the direct ionization cross section to the level
fof ATVt and of* is the collisional excitation (CE)
cross section in the A" ions to the level j which can then
undergo autoionization by the emission of a single electron to
form A“*D+ with a branching ratio (BR) of B?. The BR for
autoionization of level j by emission of a single electron can
be expressed as
. LLAYB[+ Y, A B!
! Zk A?k + ZS A;x ’
where A7, is the autoionization rate from j to any level k of
A@tD* and A" is the radiative decay rate of A’* from j to
s. Some of the k levels may lie above the ionization limit for
AW+D+ and can further autotionize to form A+, resulting
in a net double ionization event. The factor B; accounts for the
fraction of those k levels in A*D* which radiatively relax
instead, resulting in a net single ionization event. Similary,
some of the s levels may still lie above the ionization limit
for A" but can still radiatively relax to a bound state of
A", resulting in no net ionization. The term B? accounts for
the fraction of those s levels in A9 which autoionize by the
emission of a single electron, resulting in a net single ionization
event. All of the branching ratios in Eq. (4) must be solved for
recursively.
Cross sections were calculated using the flexible atomic
code (FAC) [20] with a DW approximation. FAC uses a
partial wave expansion for the continuum states. The expansion

“4)
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extends out to a maximum total orbital angular momentum
Imax- The value used for /,,,x for a given transition at a given
collision energy was determined by increasing /;,,x until there
was less than a 5% difference between the total cross section
for [h.x + 1 relative to the total cross section for /. Values
of up to /nax = 36 were used in the present calculations.

Data were generated at 20 different energies starting from
near the EII threshold for DI and near the excitation threshold
for CE. The calculations were carried out to about eight times
the relevant threshold energy. The cross sections between
energy grid points were interpolated with a standard cubic
spline method. The potential used for the cross section is
the post form of the scattering amplitude where all incident,
scattered, bound, and ejected electrons see a yN-1 potential,
where N is the total number of bound electrons in initial target
ion [21,22]. One can also use the so-called prior form of the
potential. In that case the incident and scattered electrons are
calculatedina V" potential but the bound and ejected electrons
ina VV=! potential [21,22]. We found no significant difference
between these two approaches and used the post form for the
results presented here.

B. Ionization channels considered

DI of a 3/ electron for ground state Fe!'* can be expressed
as

3523p?

e +2522p°3s523p3 4S3/2 — 2522p° 3
3s3p

} +2¢7. (5)

We do not include DI of a 2/ electron because the resulting
2l-hole system is predicted to autoionize 91% of the time to
form Fe!** [23], resulting in a net double ionization process.

The 3/ EA channel opens up at the ionization threshold
for the ground state. The first step in this EA process can be
expressed

3[s, p1*

4+ 2522p%35%3p 455, — 2572 6{
e §T2p 387 I3P 932 S§ 2p 3[s,p]33d

}nl’ +e,
(6)

where 3[s, p]” indicates that m electrons are distributed be-
tween the s and p orbitals, n > 4, and we included only I’ < 5.
We consider both single electron excitation (3/ — nl’) and
double electron excitation (3[s, p]2 — 3i[nl"). Both excitations
generate a system lying in the continuum of the initial ion.
The system can then stabilize either to a bound system via
autoionization (AI)

(7

35, pl
AI—>2s22p6{ Ls. ] }+Ze,

3[s,p1*3d

resulting in a net single ionization process, or it can relax via
radiative decay (RD)

3[s, pP°
3[s, p1*3d
?»[s,p]33d2

RD — 2s522p° +hv+e, (8)

leaving the charge state of the initial ion unchanged.
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The 2/ EA channel for excitation into the n = 3 shell begins
as

3s23p* te ©)
3s23p33d | © ¢

Net single ionization occurs when the system undergoes
autoionization via

e +2522p®3523p° 4S3/2 — 217{

3[s, pl*
Al 28] p3] 420, (10)
3[s,p1°3d
The system can also stabilize by fluorescing
3[s,pP°
RD — o¢] 3L p4] Yhvte, (11)
3[s,p1*3d

resulting in no net ionization.

The 2/ EA channel via 2] — nl’ (n > 4) excitations begins
with

e” +25%2p%3s23p 483, — 2073s%3pnl’ + €7, (12)
where we considered only I’ < 5. These excitation channels
can undergo autoionization or radiative stabilibization via

2183[s, p]*
Al — { 2133[s, pPPnl’ } + 2¢7, (13)
2073[s, p1°
3[s,p)? _
RD — 28 h } 14
~ {3[s,p]4nl’}+ e o

Additional care must be taken in the Al channels to account
for the fact that the 2133[s, p1°nl’ (n > 6) and 2173[s, p]° levels
lie above the ionization threshold of Fe'?* and can further
autoionize to form Fe!3*. The AI and RD channels for the
2183[s, p]*nl’ configurations are given by

Al — 2183[s, pP 4+ ¢, (15)
RD — 218{ 3s. 1" } + hv, (16)
3[s,p]33d
and for the 2/73[s, p]° configurations by
Al — 21%3[s, plP 4+ ¢, (17
RD — 21%3[s, p1* + hv. (18)

Clearly neither of these two Al channels contribute to the Fe!!+
single ionization cross section.

III. RESULTS AND DISCUSSION

Various theoretical and experimental results for EIl of
ground state Fe!'* are shown in Fig. 1. The solid blue
curve gives the FAC results of Dere [1]. Also plotted are the
experimental results of Hahn ez al. [15]. We have not included
the earlier experimental results of Gregory et al. [24] as the
unknown metastable fraction in their ion beam precludes an
unambiguous comparison between theory and experiment.

Our total EII cross section is given by the solid red curve.
The various components to this are plotted using colored dotted
curves. The black one shows the 3/ DI data. DI starts at
Ey =326.32 eV, which is the calculated ionization energy
of a 3p electron. This is in reasonable agreement with the
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FIG. 1. (Color) EII cross section for ground state Fe!'* forming
Fe!?*. Our total FAC results are shown by the solid red curve and
the various components by the colored dotted curves: 3/ DI in black,
3l — nl’ (4 < n < 35)EA inblue, 2/ — 3!/’ EA in green, and 2] —
nl’ (4 < n < 10)inred. The earlier FAC results of Dere [1] are shown
in blue. The experimental data of Hahn et al. [15] are plotted using
the large filled circles and their 1o experimental uncertainty is shown
by the small filled circles.

ionization energy of 330.79 eV given by the NIST Atomic
Spectra Database [25]. The 3/ EA results for excitation to
4 < n < 35 are plotted in blue. Our 2/ — 3!’ EA calculations
are given in green; and for EA via 2l — nl’ (4 < n < 10), the
results are shown in red.

From the EII threshold to about 700 eV, the theoretical
results of Dere [1] and our 3/ DI results both fall below the
experimental results of Hahn ez al. [15]. We find that the 3/ EA
channel can account for this difference. Below about 700 eV,
our total cross section includes only these two channels. Ex-
cellent agreement between our results and the measurements
can be seen in this energy range. It appears that Dere has left
out many significant 3/ EA channels from his results.

Our calculations indicate that about 85% of the 3/ EA
channel arises from dipole-forbidden transitions. Some of the
strongest of these channels include excitations from 3s to
ns (n =7-12),7d, 7f, and 8 f as well as the 3s3p to 3dS5 f
two-electron transition. For each of these channels, the peak
cross section oG is over 1 x 107! cm® and B is greater
than 0.99. Our calculated results include contributions from
excitations to 4 < n < 35. The peak 3/ EA cross section from
any individual higher n level is less than 0.5% of the peak in
the total 3] — nl’ (4 < n < 35) EA cross section.

The 21 — 3/ EA channel opens up at about 700 eV.
The largest contributions to this EA channel are due to
the 2p — 3d dipole-allowed transition and the 2p — 3p
dipole-forbidden transition. For these channels, oCE is greater

max
than 5 x 102! cm? and B;‘ is greater than 0.95. For excitation

of the 2s electron transition, o.SE is smaller than 5 x 1072! cm?
and Bj is greater than 0.97. About 35% of all 2/ — 3l EA
channels arises from dipole-forbidden transitions.

As can be seen in Fig. 1, the theoretical 2/ — 3/ EA
channel appears to turn on about 20 eV higher in energy

than the experimental data. We predict that this channel opens
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up starting with the 2p — 3p excitation at 703 eV. But
experimental data turn on at about 680 eV. We attribute this
difference to REDA and READI not being accounted for in
our calculation. In the 680-700 eV energy range, each process
can proceed via the dielectronic capture processes

e” +25%2p%3s23p* 483, — 21731"nl" . (19)

REDA can occur for n > 5 via the sequential autoionization
processes

21731/6}1[” — 21831/4nl//+67 — 2183[/44_267’ (20)

and READI can occur for n > 3 by simultaneous two electron
emission through

20731001 — 2331"* + 2¢™. 21

A detailed study of REDA and READI is beyond the scope of
this paper and we have not pursued this issue further.

At about 860 eV the 2/ — nl’ (n > 4) EA channels open
up. Some of the strongest excitations include the 2p — 4d and
5d dipole-allowed transitions as well as the dipole-forbidden
2p — 4p,4d, and 5p, and 25 — 4s transitions. All of these
have values of oSE greater than 1.0 x 1072 cm?. The
autoionization BR is typically greater than 0.93 for these
excitations. Dipole-forbidden transitions contribute about 35%
to the total 2] — nl’ (n = 4-10) EA cross section, similar to
the situation for 2/ — 31/’ EA.

The contribution of the 2 — nl’ (n > 4) EA cross section
decreases rapidly as n increases. This is due to autoionization
of the intermediate 2/73s23p®nl’ level to the 2I%3[s, p°nl’
(n > 6) and 2173[s, p]5 levels becoming more likely than
radiative stabilization. These levels can then further autoionize
resulting in a net double ionization event and a corresponding
reduction in the single ionization cross section, as shown by
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FIG. 2. EA cross section for ground state Fe'!'* forming Fe!?*
via 21 — nl’ excitations for labeled n levels. The solid curve shows
the cross section setting Bj = 1.0 which assume all excitations result
in a net single ionization event. Taking into account that some of the
excitations can result in a net double ionization event forming Fe'3*,
the actual branching ratios can be significantly less than one, resulting
in a much reduced cross section, as shown by the dotted curves. As
a result, the net single ionization 2/ — nl EA cross section becomes
insignificant forn > 11.

PHYSICAL REVIEW A 86, 022701 (2012)

the dotted curves in Fig. 2. By the time one reaches n = 10,
the contribution of this EA channel to the single ionization
cross section has become negligible.

According to our calculations, 21 — nl’ (n > 4) EA starts
from the 2p — 4s excitation at 859 eV with a clear, nearly
steplike increase seen in the predicted cross section. However,
no such corresponding increase is observed in the experimental
results. Although the calculated total EII cross section does
lie within the experimental uncertainty at these energies,
that does not mean we find good agreement in this range.
The experimental uncertainty represents primarily a uniform,
multiplicative shift up or down to the data due to the ion current
normalization. Were there a steplike increase in the measured
cross section as large as that predicted by theory, then it would
be clearly visible in the data. If there is a theoretical explanation
for this difference, it is not obvious. We have verified the
convergence of our calculations by increasing the partial wave
expansion up to /y,x = 50 and find that the results do not
change. We have also checked for the effects of configuration
interaction (CI) between different 2173523 p>nl’ configurations
for n = 3-10 using the same approach as we did for our CI
studies of dielectronic recombination for Fe!>* [26]. However,
we find that the CI does not change our results. We do note,
though, that at these energies our results are in better agreement
with the experimental data than the previous FAC calculation
of Dere [1].

We have generated a Maxwellian rate coefficent oy(7,)
for plasma modeling from our calculated EII cross section.
Figure 3 shows the resulting rate coefficient compared the
experimentally-derived rate coefficent of Hahn et al. [15]
and the FAC results of Dere [1]. Also shown in the figure is
the temperature range where Fe!'* is predicted to form in a
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FIG. 3. EII rate coefficient for ground state Fe''* forming Fe'>*
derived from the present calculation. Also shown are the rate coeffi-
cients derived from the recent experiment of Hahn ez al. [15] and from
the previous FAC calculation by Dere [1]. Additionally displayed
are the differences between these calculated rate coefficients and
the experimental rate coefficient, divided by the experimental rate
coefficient. Arrows are placed next to the curves to clarify the axis
from which values are to be read off. The vertical dotted lines show
the temperature range for collisional ionization equilibrium where
the Fe''* ion abundance is greater than 1% with the middle dotted
line showing the temperature of maximum ion abundance [4].
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TABLE [ Fifth-order polynomial fitting
parameters used to reproduce the scaled ionization
rate coefficient p(x).

a;

1.981190 x 1073
—6.820722 x 1073
2.714360 x 10~*
—4.361066 x 10~
2.922002 x 10~*
—6.392124 x 1073

DN A~ WD = O

2See Egs. (22)—(24) in text.

collisionally ionized plasma [4]. In this range, our theoretical
rate coefficient lies within 11% of the experimental results.
This is to be contrasted with the results of Dere [1] which can
differ from the experimental results by up to 25% over this
range.

For convenience in plasma modeling we have fitted our
calculated Maxwellian rate coefficient using the Burgess-
Tully-type scaling [1] and a fifth-order polynomial. The
temperature 7, was scaled as

In2
=1-—7F, (22)
In(z + 2)
where t = kg7, /Ey. The rate coefficient oy was scaled as
p =1"2Een(T,)/Ei(1/1), (23)

where E; is the first exponential integral. The scaled rate
coefficient was fitted by the polynomial form

0= Zaixi. (24)
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The fit parameters are listed in Table I. The fit reproduces
our calculated rate coefficient a;(7,) to within 1.3% over the
temperature range 7, = (1 x 10%)—(1 x 10%) K.

IV. SUMMARY

We have calculated EII of P-like Fe''* forming Si-like
Fe!?* using FAC and a DW approximation. We focused
our attention on the discrepancy between experiment and
the previous FAC results. At the EII threshold, we find
that inclusion of the 3/ — nl’ EA channel can remove the
discrepancy compared to the older FAC results. At higher
energies, our more careful treatment of the 21 — nl’ (n > 4)
EA reduces the discrepancy between experiment and theory,
but does not remove it. At temperatures where Fe!!* forms
in collisionally ionized plasmas, our FAC rate coefficient lies
within 11% of the experimentally derived rate coefficient. This
is an improvement over the up to 25% difference seen with the
earlier FAC results.
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