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We derive exact general relations between various observables for N spin-1/2 fermions with zero-range
or short-range interactions, in continuous space or on a lattice, in two or three dimensions, in an arbitrary
external potential. Some of our results generalize known relations between the large-momentum behavior of the
momentum distribution, the short-distance behaviors of the pair distribution function and of the one-body density
matrix, the norm of the regular part of the wave function, the derivative of the energy with respect to the scattering
length or to time, and the interaction energy (in the case of finite-range interactions). The expression relating the
energy to a functional of the momentum distribution is also generalized. Moreover, we find expressions (in terms
of the regular part of the wave function) for the derivative of the energy with respect to the effective range r, in
three dimensions (3D), and to the effective range squared in two dimensions (2D). They express the fact that the
leading corrections to the eigenenergies due to a finite-interaction range are linear in the effective range in 3D
(and in its square in 2D) with model-independent coefficients. There are subtleties in the validity condition of
this conclusion, for the 2D continuous space (where it is saved by factors that are only logarithmically large in
the zero-range limit) and for the 3D lattice models (where it applies only for some magic dispersion relations on
the lattice that sufficiently weakly break Galilean invariance and that do not have cusps at the border of the first
Brillouin zone; an example of such relations is constructed). Furthermore, the subleading short-distance behavior
of the pair distribution function and the subleading 1/ k° tail of the momentum distribution are related to d E /dr,
[or to dE/3(r?) in 2D]. The second-order derivative of energy with respect to the inverse (or the logarithm in
the two-dimensional case) of the scattering length is found to be expressible for any eigenstate in terms of the
eigen-wave-function’s regular parts; this implies that, at thermal equilibrium, this second-order derivative, taken
at fixed entropy, is negative. Applications of the general relations are presented: We compute corrections to
exactly solvable two-body and three-body problems and find agreement with available numerics; for the unitary
gas in an isotropic harmonic trap, we determine how the finite-1/a and finite-range energy corrections vary within
each energy ladder (associated with the SO(2,1) dynamical symmetry) and we deduce the frequency shift and the
collapse time of the breathing mode; for the bulk unitary gas, we compare to fixed-node Monte Carlo data, and
we estimate the deviation from the Bertsch parameter due to the finite interaction-range in typical experiments.
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I. GENERAL INTRODUCTION

The experimental breakthroughs of 1995 having led to the
first realization of a Bose-Einstein condensate in an atomic
vapor [1-3] have opened the era of experimental studies of
ultracold gases with non-negligible or even strong interactions
and in dimension lower than or equal to three [4—8]. In these
systems, the thermal de Broglie wavelength and the typical
distance between atoms are much larger than the range of
the interaction potential. This so-called zero-range regime has
interesting universal properties: Several quantities such as the
thermodynamic functions of the gas depend on the interaction
potential only through the scattering length a, a length that
can be defined in any dimension and that characterizes the
low-energy scattering amplitude of two atoms.

This universality property holds for the weakly repulsive
Bose gas in three dimensions [9] up to the order of expansion
in (na®)!/? corresponding to Bogoliubov theory [10,11], with
n being the gas density. It also holds for the weakly repulsive
Bose gas in two dimensions [12-15], even at the next order
beyond Bogoliubov theory [16]. For a much larger than the
range of the interaction potential, the ground state of N bosons
in two dimensions is a universal N-body bound state [17-21].
In one dimension, the universality holds for any scattering
length, as exemplified by the fact that the Bose gas with zero-
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range interaction is exactly solvable by the Bethe ansatz both
in the repulsive case [22] and in the attractive case [23-25].

For spin 1/2 fermions, the universality properties are
expected to be even stronger. The weakly interacting regimes
in three dimensions (3D) [26-31] and in two dimensions
(2D) [32] are universal, as well as for any scattering length in
the Bethe-ansatz-solvable one-dimensional (1D) case [33,34].
Universality is also expected to hold for an arbitrary scattering
length even in 3D, as was recently tested by experimental
studies on the BEC-BCS crossover using a Feshbach resonance
(see Ref. [8], references therein, and, e.g., Refs. [35-52]) and
in agreement with unbiased quantum Monte Carlo calculations
[53-59]; and in 2D, a similar universal crossover from BEC
to BCS is expected when the parameter In(kra) [where kg
is the Fermi momentum] varies from —oo to 400 [60-67].
Mathematically, results on universality were obtained for the
N-body problem in 2D [68]. In 3D, mathematical results were
obtained for the three-body problem (see, e.g., Refs. [69-73]).
The universality for the fermionic equal-mass N-body problem
in 3D remains mathematically unproven.'

"The proof given in Ref. [68] that, for a sufficiently large number of
equal-mass fermions, the energy is unbounded from below is actually
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Universality is also expected for mixtures in 2D [64,77,78],
and in 3D for Fermi-Fermi mixtures below a critical mass ratio
[76,77,79,80]. Above a critical mass ratio, the Efimov effect
takes place, as it also takes place for bosons [81,82]. In this
case, the three-body problem depends on a single additional
parameter: the three-body parameter. The Efimov physics is
presently under active experimental investigation [8§3-89]. It
is not the subject of this paper (see Ref. [90]).

In the zero-range regime, it is intuitive that the short-range
or high-momentum properties of the gas are dominated by
two-body physics. For example, the pair distribution function
g@(ryp) of particles at distances r, much smaller than the
de Broglie wavelength is expected to be proportional to the
modulus squared of the zero-energy two-body scattering-
state wave function ¢(ry2), with a proportionality factor A,
depending on the many-body state of the gas. Similarly, the
tail of the momentum distribution n(k), at wave vectors much
larger than the inverse de Broglie wavelength is expected to be
proportional to the modulus squared of the Fourier component
@ (k) of the zero-energy scattering-state wave function, with a
proportionality factor A, depending on the many-body state of
the gas: Whereas two colliding atoms in the gas have a center of
mass wave vector of the order of the inverse de Broglie wave-
length, their relative wave vector can access much larger val-
ues, up to the inverse of the interaction range, simply because
the interaction potential has a width in the space of relative
momenta of the order of the inverse of its range in real space.

For these intuitive reasons, and with the notable exception
of one-dimensional systems, one expects that the mean
interaction energy Ej, of the gas, being sensitive to the shape
of g at distances on the order of the interaction range, is not
universal but diverges in the zero-range limit; one also expects
that, apart from the 1D case, the mean kinetic energy, being
dominated by the tail of the momentum distribution, is not
universal and diverges in the zero-range limit, a well-known
fact in the context of Bogoliubov theory for Bose gases and
of BCS theory for Fermi gases. Since the total energy of the
gas is universal, and Ejy is proportional to A, while Ey,
is proportional to A,, one expects that there exists a simple
relation between A, and A,,.

The precise link between the pair distribution function, the
tail of the momentum distribution, and the energy of the gas
was first established for one-dimensional systems. In Ref. [22]
the value of the pair distribution function for r;; = 0 was

incorrect, since the fermionic antisymmetry was not properly taken
into account. A theorem was published without proof in Ref. [74]
implying that the spectrum of the Hamiltonian of N, same-spin-
state fermions of mass m, interacting with a distinguishable particle
of mass m, is unbounded below, not only for m; = m and large
enough N, but also for Ny = 3 and m,/m | larger than the critical
mass ratio 5.29.... No proof was found yet for this theorem; it
was only proven that no Efimov effect occurs for Ny =3, N| =1
provided m4/m is sufficiently small [75]. It was recently shown
that a four-body Efimov effect occurs in this (3 + 1)-body problem
(for an angular momentum / = 1 and not for any other / < 10) and
makes the spectrum unbounded below; however, for a widely different
critical mass ratio my /m 2~ 13.384 [76], which sheds some doubts
on Ref. [74].
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expressed in terms of the derivative of the gas energy with
respect to the one-dimensional scattering length, thanks to the
Hellmann-Feynman theorem. In Ref. [91] the tail of n(k) was
also related to this derivative of the energy, by using a simple
and general property of the Fourier transform of a function
having discontinuous derivatives in isolated points.

In three dimensions, results in these directions were
first obtained for weakly interacting gases. For the weakly
interacting Bose gas, Bogoliubov theory contains the expected
properties, in particular on the short-distance behavior of the
pair distribution function [92-94] and the fact that the momen-
tum distribution has a slowly decreasing tail. For the weakly
interacting spin-1/2 Fermi gas, it was shown that the BCS
anomalous average (or pairing field) (1% (rl)lﬁ 1(r2)) behaves
at short distances as the zero-energy two-body scattering
wave function ¢(r1») [95], resulting in a g® function indeed
proportional to |¢(r,)|? at short distances. It was however
understood later that the corresponding proportionality factor
A, predicted by BCS theory is incorrect [96]; for example, at
zero temperature the BCS prediction drops exponentially with
1/a in the noninteracting limit @ — 07, whereas the correct
result drops as a power law in a.

More recently, in a series of two articles [97,98], explicit
expressions for the proportionality factors A, and A, were
obtained in terms of the derivative of the gas energy with re-
spect to the inverse scattering length for a spin-1/2 interacting
Fermi gas in three dimensions and for an arbitrary value of the
scattering length; that is, not restricted to the weakly interacting
limit. Later on, these results were rederived in Ref. [99-101],
and also in Ref. [102] with very elementary methods building
on the aforementioned intuition that g®(r1») o |p(ri»)|? at
short distances and n(k) o |¢(k)|? at large momenta. These re-
lations were tested by numerical four-body calculations [103].
Anexplicit relation between A, and the interaction energy was
derived in Ref. [101]. Another fundamental relation discovered
in Ref. [97] and recently generalized in Refs. [104,105] to
fermions in 2D expresses the total energy as a functional of
the momentum distribution and the spatial density.

II. CONTENTS

Here we derive generalizations of the relations of Refs. [22,
91,97,98,101,104,105] to two-dimensional gases and to the
case of a small but nonzero interaction range (both on a lattice
and in continuous space). We also obtain results for the first-
order derivative of the energy with respect to the effective
range, as well as for the second-order derivative with respect
to the scattering length. We shall also include rederivations
of known relations using our elementary methods. We treat
in detail the case of spin-1/2 fermions, with equal masses
in the two spin states, both in three dimensions and in two
dimensions. The discussion of spinless bosons and arbitrary
mixtures is deferred to another article, because it may involve
the Efimov effect in three dimensions [106].

This article is organized as follows: Models, notations and
some basic properties are introduced in Sec. III. Relations for
zero-range interactions are summarized in Table II and derived
for pure states in Sec. IV. We then consider lattice models
(Table III and Sec. V) and finite-range models in continuous
space (Table IV and Sec. VI). In Sec. VII we derive a
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TABLE I. Notation for the regular part A of the N-body wave function appearing in the contact conditions [first line, with R;; = (r; +r;)/2
fixed], for the scalar product between such regular parts (second line) and for corresponding matrix elements of operators H;; acting on R;;

and on the ry, k # i, j (third line).

Three dimensions

Two dimensions

Yy, ....ry) =0 (i - %)Aij(Rip(l'k)k;éi,j) + O(rij) (1a) Yy, ...,ry) =0 ln(rij/a)Aij(Rij,(l'k)k;éi,j) + O(rij) (1b)
rij— J rij—>

(AD,A?) = s I [Tivi ) ddrk)ddRijA,(y*(Rija(rk)kyéi.j)A,(jz')(Rij7(rk)k7£i,j) 2

(ADHAD) = 37, [ (Tar,; dre)d Rij AL R (rdis ) Hij A (R (R i ) 3)

model-independent expression for the correction to the energy
due to a finite range or a finite effective range of the interaction,
and we relate this energy correction to the subleading short-
distance behavior of the pair distribution function and to the
coefficient of the 1/k® subleading tail of the momentum
distribution (see Table V). The case of general statistical
mixtures of pure states or of stationary states is discussed
in Sec. VIII, and the case of thermodynamic equilibrium
states in Sec. IX. Finally, we present applications of the
general relations: For two particles and three particles in
harmonic traps we compute corrections to exactly solvable
cases (Secs. X A and X B). For the unitary gas trapped in an
isotropic harmonic potential, we determine how the equidis-
tance between levels within a given energy ladder [resulting
from the SO(2,1) dynamical symmetry] is affected by finite
1/a and finite-range corrections, which leads to a frequency
shift and a collapse of the breathing mode of the zero-
temperature gas (Sec. X C). For the bulk unitary gas, we check
that general relations are satisfied by existing fixed-node
Monte Carlo data [107-109] for correlation functions of the
unitary gas (Sec. X D). We quantify the finite-range corrections
to the unitary gas energy in typical experiments, which is
required for precise measurements of its equation of state
(Sec. X E). We conclude in Sec. XI.

III. MODELS, NOTATIONS, AND BASIC PROPERTIES

We now introduce the three models used in this work to
account for interparticle interactions and associated notations,
together with some basic properties to be used in some of the
derivations.

For a fixed number N,; of fermions in each spin state o =
1,1, one can consider that particles 1, ...,N; have a spin 1
and particles Ny + 1, ...,Ny + N, = N have a spin |, so that
the wave function ¥ (ry, . ..,ry) (normalized to unity) changes
sign when one exchanges the positions of two particles having
the same spin.”

A. Zero-range model

In this well-known model (see, e.g., [81,82,110-115] and
references therein) the interaction potential is replaced by

>The corresponding state vector is W) =
[NU(NAN DAY, ..oy oo d) ® [¥)  where  there  are
N; spins 1 and N, spins |, and the operator A antisymmetrizes
with respect to all particles. The wave function ¥ (ry, ... ,ry) is then
proportional to ({1, ..., 1 {,....4|® (r1,...,ryD|¥), with the
proportionality factor [N!/(N4!N, ]2

boundary conditions on the N-body wave function: For any
pair of particles i # j, there exists a function A;;, hereafter
called the regular part of v, such that Table I, Eq. (1a) holds in
the 3D case and Table I, Eq. (1b) holds in the 2D case, where the
limit of vanishing distance r;; between particles i and j is taken
for a fixed position of their center of mass R;; = (r; +r;)/2
and fixed positions of the remaining particles (ry ), ; different
from R;;. Fermionic symmetry of course imposes A;; = 0 if
particles i and j have the same spin. When none of the r;’s
coincide, there is no interaction potential and Schrodinger’s
equation reads Hy(ry, ...,ry) = EY(ry, ..., ry) with H =
—% ZINZI Ay, + Hyp, where m is the atomic mass and the
trapping potential energy is

N
Hep = Y U(r), (1)
i=1

U being an external trapping potential. The crucial difference
between the Hamiltonian H and the noninteracting Hamilto-
nian is the boundary condition Table I, Eqs. (1a) and (1b).

B. Lattice models

These models are used for quantum Monte Carlo cal-
culations [53-56,58,116]. They can also be convenient for
analytics, as used in Refs. [15,16,102,117] and in this work.
Particles live on a lattice; that is, the coordinates are integer
multiples of the lattice spacing b. The Hamiltonian is

H = Hyin + Hin + Htrapv (2)
with, in first quantization, the kinetic energy
-
Hkin = 5 Ar,-s (3)
2m P
the interaction energy
Hi =80 Sra,b™, )
i<j

and the trapping potential energy defined by (1); namely, in
second quantization,

d‘k 4
Hin = Y [ S (e ) )
Hine = g0 Y _ bYW v v, ), 6)
Hyp = Y B U@ Y0 )(X). (7)
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Here d is the spatial dimension, e is the dispersion
relation, and v/ obeys discrete anticommutation relations
(W (). 0), ()} = b48,85. The operator cl.(k) creates a
particle in the plane wave state |k) defined by (r|k) =
e’®T for any k belonging to the first Brillouin zone D =
(—%,%]‘1. The corresponding anticommutation relations are
{c(,(k),cj,,(k/)} = (27)%8,4:8(k — K') if k and k' are both in
the first Brillouin zone.® The operator A in Eq. (3) is the
lattice version of the Laplacian defined by —?(r|Ar|k) =

ex(r|k). The simplest choice for the dispersioﬁ relation is
€ = hzkz/(Zm) [15,16,55,58,117]. Another choice, used in
Refs. [54,116], is the dispersion relation of the Hubbard model:
€ = % ZLI [1 — cos(k;b)]. More generally, what follows

applies to any e such that eg o R%k?/(2m) sufficiently

rapidly and €_x = e.

A key quantity is the zero-energy scattering state ¢(r),
defined by the two-body Schrodinger equation (with the center
of mass at rest):

h? 8.0
——Ar+ g0 ) $(r) =0 )
m b
and by the normalization conditions
1 1
¢(r) ~ — — —in 3D, )
r>»b r a
¢(r) =~ In(r/a) in 2D. (10)
r>b

A two-body analysis, detailed in Appendix A, yields the
relation between the scattering length and the bare coupling
constant gg, in three and two dimensions:

1 &Pk 1

-2 LZ —/ —_— (11)

80 dnha D (27'[)3 26k
1 4 d%*k 1
_Qim[_ m21n<“qe)+/ P ]
g  4—0 27h 2 p (2m)? 2(eq — €x)

(12)

where y = 0.577216 ... is Euler’s constant and P is the
principal value. This implies that (for constant b):

d (1/80) m .
WMO) = 5 in3D, (13)
dd/g) _ _ m . op. (14)

d(na) — 27h?
Another useful property derived in Appendix A is
2

b0 = - 3D, (15)
mgo
2

s =" o, (16)
mgo

which, together with Eqs. (13) and (14), gives

2 [—
poyp =TIV 5 (17)
m  dgo
2
B = XA on (18)
dgo

30therwise §(k — k') has to be replaced by the periodic version
2 _keermzi 0k —K —K).
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In the zero-range limit (b — 0 with g¢ adjusted in such a
way that a remains constant), it is expected that the spectrum
of the lattice model converges to the one of the zero-range
model, as explicitly checked for three particles in Ref. [117],
and that any eigenfunction ¥ (ry, ... ,ry) of the lattice model
tends to the corresponding eigenfunction of the zero-range
model provided all interparticle distances remain much larger
than b. For any stationary state, let us denote by 1/ky, the
typical length-scale on which the zero-range model’s wave
function varies; for example, for the lowest eigenstates, this is
on the order of the mean interparticle distance, or on the order
of a in the regime where a is small and positive and dimers
are formed. The zero-range limit is then reached if kypb < 1.
This notion of typical wave vector ki, can also be applied to
the case of a thermal equilibrium state, since most significantly
populated eigenstates then have a ky, on the same order; it is
then expected that the thermodynamic potentials converge to
the ones of the zero-range model when b — 0, and that this
limitis reached provided kiy,b < 1. For the homogeneous gas,
defining a thermal wave vector k7 by hzk%/(Zm) =kgT, we
have ki, ~ max(kp,kr)fora < Oand ki, ~ max(kr,kr,1/a)
fora > 0.

For lattice models, it will prove convenient to define the
regular part A by

w(l'l,...,l'i :Rija~"7rj :R,’j,...,l'N)
=¢(0A;; (R, (re)esi, ) (19)

In the zero-range regime ky,b < 1, when the distance r;;
between two particles of opposite spin is <1/ ki, while all the
other interparticle distances are much larger than » and than
7ij, the many-body wave function is proportional to ¢(r; — r;),
with a proportionality constant given by (19):

Yy, ..o ry) = o —r)A; (R, 0k ), (20)

where R;; = (r; +r;)/2. If, moreover, r;; > b, ¢ can be
replaced by its asymptotic form [Egs. (9) and (10)]. Since
the contact conditions [Table I, Eqs. (la) and (1b)] of
the zero-range model must be recovered, we see that the lattice
model’s regular part tends to the zero-range model’s regular
part in the zero-range limit.

C. Finite-range continuous-space models

Such models are used in numerical few-body correlated
Gaussian and many-body fixed-node Monte Carlo calcula-
tions (see, e.g., Refs. [5,65,103,107,118-120] and references
therein). They are also relevant to neutron matter [121]. The
Hamiltonian reads

Ny N
H=Hy+Y > V() 1)

i=1 j=N;+1

with Hy being defined by Eq. (3) where A, now stands
for the usual Laplacian, and V(r) is an interaction potential
between particles of opposite spin, which vanishes for » > b
or at least decays quickly enough for r > b. The two-
body zero-energy scattering state ¢(r) is again defined by
the Schrodinger equation —(h?/m)Ard + V(r)¢ = 0 and the
boundary condition (9) or (10). The zero-range regime is
again reached for kb < 1 with ky,, the typical relative wave
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TABLE II. Relations for spin-1/2 fermions with zero-range interactions. The definition (1) of C, as well as the relations in lines 3, 5, 6,
and 7, concern any (nonpathological) statistical mixture of states which satisfy the contact conditions [Table I, line 1] (with real wave functions
for line 7). Line 2 holds for any pure state; here A is the regular part of the wave function appearing in the contact condition, and (A, A) is
its squared norm (defined in Table I). Lines 4 and 8 hold for any stationary state. Lines 9—11 hold at thermal equilibrium in the canonical
ensemble. Line 12 holds for any time dependence of scattering length and trapping potential and any corresponding time-dependent statistical
mixture. Many of the 3D relations were originally obtained in Refs. [97,98] (see text), while the 2D relation (5b) was obtained in Ref. [105]
for the homogeneous system and in Ref. [104] (in a different form) for the general case.

Three dimensions

Two dimensions

C = limy_ 4ook*ny (K) (H

= (47)% (A,A) (2a) = (2m)%(A,A) (2b)

fd3Rg(2)(R +ER=5) ~ G (3a) fdzRg(z)(R +5R=) ~ Gopln’r (3b)
d(i{f/a) = Z%Cn (4) d(fm = ZZTCn (4b)

E—Eup= o + 5, [ G o0 = 5] G0 E = Ewp=limyo [~ B0 (A7) + 5, [y g Srne ] (5b)

J@RgG(R+ER—5) = No—Cr+0G7)  (6a) [@RE(R+5R =) = N+ £rInr +00?) (6b)
LYY, [ AR (R + R - ) LYY, [dPReD(R+ R — 1)
=N- = = 35 (E = Eugp — ZC)2 1 o(r?)  (Ta) =N+ =ri[In (L) = 1] = 25 (E — Eqap)r® +o(r?) (7b)
1 dZE" _ Anh? 2 \(A(" ),A("))|2 1 dzEn _ 27h2 2 |(A(“ )_A(»x))‘Z
2 d(—1/a)? _( m ) Zn/.E,,/#En En—E, (82) 2d(na? — (7) Zn’,E,,/#En En—E, (8b)
dE dF n2c dE dF n2c
(d(—l/a))s = (d(—l/a))T = dam (9a) (d(lnu))S = (d(lna))T = 21717 (9b)
2 2
(d(flfa)z)r <0 (10a) (d(dan)Z)T <0 (10b)
2 i 2=
(Fdlfa)z) <0 (11a) (Fmzm)s <0 (11b)
dE __ hC d(=1/a) dHyy dE __ n*C d(ln ) dHiry
At T 4mm dt +( dt F‘) (12&) dt T 2m ‘ +< dt T’) (12b)
vector.* Equation (20) again holds in the zero-range regime, Table I). In 3D these results were obtained in [98].° Here,

where A now simply stands for the zero-range model’s regular
part.

IV. RELATIONS IN THE ZERO-RANGE LIMIT

We now derive relations for the zero-range model. For some
of the derivations we will use a lattice model and then take the
zero-range limit. We recall that we derive all relations for pure
states in this section, the generalization to statistical mixtures
and the discussion of thermal equilibrium being deferred to
Secs. VIII and IX.

A. Tail of momentum distribution

In this subsection as well as in the following subsec-
tions IVB, IVD, IVE, and IVG, we consider a many-
body pure state whose wave function i satisfies the contact
condition [Table I, Eqs. (1a) and (1b)]. We now show that
the momentum distribution n,(k) has a o-independent tail
proportional to 1/k*, with a coefficient denoted by C [Table II,
Eq. (1)]. C is usually referred to as the “contact”. We shall also
show that C is related by Table II, Eqgs. (2a) and (2b) to the
norm of the regular part A of the wave function (defined in

“For purely attractive interaction potentials such as the square-well
potential, above a critical particle number, the ground state is a
collapsed state and the zero-range regime can only be reached for
certain excited states (see, e.g., [122] and references therein).

the momentum distribution is defined in second quantization
by ny(k) = (i, (K)) = (cj; (k)cy(k)) where ¢, (k) annihilates
a particle of spin o in the plane-wave state |k) defined by

(r|k) = *T; this corresponds to the normalization
dk
o (K 22
an )d” (k) = (22)

In first quantization,

2
ny (k) = Z/ (Hddrl) ‘/d‘irieik'rfiﬁ(rl,...,rl\;)

1#i
(23)

where the sum is taken over all particles of spin o': i runs from
1to Ny foro = 1, and from Ny +1to N foro = |.

Three dimensions. The key point is that, in the large-k limit,
the Fourier transform with respect to r; is dominated by the
contribution of the short-distance divergence coming from the
contact condition [Table I, Eq. (1a)]:

/d%,-e—“"“ Y(ry,...,ry)

. 1
ksoo /d3rieflk‘r’ Z fA,‘j(l'j,(lV)[;é[,j)- (24)

-
i Y

5The existence of the 1/k* tail had already been observed within a
self-consistent approximate theory [123].
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A similar link between the short-distance singularity of the
wave function and the tail of its Fourier transform was used
to derive exact relations in 1D in Ref [91]. From A(1/r) =

—4758(r), we have fd3re_“”} = k2 , so that

/d%e*"k*up (ry,....,ry)

vi%

S e A ()i ) (25)

JJ#i
One inserts this into (23) and expands the modulus squared.
After spatial integration over all the r;, [ # i, the crossed terms
rapidly vanish in the large-k limit, as they are the product of

€™ Tr) and of regular functions of r; and r;.° This yields
ny(K) iy C/k*, with the expression Table II, Eq. (2a) of C
—00

in terms of the norm (A, A) defined in Table I, Eq. (2).
Two dimensions. The 2D contact condition [Table I,
Eq. (1b)] now gives

/dzrie*“"w (ry,...,ry)

~ /dzrie*ik'rf Z In(rij)A;j(r;, ()i ;).  (26)

k— 00 —
JiJ#i

From A(Inr) = 278(r), one has [d*re *"Inr = —2m /k?
and
/dzrie_ik'rilﬁ (re,...,ry)

2 Kor s
~ = Z e A (e (0 ) (27)

k— 00 k2

JJ#i
As in 3D this leads to Table II, Eq. (2b).

B. Pair distribution function at short distances

The pair distribution function gives the probability density
of finding a spin-1 particle at ry and a spin-| particle at r:

@
gN)(l‘mW) =

N
-/ (1
N7 N
Z Z 8(ry —r)S(r; —r)).
i=1 j=N;+

(WL IDEDA )

) [y, ... eyl

SFor example, for n (k) in the trapped three-body case, with
particles 1 and 2 in state 1 and particle 3 in state |, one has i =3
and j,j’ = 1 or 2. Then the crossed term A;(r;,r;)As(rs,ry) has
to all orders finite derivatives with respect to r; and r,, except if
r; = r, where it vanishes as |r; — r,|>*72, s > Onot integer [see, e.g.,
Eq. (H3) and below that equation]. By a power-counting argument,
its Fourier transform with respect to r; —r, contributes to the
momentum distribution tail as 1/k>%> = o(1/k*); one recovers the
“three-close-particle” contribution mentioned in a note of Ref. [98].
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We setry | = R £r/2 and we integrate over r; and r;:

2) r r
8N<R +3R= 5)

_Z Z /(Hddrk>’1/f<r1,...,

i=1 j=N; +1 k#i, j
2
(28)

r r
=R+§,...,l'j=R—§,...,I'N

Let us define the spatially integrated pair distribution function’

Gl = f (2)<R+ R— 2) (29)

2’
whose small-r singular behavior we will show to be related to
C via Table II, Egs. (3a) and (3b).
Three dimensions. Replacing the wave function in Eq. (28)
by its asymptotic behavior given by the contact condition
[Table I, Eq. (1a)] immediately yields

(A A)

()

Expressing (A,A) in terms of C through Table II, Eq. (2a)
finally gives Table II, Eq. (3a).

In a measurement of all particle positions, the mean total
number of pairs of particles of opposite spin which are sepa-

(30)

rated by a distance smaller than s is Np,ir(s) = fr - d¢ rG(z) (r),
so that from Table II, Eq. (3a),
C
Npair(s) ~ oS, 31

s—0 477

as obtained in Refs. [97,98].

Two dimensions. The contact condition [Table I, Eq. (1b)]
similarly leads to Table II, Eq. (3b). After integration over the
region r < s this gives

C
Npair (5) ~ ESZ In? s. (32)

C. First order derivative of energy with respect
to scattering length

The relations Table II, Egs. (4a) and (4b) can be derived
straightforwardly using the lattice model (see Sec. V E). Here,
we derive them by directly using the zero-range model, which
is more involved but also instructive.

Three dimensions. Let us consider a wave function
satisfying the contact condition [Table I, Eq. (la)] for a
scattering length a;. We denote by Alq) the regular part of
appearing in the contact condition [Table I, Eq. (1a)]. Similarly,
Y, satisfies the contact condition for a scattering length a, and

For simplicity, we refrain here from expressing C as the integral of
a “contact density” C(R) related to the small-r behavior of the local
pair distribution function g(z)(R +r/2,R —r/2) as was done for the
3D case in Refs. [97-99]; thls C(R) is then also related to the large-k
tail of the Wigner distribution [i.e., the Fourier transform with respect
to r of the one-body density matrix (wJ(R —r/2)Y, (R 4+1r/2))]; see
Eq. (30) of Ref. [97].
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TABLE III. Relations for spin-1/2 fermions for lattice models. € is defined in line 1 and C = (C). Lines 2, 3, and 8 are relations between
operators. Line 4 holds for any pure state [the regular part A being defined in Eq. (19) in the text]. Lines 5 and 6 hold for any stationary state.
Line 7 holds at thermal equilibrium in the canonical ensemble. Lines 9 and 10 are expected to hold in the zero-range regime k,b < 1, where

kiyp is the typical wave vector, for any stationary state or at thermal equilibrium.

Three dimensions

Two dimensions

= %d(iﬁw (1a) ¢ = ria dﬁfa) (1b)
Hp=5< )
H — Hip = lim, o {~ 25 In (47)

H — Huwp = oz + Z Jp Srali: 0 - CGh)] Ga +Z Jp grelie 0 = C oS} (3b)
= (4m)? (A,A) (4a) = 2n)% (A,A) (4b)
d(i]f/a) = lezTCn (59) d(‘llfa) = ;lzzncn (5b)

L GO Xy, r, ®)
(G5)r <0 (45)s <0 ™
Yr b (v v ) R) = 5 le0)1 (8a) Yr P v D®R) = s 160) (8b)
In the zero-range regime ky,b < 1
Sebg R+ LR = 1) = GlgmP forr <kyy ) Cr(R+ 5 R = 5) = o5 le@F forr kg (9b)
1o (K) = C (51 = )? for k > kiyp 10)

a regular part Ag) . Then, as shown in Appendix B using the
divergence theorem, the following lemma holds:

2
it (1 1Y 4o 40
m \a ’ ’

(Y1, Hr) — (HYr1,4n) =

(33)

where the scalar product between regular parts is defined by
Table I, Eq. (2). We then apply Eq. (33) to the case where
and v, are N-body stationary states of energy £ and E;. The
left-hand side of Eq. (33) then reduces to (E, — E){¥1|¥2).
Taking the limit a; — a; gives

dE 4wk’

d(=1/a)  m
for any stationary state. Expressing (A, A) in terms of C thanks
to Table II, Eq. (2a) finally yields Table II, Eq. (4a). This result

as well as Eq. (34) is contained in Ref. [97,98].8 We recall that
here and in what follows, the wave function is normalized:

(ly) = 1.

Two dimensions. The 2D version of the lemma (33) is

(A,A) (34)

2

(Y1, Hyn) — (HY ,¥n) = In(az/ai (AD,A®), (35)
as shown in Appendix B. As in 3D, we deduce that
dE 27h?
=——(AA), 36
d(Ina) m ( ) (36)

which gives the desired Table II, Eq. (4b) by using Table II,
Eq. (2b).

80ur derivation is similar to the one given in the two-body case and
sketched in the many-body case in Sec. 3 of Ref. [98].

D. Expression of energy in terms of momentum distribution

Three dimensions. As shown in Ref. [97], the mean total
energy £ minus the mean trapping-potential energy E,, =
(Hyap) has the simple expression in terms of the momentum
distribution given in Table II, Eq. (5a) for any pure state [v/)
satisfying the contact condition [Table I, Eq. (1a)]. We give
a simple rederivation of this result by using the lattice model
(defined in Sec. 111 B).

We first treat the case where |¢) is an eigenstate of
the zero-range model. Let [i) be the eigenstate of the
lattice model that tends to |y) for b — 0. We first note that
Cy = (Y|C ), where C is defined by Table III, Egs. (1a)
and (1b), tends to the contact C of the state i [defined in
Table II, Eq. (1)] when b — 0, as shown in Appendix C.
Then, the key step is to use Table III, Eq. (3a), which, after
taking the expectation value in the state |y), yields the
desired result [Table II, Eq. (5a)] in the zero-range limit since
D — R? and e, — h%k?/(2m) for b — 0.

To generalize Table I1, Eq. (5a) to any pure state |1/) satisfy-
ing the contact condition Table I, Eq. (1a), we use the state |y,)
defined in Sec. 2 of Appendix C. As shown in that Appendix,
the expectation value of C taken in this state |5) tends to the
contact C of |i) defined in Table II, Eq. (1). Moreover, the
expectation values of H — Hy,p and of 7i;(K), taken in this
state |v), should tend to the corresponding expectation
values taken in the state |v). This yields the desired relation.

Finally, we mention the equivalent form of the relation
Table II, Eq. (5a):

K2C 2A
E — Emp_h i lo——
Tm T

Pk nk?

+3 /k i n,,(k):| (37)
<A
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Two dimensions. The 2D version of Eq. (37) is Table II,
Eq. (5b). This was shown for a homogeneous system in
Ref. [105] and in the general case in Ref. [104].° This can
easily be rewritten in the following forms, which resemble
Table II, Eq. (5a):

2 y 21 1212
——hcln age +Z/dkhk
2wm 2 - 2m)? 2m
C
X [ng (k) — FQ (k — q)] for any g > 0,
(38)

where the Heaviside function 6 ensures that the integral
converges at small k or, equivalently,

R>C v d*k k2
2mm 2 ZU 27)? 2m
C

R0+ q)

E_Etrap:_

X |:ng (k) — i| for any ¢ > 0.

(39)

To derive this we again use the lattice model. We note that,
if the limit ¢ — 0 is replaced by the limit b — 0 taken for
fixed a, Eq. (12) remains true (see Appendix A); repeating
the reasoning of Sec. V B then shows that Table III, Eq. (3b)
remains true; as in 3D we finally get in the limit b — 0

n*c age’ d*k h2k?
—— 1 - -
n( 2 )+Z’:/(2n)2 2m

2nm
C 1
X | Ny (k) — ﬁpm (40)

E — Etrap =

for any g > 0; this is easily rewritten as Table II, Eq. (5b).

E. One-body density matrix at short distances

The one-body density matrix is defined as g()(r,r') =
(@j(r)l/}g(r’)) where I/A/U(r) annihilates a particle of spin o
at point r. Its spatially integrated version

Gyar) = / d'Regy (R - SR+ g) (A1)

is a Fourier transform of the momentum distribution:

d
GV r) = f (jﬂ’; ¢, (K). (42)

The expansion of G'!)(r) up to first order in r is given by
Table II, Eq. (6a) in 3D, as first obtained in Ref. [97], and by
Table I, Eq. (6b) in 2D. The expansion can be pushed to second
order if one sums over spin and averages over d orthogonal
directions of r, see Table II, Egs. (7a) and (7b), where the u;’s

°This relation was written in Ref. [104] in a form containing a
generalized function n(k) (i.e., a distribution). We have checked
that this form is equivalent to our Eq. (38), using Eq. (16b)
of Ref. [104], ny(k) — (C/kH0(k — q) = O(1/k’) at large k, and
fdzkn(k)f(k) = fdzkf(k) for any f(k) = O(1/k%). This last
property is implied in Eq. (16a) in Ref. [104].
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are an orthonormal basis.!” Such a second-order expansion
was first obtained in 1D in Ref. [91]; the following derivations
however differ from the 1D case.!!

Three dimensions. To derive Table II, Egs. (6a) and (7a) we
rewrite Eq. (42) as

&k Cc

G =Ny + [ S g

&’k

@2n)

The first integral equals —(C /8 )r. In the second integral, we
use

A C
@*r—1) (ng(k) - ﬁ> . (43)

kT —1 = jk-r— + o(r?). (44)

r—0

(k-r)’
2

The first term of this expansion gives a contribution to the
integral proportional to the total momentum of the gas, which
vanishes since the eigenfunctions are real. The second term is
O(r?), which gives Table II, Eq. (6a). Equation (7a) of Table II
follows from the fact that the contribution of the second term,
after averaging over the directions of r, is given by the integral
of k*[n,(k) — C / k*], which (after summation over spin) is
related to the total energy by Table II, Eq. (5a).

Two dimensions. To derive Table II, Egs. (6b) and (7b) we
rewrite Eq. (42) as G{)(r) = N, + I(r) + J(r) with

&k .. . C
I('")Z/W(ek “DSOk—g). @)

A’k ar C
J(r) = f ) (™ =1 <na (k) — 70 (k— q)) . (406)

where g > 0 is arbitrary and the Heaviside function 6 ensures
that the integrals converge.

To evaluate /(r) we use standard manipulations to rewrite
itas I(r) = [Crz/(27r)] fqtoo dx[Jo(x) — 1]/x3, with Jjy being
a Bessel function. Expressing this integral with MATHEMATICA
in terms of an hypergeometric function and a logarithm leads
for r = 0 to I(r) =[Cr?/8m)lly —1 —In2 +In(gr)] +
O(r*). To evaluate J(r) we use the same procedure as in 3D:
expanding the exponential [see Eq. (44)] yields an integral
which can be related to the total energy thanks to Eq. (38).!2

19These last relations also hold if one averages over all directions of
r uniformly on the unit sphere or unit circle.

Our result does not follow from the well-known fact that,
for a finite-range interaction potential in continuous space,
—% >, AGV(r=0) equals the Kkinetic energy; indeed, the
Laplacian does not commute with the zero-range limit in that case
[cf. also the comment below Eq. (180)].

12As suggested by a referee, Table II, Eq. (7b) can be tested
for the dimer wave function ¥ (r;,1;) = @aim(r12) = —« Ko(kr)/m'/?
[113], which has the energy E = —hzlcz/m and the momentum
distribution n, (k) = 4«2 /(k* + «?)?, where k = 2/(ae”) and K is
a Bessel function. From Eq. (42) we find G (r) = «r K;(«r). From
C/(4m) = —mE/h* = k* and the known expansion of K, around
zero, we get the same low-r expansion as in Table II, Eq. (7b). To
calculate G (r), we used the fact that Ko(«r) is the 2D Fourier
transform of 27 /(k? 4+ k2): it remains to take the derivative with
respect to « and to realize that K, = — K.
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F. Second-order derivative of energy with respect
to scattering length

We denote by |i,) an orthonormal basis of N-body
stationary states that vary smoothly with 1/a, and by E, the
corresponding eigenenergies. We will derive Table II, Egs. (8a)
and (8b), where the sum is taken on all values of n’ such that
E, # E,. This implies that, for the ground-state energy E),

d*E, ,
—— < 0in 3D, @7
d(—1/a)
d*E
— % <0in2D. (48)
d(na)

Equation (47) was intuitively expected [124]: Eq. (31) shows
that d Ey/d(—1/a) is proportional to the probability of finding
two particles very close to each other, and it is natural that
this probability decreases when one goes from the BEC limit
(—=1/a - —o0) to the BCS limit (—1/a — +00); that is,
when the interactions become less attractive.'®> Equation (48)
also agrees with intuition.'*

For the derivation, it is convenient to use the lattice model
(defined in Sec. III B): As shown in Sec. V F one easily obtains
Eq. (60) and Table I11, Eq. (6), from which the result is deduced
as follows: |¢(0)|? is eliminated using Eqs. (17) and (18). Then,
in 3D, one uses

&’E, _d2En< dgo )2 dE, d’g
d(=1/a)*  dg,> \d(—1/a) dgo d(—1/a)*’

where the second term equals 2go[dE, /d(—1/a)]lm /(471?12)
and thus vanishes in the zero-range limit. In 2D, similarly,
one uses the fact that d*E,, /d(In a)? is the zero-range limit of
(d*E, /dgy))dgo/d(Ina)]*.

(49)

G. Time derivative of energy

We now consider the case where the scattering length a(r)
and the trapping potential U(r,t) are varied with time. The
time-dependent version of the zero-range model (see, e.g.,
Ref. [125]) is given by Schrodinger’s equation

0
ihEW(rl,...,rN;t)zH(t)tp(rl,...,rN;t) 50)

when all particle positions are distinct, with

N 2
Hn=>)" [—;—mAn - U(r,»,t)] (51)

i=1
and by the contact condition Table I, Eq. (1a) in 3D or by
Table I, Eq. (1b) in 2D for the scattering length a = a(¢). One

BIn the lattice model in 3D, the coupling constant g, is always
negative in the zero-range limit |a| >> b, and is an increasing function
of —1/a, as seen from Eq. (11).

“Equation (32) shows that dEy/d(Ina) is proportional to the
probability of finding two particles very close to each other, and
it is natural that this probability decreases when one goes from the
BEC Ilimit(Ina — —o0) to the BCS limit (Ina — +00); thatis, when
the interactions become less attractive [in the lattice model in 2D, the
coupling constant g, is always negative in the zero-range limita > b,
and is an increasing function of In a, as can be seen from Eq. (12)].

PHYSICAL REVIEW A 86, 013626 (2012)

then has the relations Table II, Eqs. (12a) and (12b), where
E(t) = (Y(OIH@®)|Y (1)) is the total energy and Hi,p(7) =
Zfil U(r;,t) is the trapping-potential part of the Hamiltonian.
In 3D, this relation was obtained in Ref. [98]. A very simple
derivation of these relations using the lattice model is given
in Sec. V G. Here, we give a derivation within the zero-range
model.

Three dimensions. We first note that the generalization of
the lemma (33) to the case of two Hamiltonians H, and H,
with corresponding trapping potentials U, (r) and U,(r) reads

(V1. Haa) — (H1y1,92)

2
_mm 1 1 (A, A®)y
m \a @ ’

N
H(Y1| Y (Vs 1) = Ur(ri DY), (52)
i=1

Applying this relation for |y() = |Y(¢)) and |yn) = |[¥(t +
6t)) [and correspondingly a; = a(t),a, = a(t + §t),and H; =
H(t), Hy = H(t 4 §t)] gives

(W (), H @+ (t+680)) — (HOY @), ¢ +60)

4rh? (1 1
= ( ) (A(t),A(t+ 1))

m \a(t) a(t+81)

N
+(W @)l Z[U(l‘i,t +680) = U(ri,n)]|y(r + 61)). (53)

i=1

Dividing by §¢, taking the limit §# — 0, and using the
expression Table II, Eq. (1a) of (A,A) in terms of C, the
right-hand side of Eq. (53) reduces to the right-hand side of
Table II, Eq. (12a). Using twice Schrodinger’s equation, one
rewrites the left-hand side of Eq. (53) as ih% (@)Yt 4 8t))
and one Taylor expands this last expression to obtain Table II,
Eq. (12a).

Two dimensions. Table 11, Eq. (12b) is derived similarly
from the lemma

(Y1, Hoypa) — (H1Y1,92)

27h?
= In(ay/ay) (AV, A?)
m

N
+Ynl Y (U0 = Ui D11n). (54)

i=1

V. RELATIONS FOR LATTICE MODELS

In thisAsection, it will prove convenient to introduce an
operator C by Table 111, Eqs. (1a) and (1b) and to define C by
its expectation value in the state of the system,

C = (C). (55)
In the zero-range limit, this new definition of C coincides with
the definition Table II, Eq. (1), as shown in Appendix C.

A. Interaction energy and ¢

The interaction part H;, of the lattice model’s Hamiltonian
is obviously equal to god H /dgo [see Eqgs. (2)—(4)]. Rewriting
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this as (1/go)[dH /d(—1/go)], and using the simple expres-
sions (13) and (14) for d(1/g¢), we get the relation Table III,
Eq. (2) between Hj, and C, both in 3D and in 2D.

B. Total energy minus trapping potential energy in terms of
momentum distribution and €

Here we derive Table 111, Egs. (3a) and (3b). We start from
the expression Table III, Eq. (2) of the interaction energy
and eliminate 1/g( thanks to Egs. (11) and (12). The desired
expression of H — Hy,p = Hiy + Hyi, then simply follows
from the expression (5) of the kinetic energy.

C. Interaction energy and regular part

In the forthcoming subsections VD-V F, we will use the
following lemma: For any wave functions ¥ and v/,

(V' | Hinl¥) = g0l¢p (0)I7(A", A), (56)

where A and A’ are the regular parts related to ¢ and ¢’
through Eq. (19), and the scalar product between regular parts
is naturally defined as the discrete version of Table I, Eq. (2):

EZ Z Zb(Nil)dA;j‘(Rij7(rk)k;éi.j)

i<j (kzij Rij
x A (R, Xk, ) (57)

The lemma simply follows from

W Hul¥) = g0 > 6™ 2>dzbd

i<j (Ciizi,j

XYYy, ..

=T, ...Fj,...,Iy).
(58)

D. Relation between € and (A, A)
Lemma (56) with v’ = ¢ writes

(V| Hinl¥) = g0l¢p (0) > (A, 4). (59)

Expressing (¥ |Hijy|Y) in terms of C = (w|é|1ﬁ) thanks to
Table IT1, Eq. (2) and using expressions (17) and (18) of |(0)|?,
we get Table III, Eqgs. (4a) and (4b).

E. First-order derivative of eigenenergy with respect to
coupling constant

For any stationary state, the Hellmann-Feynman theorem,
together with the definition [Table III, Egs. (1a) and (1b)] of ¢
and the relations Table III, Egs. (4a) and (4b) between C and
(A,A), immediately yields Table III, Egs. (5a) and (5b).

F. Second-order derivative of eigenenergy with respect to
coupling constant

We denote by |¢,) an orthonormal basis of N-body
stationary states which vary smoothly with gg, and by E,
the corresponding eigenenergies. We apply second-order
perturbation theory to determine how an eigenenergy varies
for an infinitesimal change of gy. This gives

1d°E, _ 3 | (Y| Hini/ g0l ) I*
2 - —_ ’
2 dg, w.E2E, E,—E,

, (60)
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where the sum is taken over all values of n’ such that E,, # E,,.
Lemma (56) then yields Table III, Eq. (6).

G. Time derivative of energy

The relations Table II, Egs. (12a) and (12b) remain exact
for the lattice model. Indeed, d E/dt equals (dH/dt) from
the Hellmann-Feynman theorem. In 3D, we can rewrite this
quantity as (dHyap/dt) +d(—1/a)/dt(dH/d(—1/a)), and
the desired result follows from the definition Table I1I, Eq. (1a)
of C. The derivation of the 2D relation Table II, Eq. (12b) is
analogous.

H. On-site pair distribution operator

Let us define a spatially integrated pair distribution operator
GHOE Zb"(wm)(R + )(mw(R — —>. (61)

Using the relation Table III, Eq. (2) between C and H,,
expressing Hjy; in terms of G(Tzf(O) thanks to the second-
quantized form (6), and expressing g in terms of ¢(0) thanks
to Egs. (15) and (16), we immediately get

G 0) = ¢ (0) | in 3D, (62)

(4 )2
62 (0) =

¢ (0)|* in 2D. (63)

(2 )2
Here, |$(0)|*> may of course be eliminated using (15) and (16).
These relations are analogous to the one obtained previously
within a different field-theoretical model [see Eq. (12) in
Ref. [99] ].

1. Pair distribution function at short distances

The last result can be generalized to finite but small r [see
Table III, Egs. (9a) and (9b)] where the zero-range regime
kiypb < 1 was introduced at the end of Sec. III B. Here, we

]ust1fy this for the case where the expectation values g(z)(R +

-3 = <(1ﬁTlﬁ¢)(R+ 2)(1ﬁ¢m)(R ) and C = (C)
are taken in an arbitrary stationary state ¥ in the zero-range
regime; this implies that the same result holds for a thermal
equilibrium state in the zero-range regime (see Sec. IX). We

first note that the expression (28) of g%) in terms of the
wave function is valid for the lattice model with the obvious
replacement of the integrals by sums, so that

Gl = <G<2>(r)>

DNO WD I W

i=1 j=Ny+1 ()i,

2

r r
=R+§,...,rj=R__7-~'er> . (64)

2
For r « 1/kyp, we can replace ¥ by the short-distance
expression (20), assuming that the multiple sum is dominated
by the configurations where all the distances |r; — R| and gy
are much larger than b and r:

GU(r) = (A,A) |p(r)*. (65)
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TABLE IV. Relations for spin-1/2 fermions with a finite-range interaction potential V (r) in continuous space, for any stationary state. C is
defined in line 1. All relations remain valid at thermal equilibrium in the canonical ensemble; the derivatives of the energy in line 1 then have
to be taken at constant entropy. Equations (1a), (2a), and (4a) are contained in Ref. [101] (for ky,b < 1). The functions ¢'(r) and ¢} (r) are

given by Egs. (73) and (78) and ¢'(k), qS}e(k) are their Fourier transforms.

Three dimensions

Two dimensions

— 4mm _dE
C=% (12)
Eint = (4%)2 [ &rvnlem)” (2a)

E—Ewp=2S+ Y, [ £585E [, - S0 0P Ga)

— 2mm d
C= FYh d(lfa) (Ib)
Ew = 55 [ d*rvV ()P (2b)

E — Epp = limg_.o0 [2€ In (£)
+ 2, [ e nath) =

arlr®P]} (3

In the zero-range regime ki b < 1

Jd*Rg](R+ 5 R— 1)~
ny(K) >~

e [P for r < kg, (4)
)| for k > kiyp (5a)

(4;1)2

[ @RgFI(R+5.R = 5) = 5 gm)[ forr kg (4b)
ne(K) =~ W IG(K)[* for k > kiyp (5b)

Expressing (A, A) in terms of C thanks to Table III, Egs. (4a)
and (4b) gives the desired Table III, Egs. (9a) and (9b).

J. Momentum distribution at large momenta
Assuming again that we are in the zero-range regime
kiypb < 1, we will justify Table III, Eq. (10) both in 3D and in
2D. We start from
2

ne (k)= Yy pND Zbd “IKTy (e, e
i (P
(66)
We are interested in the limit k >> kyyp. Since ¥ (ry, ... ,ry)

is a function of r; which varies on the scale of 1/ ki, except
when r; is close to another particle r; where it varies on the
scale of b, we can replace v by its short-distance form (20):

Z ble Ty (ry, ..., ry)

r;

~ G k)Y e A (), (67)
JJ#

where ¢(k) = (k|¢) = > ble ® T (r). Here, we excluded
the configurations where more than two particles are at dis-
tances <b, which are expected to have a negligible contribution
to Eq. (66). Inserting Eq. (67) into Eq. (66), expanding the
modulus squared, and neglecting the cross-product terms in
the limit k > kiyp,, we obtain

1y (K) = [$(K)*(A, A). (68)

Finally, ¢(k) is easily computed for the lattice model: for
k # 0, the two-body Schrodinger equation (A1) directly gives
d(k) = —go#(0)/(2¢x), and ¢(0) is given by Egs. (15) and
(16), which yields Table 111, Eq. (10).

VI. RELATIONS FOR A FINITE-RANGE INTERACTION
IN CONTINUOUS SPACE

In this Sec. VI, we restrict ourselves for simplicity to the
case of a stationary state. It is then convenient to define C by
Table IV, Egs. (1a) and (1b).

A. Interaction energy

As for the lattice model, we find that the interaction energy
is proportional to C, see Table IV, Eqgs. (2a) and (2b). It was
shown in Ref. [101] that the 3D relation is asymptotically valid
in the zero-range limit. Here, we show that it remains exact for
any finite value of the range and we generalize it to 2D.

For the derivation, we set

V(r) = goW), (69)

where go is a dimensionless coupling constant which
allows us to tune a. The Hellmann-Feynman theorem
then gives Eiy = godE/dgo. The result then follows by
writing dE /dgo = [dE/d(—1/a)lld(—1/a)/dgy] in 3D and
dE/dgy = [dE/d(Ina)l[d(Ina)/dgo] in 2D, and by using the
definition Table 1V, Egs. (1a) and (1b) of C as well as the
following lemmas:

d( lja) — m / 5 )
dgo  Anh? d’rV(r)|¢@)|” in 3D, (70)
d(lna) . m

20 /dzrV(r)|¢(r)|2 in2D. (71)

dgo © 27h?
To derive these lemmas, we consider two values of the

scattering length a;, i = 1,2, and the corresponding scattering
states ¢; and coupling constants g ;. The corresponding two-

particle relative-motion Hamiltonians are H; = —(h%/m)A, +
80.i W(r). Since H;¢; = 0, we have
lim [ d'r @i - gattipn =0, (72)
R—o00 J, _p

The contribution of the kinetic energies can be computed
from the divergence theorem and the large-distance form of
¢." The contribution of the potential energies is proportional
to go.2 — &o.1. Taking the limit a, — a; gives the results (70)
and (71). Lemma (70) was also used in Ref. [101] and the above
derivation is essentially identical to the one of Ref. [101]. For

5To facilitate the derivation, we assume that V(r) = 0 for r > b,
but the result is expected to hold for any V (r) which vanishes quickly
enough at infinity.
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this 3D lemma, there also exists an alternative derivation based
on the two-body problem in a large box.'¢

B. Relation between energy and momentum distribution

Three dimensions. For a finite-range interaction potential,
the natural counterpart of the zero-range-model expression
of the energy as a functional of the momentum distribution
[Table II, Eq. (5a)] is given by Table IV, Eq. (3a), where @' (k)
is the zero-energy scattering state in momentum space with
the incident wave contribution o8(k) subtracted out: ¢'(k) =
k) +a='2n)38(k) = [ d>re=*"¢/(r) with

1
P'(r) = ¢(r) + P (73)

This is simply obtained by adding the kinetic energy to
Table IV, Eq. (2a) and by using the lemma

A’k h2k?

4nh? .
= oy 1P O

/ d’rvn)er)|* =
(74)

To derive this lemma, we start from Schrodinger’s equation
—(hz/m)A(/’) + V(r)¢ = 0, which implies

3 2 _ }f 3
a’rvr)|e))- = - d’roA¢. (75)

Applying the divergence theorem over the sphere of radius R,
using the asymptotic expression (9) of ¢ and taking the limit
R — oo then yields

/d3r¢A¢ = 47” - /d3r(V¢)2. (76)

We then replace V¢ by V¢'. Applying the Parseval-Plancherel
relation to 9;¢’ and using the fact that ¢/(r) vanishes at infinity,
we get

/ d’r(Ve')* = / ﬁk%/ OIE (77)
(2m)3 '

The desired result (74) follows.

Two dimensions. An additional regularization procedure
for small momenta is required in 2D, as was the case for the
zero-range model [Table II, Eq. (5b)] and for the lattice model
[Table III, Eq. (3b)]. One obtains Table IV, Eq. (3b), where
qgje(k) = fdzre*"k'rqb;e(r) with

¢r(r) = [¢(r) — In(R/a)] 0 (R — 7). (78)

1We consider two particles of opposite spin in a cubic box of
side L with periodic boundary conditions, and we work in the limit
where L is much larger than |a| and b. In this limit, there exists a
“weakly interacting” stationary state ¥ whose energy is given by the
“mean-field” shift E = g/L* with g = 4wh%a/m. The Hellmann-
Feynman theorem gives god E /dgy = Ei[¥]. But the wave function
Y (r,ry) >~ ®(rp,)/L? where & is the zero-energy scattering state
normalized by ® — 1 at infinity. Thus Ei = [ d*rV(r)|®(r)|?/L>.
The desired Eq. (70) then follows, since ® = —a¢.
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This follows from Table IV, Eq. (2b) and from the lemma

/ ’rv (g
. [2xR* (R d* nk* .,
:RIL“;{ o (Z) =) @ Or @ }

(79

The derivation of this lemma again starts with the 2D version
of (75). The divergence theorem then gives'>

/d2r¢A¢= lim {271' In <5>—/ d%(v¢>)2}. (80)
R—00 a r<R

We can then replace [ _, d*r(V$)> by [d*r(Vey)?*, since
@ (r) is continuous at r = R ' so that V), does not contain
any delta distribution. The Parseval-Plancherel relation can be
applied to 9; ¢}, since this function is square-integrable. Then,
using the fact that ¢ (r) vanishes at infinity, we get

/dzr(Vfﬁ/R)z = / 2k2|¢,R(k)|2 (81)
(2”) '
and the lemma (; 9) fOHOW S.

C. Pair distribution function at short distances

In the zero-range regime kiy,b < 1, the short-distance
behavior of the pair distribution function is given by the same
expressions [Table III, Eqs. (9a) and (9b)] as for the lattice
model. Indeed, Eq. (65) is derived in the same way as for
the lattice model; one can then use the zero-range model’s
expressions [Table II, Egs. (2a) and (2b)] of (A, A) in terms of
C, since the finite-range model’s quantities C and A tend to
the zero-range model’s ones in the zero-range limit. In 3D, the
result [Table III, Eq. (9a)] is contained in Ref. [101].

D. Momentum distribution at large momenta

In the zero-range regime kiy,b < 1 the momentum distri-
bution at large momenta k >> ki, is given by

Cc . .

ne (k) > me |* in 3D, (82)
~_% Bamri

ne (k) >~ (2n)2|¢(k)| in 2D. (83)

Indeed, Eq. (68) is derived as for the lattice model, and
(A,A) can be expressed in terms of C as in the previous
subsection VIC.

VII. DERIVATIVE OF ENERGY WITH RESPECT TO
EFFECTIVE RANGE

Assuming that the zero-range model is solved, we first show
that the first correction to the energy due to a finite range of the
interaction potential V (r) can be explicitly obtained and only
depends on the s-wave effective range of the interaction. We
then enrich the discussion using the many-body diagrammatic
point of view, where the central object is the full two-body
T matrix, to recall in particular that the situation is more
subtle for lattice models [116]. Finally, we relate d E/dr, to
a subleading term of the short-distance behavior of the pair
distribution function in Sec. VII D and to the coefficient of the
1/ K subleading tail of n, (k) in Sec. VII E.
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TABLE V. For spin-1/2 fermions, derivative of the energy with respect to the effective range r,, or to its square in 2D, taken at r, = 0
for a fixed value of scattering length. The functions A (assumed to be real) are the ones of the zero-range regime. The compact notations for
the scalar products and the matrix elements are defined in Table 1. 7i, (k) is the average of n, (k) over the direction of k. G(Tzl) (r) is the pair
distribution function integrated over the center of mass of the pair and averaged over the direction of r.

Three dimensions

Two dimensions

(%)a =2n(A,(E — H)A) (1a) (a?,'j;))a =7(A,(E — H)A) (1b)

Hiy = =l Ary = 5 Yy B A 2UR) + 3y, U ) &)

Gl = a5 (G - 1) - 0E 4 0(r) (3a) G = 5o (/@) = 355 25?0 r + O( Inr) (3b)
o (k) = &~ e[ 15" G — 87(A, ArA)] (4a) o (k) = &~ w5 e —4m (A ArA)] (4b)

A. Derivation of explicit formulas

Three dimensions. In 3D, the leading order finite-range
correction to the zero-range model’s spectrum depends on the
interaction potential V (r) only via its effective range r,, and is
given by the expression Table V, Eq. (1a), where the derivative
is taken in r, = O for a fixed value of the scattering length, the
function A is assumed to be real without loss of generality. As
a first way to obtain this result we use a modified version of
the zero-range model, where the boundary condition [Table I,
Eq. (1a)] is replaced by

W(rlv "'1rN)
1 1 m
o (E - + ﬁ5r9> AR, (v i, j) + O(rij),
(84)
where

£€=E—2URy) - veep ) b ————
Riy) ( Z (rk)> AR, (ki j)

Kt j
n? n?
X [MARU + om k;j Ark:|Aij(Rijs(rk)k;éi,j)- (85)

Equations (84) and (85) generalize the ones already used for
three bosons in free space in Refs. [126,127] (the predictions
of Refs. [126] and [127] have been confirmed using different
approaches; see Ref. [128] and references therein, and [129,
130], respectively; moreover, a derivation of these equations
was given in Ref. [126]). Such a model was also used in the
two-body case (see, e.g., [131-133]), and the modified scalar
product that makes it Hermitian was constructed in Ref. [134].

For the derivation of Table V, Eq. (la), we consider a
stationary state v; of the zero-range model, satisfying the
boundary condition Table I, Eq. (1a) with a scattering length
a and a regular part A", and the corresponding finite-range
stationary state v, satisfying Egs. (84) and (85) with the same
scattering length a and a regular part A®. As in Appendix B
we get Eq. (B3), as well as Eq. (B6) with 1/a; — 1/a; replaced
by ere/(th). This yields Table V, Eq. (1a).

A deeper physical understanding and a more self-contained
derivation may be achieved by going back to the actual finite-
range model V (r; b) for the interaction potential, such that the
scattering length remains fixed when the range b tends to zero.

The Hellmann-Feynman theorem gives

dE o &
EZZ > /d3r1...d3rN|w(r1,...,rN)|28;,V(r,~j;b).

i=1 j=Ny+1

(86)

We need to evaluate |y|> for a typical configuration with
two atoms i and j within the potential range b; in the
limit » — 0 one may then assume that the other atoms are
separated by much more than b and are at distances fromR;; =
(r; +r;)/2 much larger than b. This motivates the factorized
ansatz

Yy, .., rn) 2 xrip)AG R (ki ) (87)

We take a rotationally invariant y, because we assume the
absence of scattering resonance in the partial waves other than
s wave:!” The p-wave scattering amplitude, which vanishes
quadratically with the relative wave number k, is then O (b3k?),
resulting in an energy contribution O(b*) negligible at the
present order.

Inserting the ansatz (87) into Schrodinger’s equation
H+y = EV, and neglecting the trapping potential within the
interaction range r;; < b, as justified in the Appendix D,
gives'®

h2
Ex (rij) ~ [_ZA”’ + V(rij;b):| x(rij), (88)

where £ is given by (85). For £ > 0, we set £ = h%k*/m with
k > 0, and x is a finite-energy scattering state; to match the
normalization of the zero-energy scattering state ¢ used in this

"More precisely, one first takes a general, nonrotationally invariant
function y(r), that one then expands in partial waves of angular
momentum /; that is, in spherical harmonics. Performing the
reasoning to come for each [/, one finds at the end that the / =0
channel finite-range correction dominates for small b, in the absence
of [-wave resonance for [ # 0. Furthermore, for three bosons, the
ansatz (87) was justified in [81] and used in [126].

18Since £ depends on R; ; and the (r)-,j, x actually depends on
these variables and not only on 7;;. This dependence however rapidly
vanishes in the limit b — 0, if one restricts to the distances r;; < b,
for the normalization (89): 8z x/x = O(mb*/h?).
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article [see Eq. (9)], we take out of the interaction potential

1 sin(kr) e
- 4+ 89
x(r) . o kr , (89)

where fj is the scattering amplitude. The optical theorem,
implying that
1

=~ raw

(90)

where u(k) € R, ensures that x is real.'”

Inserting the ansatz (87) into the Hellmann-Feynman
expression (86) gives

dE
T >~ Z / d’R;; / < 1_[ d31’k> A[Zj(Rija(rk)k;ﬁi,j)
i<j ki,
x / drij i)V (rij: b). oD
To evaluate the integral of x2d),V, we use the following lemma
(whose derivation is given in the next paragraph):

47h?

m

= /R3 &) xa(LV (r;b) — V(rs by)l, 92)

[ua(k) — ui (k)]

where x; and x, are the same energy & scattering states for
two different values b; and b, of the potential range. Then
dividing this expression by b; — b,, taking the limit by — by,
and afterwards the limit b, — 0 for which the low-k expansion
holds:

| 34
uk)y=—— —r.k”+ O’k"), (93)
a 2
r. being the effective range of the interaction potential of range
b, we obtain Table V, Eq. (1a).%°

As a side result of this physical approach, the modified
contact conditions (84) may be rederived. One performs an
analytical continuation of the out-of-potential wave function
(89) to the interval r < b [105] and one takes the zero-r
limit of that continuation.?! In simple words, this amounts
to expanding Eq. (89) in powers of r:

1 1 1,
X(r)=—-——+ -kre + O(r). %94)
r a 2

Inserting this expansion in Eq. (87) and using k*> = m&/h?
gives Eq. (84).

9u(k) is related to the s-wave collisional phase shift §,(k) by u(k) =
—k/ tan §y (k).

In general, when N, > 2 and N, > 2, the functions A;; have
1/ry divergences when r; — 0. This is apparent in the dimer-dimer
scattering problem [135]. As a consequence, in the integral of
[Table V, Eq. (1a)], one has to exclude the manifold where at least
two particles are at the same location. The same exclusion has to be
performed in 2D.

2I'The wave function is not an analytic function of r for a compact
support interaction potential, since a nonzero compact support
function is not analytic.

PHYSICAL REVIEW A 86, 013626 (2012)

The lemma (92) is obtained by multiplying Schrodinger’s
equations for y; (respectively for x») by x» (respectively
by x1), taking the difference of the two resulting equations,
integrating this difference over the sphere » < R, and using
the divergence theorem to convert the volume integral of
X2Arx1 — X1Arx2 into a surface integral, where the asymp-
totic forms (89) forr = R — 400 may be used. When £ < 0,
we set £ = —h*k?/m with ¥ > 0 and we perform analytic
continuation of the £ > 0 case by replacing k with ix. From
Eq. (89) it appears that x(r) now diverges exponentially at
large distances, as e“"/r, if 1/f(ix) % 0. If the interaction
potential is a compact support potential, or simply tends to
zero more rapidly than exp(—2«r), the lemma and the final
conclusion [Table V, Eq. (1a)] still hold; the functions u;(ix)
and u,(ix) remain real, since the series expansion of u(k) has
only even powers of k.

Two dimensions. The above physical reasoning may be di-
rectly generalized to 2D,?? giving Table V, Eq. (1b), where the
derivative is taken for a fixed scattering length in r, = 0. The
main difference with the 3D case [Table V, Eq. (1a)] is that
the energy E now varies quadratically with the effective range
re, as already observed numerically for three-boson-bound
states in Ref. [138]. In the derivation, the first significant
difference with the 3D case occurs in the normalization of
the two-body scattering state: (89) is replaced with

1
x(r) = % [ﬁJo (kr) + Hg" (kr):| : 95)

where Hél) = Jy + i Ny is a Hankel function, and Jy and N
are Bessel functions of the first and second kinds. The optical
theorem implies | f¢|*> + Re fi = 0 so that

-1
1 +iuk)

and y is real. The low-k expansion for a potential of range b
takes the form [139,140]

Se with u (k) € R, (96)

u (k) = ; [m (e’ ka/2) + %(krg)z + - } , 97)

where y = 0.577216 ... is Euler’s constant, the logarithmic
term being obtained in the zero-range Bethe-Peierls model and
the k? term corresponding to finite effective-range corrections
(with the sign convention of Ref. [139] such that rf > (0 fora
hard-disk potential). The subsequent calculations are similar to
the 3D case, also for the negative-energy case where analytic
continuation gives rises to the special functions Iy(xr) and
Ko(kr). For example, at positive energy, the lemma (92) takes

22We consider here a truly 2D gas. In experiments, quasi-2D gases

are produced by freezing the z motion in a harmonic oscillator
ground state of size a. = [i/(mw,)]"/?: At zero temperature, a
2D character appears for hzk% /(2m) < hw,. From the quasi-2D
scattering amplitude given in Ref. [136] (see also Ref. [137]) we
find the effective-range squared, r? = —(In2)a?. Anticipating on
subsection VIIB we also find p, = R, = 0. It would be interesting
to see if the finite-range energy corrections dominate over the
corrections due to the 3D nature of the gas, both effects being
controlled by the same small parameter (ky7,)>.
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in 2D the form

722

[y (k) — uz (k)]

= /I; zdzrx,(r)xz(r)[V(r;b])—V(r;bz)]. (98)

The fact that one can neglect the trapping potential within the
interaction range is again justified in Appendix D. Finally, we
note that the expansion of the asymptotic form (95) forr — 0
and for k — 0,

x(r) = In(r/a) — 1(kr.)* + O(*Inr), (99)

allows us to determine the 2D version of the modified zero-
range model (84),

w(r]’ "'7rN)
m
"o (1H(Vij/a) - %573 AiiR;j, (i, j) + O(rij),
(100)

where £ is defined as in 3D by Eq. (85). To complete this 2D
derivation, one has to check that the p-wave interaction brings
a negligible contribution to the energy. The p-wave scattering
amplitude at low relative wave number k vanishes as szf
where Rf is the p-wave scattering surface [141]. One could
believe that r, & Ry &~ b, one would then conclude that the
p-wave contribution to the energy, scaling as R?, cannot be
neglected as compared to the s-wave finite-range correction,
scaling as rez. Fortunately, as shown in subsection VII B, this
expectation is too naive, and Table V, Eq. (1b) is saved by a
logarithm, r, being larger than R; by a factor In(a/b) > 1 in
the zero-range limit.>

B. What we learn from diagrammatic formalism

In the many-body diagrammatic formalism [142,143], the
equation of state of the homogeneous gas (in the thermo-
dynamic limit) is accessed from the single-particle Green’s
function, which can be expanded in powers of the interaction
potential, each term of the expansion being represented by
a Feynman diagram. The internal momenta of the diagrams
can however be as large as /b, where b is the interaction
range. A standard approach to improve the convergence of
the perturbative series for strong interaction potentials is
to perform the so-called /adder resummation. The resulting
Feynman diagrams then involve the two-body 7' matrix of the
interaction, rather than the bare interaction potential V. For the
spin-1/2 Fermi gas, where there is a priori no Efimov effect,
one then expects that the internal momenta of the Feynman
diagrams are on the order of fiky, only, where the typical
wave number k,, was defined in subsection IIIB. As put
forward in Ref. [116], the interaction parameters controlling
the first deviation of the gas energy from its zero-range limit
are then the ones appearing in the first deviations of the

2 As in 3D one may also be worried by the dependence of x with R;;
and the (ry)i ; via its dependence with the energy £. We reach the
estimate dg x (b)/ x (b) =~ mrf /1% In(a /b)] that vanishes more rapidly
than re2 in the zero-range limit.
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two-body T-matrix element (ki,k;|T(E +i07)|ks,k4) from
its zero-range limit, where all the k; are on the order of ki,
and E is on the order of hzkfyp /m. The single-particle Green’s
function is indeed a sum of integrals of products of 7-matrix
elements and of ideal-gas Green’s functions.

We explore this idea in this subsection. For an interaction
potential V (r), we confirm the results of subsection VI A. In
addition to the effective range r, characterizing the on-shell T'-
matrix elements (that is the scattering amplitude), the diagram-
matic point of view introduces a length p, characterizing the
s-wave low-energy off-shell T-matrix elements, and a length
R/ characterizing the p-wave on-shell scattering; we will show
that the contributions of p, and R; are negligible as compared
to the one of the effective range r,. Moreover, in the case of
lattice models, a length R, characterizing the breaking of the
Galilean invariance appears [116]. Its contribution is in general
of the same order as the one of r.. Both contributions can be
zeroed for appropriately tuned matterwave dispersion relations
on the lattice. Finally, in the case of a continuous space model
with a § interaction potential plus a spherical cutoff in momen-
tum space, and in the case of a lattice model with a spherical
momentum cutoff, we show that the breaking of Galilean
invariance does not disappear in the infinite-cutoff limit.

1. For continuous space interaction V (r)

When each pair of particles i and j interact in continuous
space via the potential V (#;;), one can use Galilean invariance
to restrict the 7 matrix to the center-of-mass frame, where
k' = k; = —k; and k = k3 = —k,. Further using rotational
invariance, one can restrict this internal 7 matrix to fixed
total angular momentum /, with matrix elements characterized
by the function #;(k’,k; E) whose low-energy behavior was
extensively studied [141,144]. This function is said to be on
shell if and only if k = k' = (mE)'/?/h, in which case it is
simply noted as #;(E), otherwise it is said to be off shell.

Three dimensions. We assume that the interaction potential,
of compact support of range b, is everywhere nonpositive (or
infinite). We recall that we are here in the resonant regime, with
a s-wave scattering length a such that |a| > b. The potential
is assumed to have the minimal depth leading to the desired
value of a, so as to exclude deeply bound dimers. In particular,
at resonance (1/a = 0), there is no two-body bound state.
To invalidate the usual variational argument [115,145-147]
(which shows, for a nonpositive interaction potential, that
the spin-1/2 fermions have deep N-body bound states in the
large-N limit), we allow that V(r) has a hard core of range
bnara < b. We directly restrict to the s-wave case (I = 0), since
the nonresonant p-wave interaction brings a negligible O (b?)
contribution, as already discussed in Sec. VII A.

The first deviation of the on-shell s-wave T matrix from
its zero-range limit is characterized by the effective range r,,
already introduced in Eq. (93). The effective range is given by
the well-known Smorodinski formula [140]

1

+00
—Fe = / dr[(1 —r/a)* — ud(r)],
0

> (101)

in terms of the zero-energy scattering state ¢(r), with uy(r) =
r¢(r) and where ¢ is normalized as in Eq. (9). Note that uo(r) is
zero for r < byaq. As r, deviates from its resonant (|a] — 00)

013626-15



FELIX WERNER AND YVAN CASTIN

value by terms O(b?/a), the discussion of its 1 /a = 0 value is
sufficient here. The function u then solves

2

0= —%ug(r) + V(r)uo(r), (102)
with the boundary conditions u(bpaq) = 0 and uy(r) = 1 for
r > b. Due to the absence of two-body bound states, u is the
ground two-body state and it has a constant sign, uo(r) > 0 for
all r. Since V < 0, Eq. (102) implies that u;; < 0; the function
ug is concave. Combined with the boundary conditions, this
leads to 0 < uo(r) < 1 for all 7. Then, from Eq. (101),

2bnara < e < 2D (103)

For the considered model, this proves that k7, — 0 in the
zero-range limit b — 0, which is a key property for the present
work. Note that the absence of two-body bound states at
resonance is the crucial hypothesis ensuring that r, > 0; it was
not explicitly stated in the solution of problem 1 in Sec. 131
of Ref. [148]. Without this hypothesis, 7, at resonance can be
arbitrarily large and negative even for V(r) < O for all r (see
an explicit example in Ref. [122]).

In the s-wave channel, the first deviations of the off-shell T
matrix from its zero-range value introduces, in addition to 7,,
another length that we call p,, such that [144]*

. 2mE 1
to(k k'3 E) N g2 a2\ o2
OTO(E) _1 k.k',E—0 ( hz k k ) 2106’ 104
L e (104)
P = / drr[(1 —r/a) —uo(r)].
0

2

For our minimal-depth model at resonance, we conclude that
0 < p? < b?, so it appears in the finite-range correction to the
energy at a higher order than r, and it cannot contribute to
Table V, Eq. (1a).

Two dimensions. The specific feature of the 2D case is
that the minimal-depth attractive potential ensuring the desired
scattering length a only weakly dephases the matterwave over
its range, when In(a/b) >> 1. This is apparent, for example, if

V(r) is a square-well potential of range b, V (r) = —#G(b -
r): One has —kobJi(kob)/Jo(kob) = 1/1n(a/b), where Jy
is a Bessel function, which shows that, for the minimal-
depth solution, the matterwave phase shift kgb vanishes as
[2/ In(a/b)]'/? in the zero-range limit. This property allows to
treat the potential perturbatively.

There are three relevant parameters describing the low-
energy behavior of the 7' matrix beyond the zero-range limit.
The first one is the effective range r, for the s-wave on-shell
T matrix, see Eq. (97). It is given by the bidimensional
Smorodinski formula [139,140]:

1 +00
§r3 = / drr[ln(r/a) — ¢*(r)]
0
where the zero-energy scattering state ¢ () is normalized as in
Eq. (10). The second parameter is the length p, associated with

(105)

2*We have checked that the hypothesis of a nonresonant interaction
in Ref. [144] is actually not necessary to obtain (C16) and (C18) of
that reference, that lead to Eq. (104).
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the s-wave off-shell 7 matrix: The 2D equivalent of Eq. (104)
is [141]

. 2mE 1
WOKE) 4 IR AN B
to(E) 1k,k’,E—>0( hz k k )21069

106
| (106)

+o0
Epj = / drr [¢(r) — In(r/a)] .

0
The third parameter is the length R; characterizing the low-
energy p-wave scattering. For the [-wave scattering state of
energy E = h*k?/m, k > 0, we generalize Eq. (95) as

(1) 7|l M
xVr) = —k EJ; (kr)+ H; 7 (kr)|. (107)
k

r—00 2[

The /-wave scattering amplitude then vanishes as

b4
k(l) ~ iZRRY,

k-0 2 (108)

and the leading behavior of the off-shell /-wave T matrix is
characterized by the same length R; as the on-shell one [141].

The situation thus looks critical in 2D: Three lengths
squared characterize the low-energy 7 matrix, one may naively
expect that they are of the same order ~b? and that they all three
contribute to the finite-range correction to the gas energy at the
same level, whereas Table V, Eq. (1b) singles out the effective
range r.. By a perturbative treatment of the minimal-depth
finite-range potential V(r) of fixed scattering length a, we
however obtain in the zero-range limit the following hierarchy
(see Appendix E):

r? o 202 In(a/b), (109)
, lfRz d*rr®V(r) [ ( 1 >i|
P02 [ d?rvir) t+o In(a/b) ) |’ (110)
2
2 Pe (111)

R} ~ P
b0 21n(a/b).
This validates Table V, Eq. (1b) when In(a/b) > 1.

2. Lattice models

We restrict here for simplicity to the 3D case. To obtain
a nonzero T-matrix element (ki,K>|T(E +i0%)|ks,ky), due
to the conservation of the total quasimomentum, we have to
restrict to k; + ky = k3 + ky = K (modulo a vector of the
reciprocal lattice). As the interactions in the lattice model are
purely on site, the matrix element only depends on the total
quasimomentum K and the energy E and is noted as t(K, E)
in what follows. We recall that the bare coupling constant g is
adjusted to have a fixed scattering length a on the lattice [see
Eq. (11)], which leads to
4nh*a/m
8= T T Kaa/b
where the numerical constant K3 depends on the lattice
dispersion relation €. One then gets [116]

(112)

1 m

tK.E) _ 4nhla

/ d3q (1 . 1 )
p(Q2m)*\2¢q  E+i0T —€igx g —€ik_q/

(113)
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where a is the s-wave scattering length and the dispersion
relation ¢4 is extended by periodicity from the first Brillouin
zone D to the whole space. The low-K and low-energy limit
of that expression was worked out in Ref. [116], it involves
the effective range r, and an extra length R, quantifying the
breaking of Galilean invariance:

! m_(1 ~ ik 2o Ltr k)t
_ _re 1
t(K.E)  4ni? ! 2

- (114)
where the relative wave number k such that £ — hifl ! = "127"2
is either real nonnegative or purely imaginary with a positive
imaginary part. The two lengths are given by

2

/ d’q +/ dql1 n? (115)

re = — = — s

" Jrp 2t Jp 72 g 2megq

R:—/ﬁ n? zl_ma%q
¢ h 4n? \ 2meg

2 9q?

//dq»d% n? 06z 4,40
zJz a0

where the dispersion relation ex was supposed to be twice

(116)

differentiable on the interior B of the first Brillouin zone
and to be invariant under permutation of the coordinate axes.
As compared to Ref. [116] we have added the second term
(a surface term) in Eq. (116) to include the case where the
dispersion relation has cusps at the border of the first Brillouin
zone.?®> As mentioned in the introduction of the present section,
we then expect that, in the lattice model, the first deviation
of any many-body eigenenergy E from the zero-range limit
is a linear function of the two parameters r, and R, with
model-independent coefficients:

E(0 oE oE
»S0 EOF o, ¢ + AR,
This feature was overlooked in the early version [90] of
this work. It invalidates the discussion of d7,/dr, given in
Ref. [90].

We illustrate this discussion with a few relevant exam-
ples. For a parabolic dispersion relation € = h%k?/(2m),
the constant K3 = 2.442749607 806335 ... [15,149] and
the effective range [114,122] were already calculated, first
numerically then analytically; in the quantity R,, the first term
vanishes but there is still breaking of Galilean invariance due
to the nonzero surface term that can be deduced from Eq. (F6):

242 1 1

——— arcsin — =~ 0.33;b aIld Re = ———F,.
:13 \/_3 12

E(b) R, +oM). (117

re =

Z5This term is obtained by distinguishing three integration zones
before taking the limit K, — 0, so as to fold back the vectors q £ %K

inside the first Brillouin zone: the left zone —7 < g, < =% + %K .

. . . P
where €1k 18 written as € _lk the right zone 7K. <

1K and the central zone.

q+ 27{
at+iK is written as eq Yot
The surface term can also be obtained by interpreting 8,i in the sense
of distributions, after having shifted the integration domain D by
%ex for mathematical convenience. The second-order derivative in

the first term of Eq. (116) is of course taken in the sense of functions.

gx < 7 where €
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A popular model for quantum Monte Carlo simulations is
the Hubbard model, which leads to the dispersion rela-
tion ell({“b (7% /(mb*)][3 — cos(kyb) — cos(k,b) — cos(k;b)]
(as already mentioned in subsection IIIB). This leads to
K3 ~3.175911 6. Again, both r, and R, differ from zero:

re ~—0.305718p and R, 2~ —0.264659b. (119)

In an attempt to reduce the dependence of the Monte Carlo
results on the grid spacing b, a zero-effective-range dispersion
relation was constructed [122,150],
n2k?

€k = —[1 — C(kb/m)™, (120)
with C >~ 0.257 022 and used in real simulations [150]. The
corresponding K3 >~ 2.899 952. Unfortunately, this leads to a
sizable R,:

R, ~ —0.168b. (121)

As envisioned in Ref. [116] one may look for dispersion
relations with r, = R, = 0. We have found an example of
such a magic dispersion relation:

Hub

a = e[ + X + X?] with X = m. (122)

Two sets of parameters are possible. The first choice is
a~1.470885 and B~ —2.450725, (123)

which leads to K3 >~ 3.137 788. The second choice is
a~—1.728219 and B =~ 12.838540, (124)

which leads to K3 =~ 1.949 671. Other examples of magic
dispersion relation can be found [151].

3. Single-particle momentum-cutoff model

A continuous-space model used in particular in Ref. [57]
takes a Dirac § interaction potential god(r; —r;) between
particles i and j and regularizes the theory by introducing
a cutoff A on all the single-particle wave vectors. Due to the
conservation of momentum one needs to evaluate the 7 matrix
only between states with the same total momentum 7K. Due
to the contact interaction the resulting matrix element depends
only on K and on E and is noted as #(K, E). Expressing go in
terms of the s-wave scattering length as in Ref. [57], one gets

1 m / d’q [0 (A —q)
t(K.E)  4nh’a Jr QrP |  2e

0(A—[3K+4q|)0(A - |;K—gq])
E +i0t G%K—q

}, (125)

~€lK+q T

where € = 1%g?/(2m) for all q. Introducing the relative wave
number k such that E — h’K?/(4m) = h’k?*/m, k € R*, or
k € iR™, we obtain the low-wave-numbers expansion
1 m [1 . K o, 1
m=m<—+lk—g—§rek _ER K)—I—
(126)
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FIG. 1. (Color online) Illustration of Juillet effect for lattice model: In the cubic box [0, L] with periodic boundary conditions, ground-state
energy of two opposite spin fermions as a function of the grid spacing b, for an infinite scattering length (1/a = 0), for a total momentum equal
to 0 in (a) and equal to (2772/L)e, in (b). Three dispersion relations €y are considered, the quartic one of Eq. (120) with zero effective range
r. = 0 (in blue, lower set), and the magic one (122) with r, = R, = 0 with the parameters of Eq. (123) (in black, upper set) and of Eq. (124) (in
red, middle set). The fact that the energy varies linearly in b for the r, = 0 quartic dispersion relation at zero total momentum is the Juillet effect
explained in Sec.VIIC, and the corresponding dashed line is the analytical result (134). At nonzero total momentum the quartic dispersion
relation leads to an energy variation linear in b as expected, for example, from the fact that it has a nonzero R, (the dotted line is a linear fit
for b/L < 0.01). The magic dispersion relations lead to a O(b?) variation of the energy both at zero and nonzero total momentum (the dotted

lines are purely quadratic fits performed for 5/L < 0.02).

The effective range is given by r, = 4/(w A) and the length
R, = r./12.?° The unfortunate feature of this model is the
occurrence of a term linear in K, that does not disappear even
if A — +oo: The model thus does not reproduce the universal
zero-range model in the large-cutoff limit, as soon as pairs of
particles have a nonzero total momentum. Note that, here, one
cannot exchange the order of the integration over q and the
A — oo limit. As a concrete illustration of the breaking of
the Galilean invariance, for a > 0 and in the limit A — 400,
it is found (e.g., by calculating the pole of the T matrix) that
the total energy of a free-space dimer of total momentum

7K is
212 2 2
E?OdEI(K):h K _h_ l_£
m 4m m\a 2w

(127)

and that this dimer state exists only for K < 27 /a.?’

4. Single-particle momentum-cutoff lattice model

A spherical momentum cutoff was also introduced for a
lattice model in Refs. [53,56,155,156]. Our understanding is
that this amounts to taking the following dispersion relation
inside the first Brillouin zone: e, = h%k?/(2m) for k < 7 /b,
€x = +o0 otherwise. The T matrix is then given by Eq. (113),
where for K #£ 0 one extends €k by periodicity out of the
first Brillouin zone. By distinguishing three zones within
the integration domain for q, similarly to the note,” and

26The integration can be performed in spherical coordinates of polar
axis the direction of K.

?’This problem does not show up in recent studies of the fermionic
polaron problem [152,153] since the momentum cutoff is intro-
duced only for the majority atoms and not for the impurity (see
Ref. [154]).

restricting for simplicity to E =h*K?/(4m), we find the
same undesired term —K /(27) as in Eq. (126), implying
that the model does not reproduce the unitary gas even
forb — 0.

C. Juillet effect for lattice models

With the lattice dispersion relation e, of Eq. (120), adjusted
to have a zero effective range r, = 0, Juillet numerically
observed, for two particles in the cubic box [0,L] with
periodic boundary conditions and zero total momentum, that
the first energy correction to the zero-range limit b — 0O
is linear in b [151], which seems to contradict Table V,
Eq. (1a). This is illustrated in Fig. 1. This cannot be explained
by a nonzero R, [defined in Eq. (116)] because the two
opposite-spin fermions have here a zero total momentum.

This Juillet effect, as we shall see, is due to the fact that
the integral of 1/€x over K in the first Brillouin zone and the
corresponding discrete sum for the finite-size quantization box
differ for »/L — 0 not only by a constant term but also by a
term linear in b, when the dispersion relation has a cusp at
the surface of the first Brillouin zone, such as Eq. (120). The
Juillet effect thus disappears in the thermodynamic limit. This
explains why it does not show up in the diagrammatic point
of view of Sec. VII B, which was considered in the thermody-
namic limit, so that only momentum integrals appeared. This
also shows that the Juillet effect does not invalidate Table V,
Eq. (1a) since it was derived for an interaction that is smooth
in momentum space.

In Ref. [149] it was shown that the lattice model spectrally
reproduces the zero-range model when the grid spacing b — O.
We now simply extend the reasoning of Ref. [149] for two
particles to first order in b included. For an eigenenergy E
which does not belong to the noninteracting spectrum, the
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exact implicit equation is

1 1 1
—+=> —— =0
3 —
80 L kEDZGk E

(128)

where the notation with a discrete sum over k implicitly
restricts Kk to (277 /L)Z3. By adding and subtracting terms and
using expressions (11) and (115) for the bare coupling constant
go and the effective range r,, one obtains the useful form

—+ ) Fle+ ) (h2k2/m)2}

1 2Ere |:
g 8ant L3

keD* keR3*

— R, + ER, — ER; (129)
with g =4nh’a/m and F(e)= (e — E)"' —(2e)! —
E /(2¢). We have defined

Pk 1 1 1
RIE/ R (130)
p 2m)32¢, L3 . 2ex

proportional to the function C(b) introduced in Ref. [149].
The quantities R, and R3; have the same structure: R, is
obtained by replacing in R; the function 1/(2¢,) by 1/(2¢x)* —
1/(h?k?/m)?, in the integral and in the sum; R; is obtained by
replacing in R; the function 1/(2¢;) by 1/(?k?/m)?* and the set
D by R3\ D, both for the integration and for the summation.

We now take b — 0in Eq. (129), keeping terms up to O (b)
included. Since F(e) = 0(1/63) at large €, we can replace
F(ey) by its b — 0 limit F(#?k?/(2m)), and the summation
set D* by its b — 0 limit:?®

h2k2

Z Flew bfo Z F < 2m

keD* keR3*

) +o0WM%.  (131)

In the quantities R;, we perform the change of variables k =
2mq/b, and we write the dispersion relation as

(2rh)?

€k = — 7 Mkbj@m), (132)

where the dimensionless 74 does not depend on the lattice
spacing b. We then find that bR, R, /b, and R3/b are differ-
ences between a converging integral and a three-dimensional
Riemann sum with a vanishing cell volume (b/L)3. As these
differences vanish as O(b), we conclude that R, = O(b?) and

= O(b?) can be neglected in Eq. (129). This however leads

only to Ry = O(1), so that more mathematical work needs to
be done, as detailed in Appendix F, to obtain
n? C nR““”
—LR, = — O (b/L)* 133
—LRy = 5+ tOG/L). (133)

The numerical constant C ~ 8.91363 was calculated and
called C(0) in Ref. [149]. R;urf remarkably is the surface
contribution to the quantity R, in Eq. (116), it scales as b.
It is nonzero only when the dispersion relation has a cusp at

B0ne has € = [12k2/(2m)][1 + O(k*b?)]. For the finite number
low-energy terms, we directly use this fact. For the other terms,
such that & > | E| and 32772 /(mL%), we use F(ey) — F(2A) ~

(6 — 22 p (”2"2) O(b*/k*) which is integrable at large k in 3D

2m
and leads to a total error O(b?).
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the surface of the first Brillouin zone. In this case, R; varies
to first order in b, which comes in addition to the expected
linear contribution of the Er, term in Eq. (129): This leads to
the Juillet effect. More quantitatively, the first deviation of the
eigenenergy from its zero-range limit E°, shown as a dashed
line in Fig. 1(a), is?®

surf
m R}

0 8 7” + 2h2L2
E—E" ~ Th . (134)
b—>0 3 ZkeR‘ (2 L2

—FEO )2

D. Link between d E /dr, and subleading short-distance
behavior of pair distribution function

As shown by Table II, Egs. (3a) and (3b), the short-distance
behavior of the pair distribution function (averaged over the
center-of-mass position of the pair) diverges as 1/r? in 3D
and as In? 7 in 2D, with a coefficient proportional to C; that
is, related to the derivative of the energy with respect to the
scattering length a. Here, we show that a subleading term in
this short-distance behavior is related to the derivative of the
energy with respect to the effective range .. To this end, we
explicitly write the next-order term in the contact conditions
Table I, Egs. (1a) and (1b).

Three dimensions. Including the next-order term in Table I,
Eq. (1a) gives

Y(ry,....ry)

1 1
= (— — _>Alj(lev(rk)k¢lj)+rU B[j(le (rk)k;ﬁt J)

rij—0 ij

+ Zri,-,aLS;-‘)(Ri,,(rk)k# )+ 0(r}), (135)

where we have distinguished between a singular part linear
with the interparticle distance r;; and a regular part linear in
the relative coordinates of i and j (r;; o is the component along
axis « of the vector r;;). Injecting this form into Schrodinger’s
equation, keeping the resulting oc1/r;; terms and using the
notation of Table V, Eq. (2) gives

m
Bij(R;j,(riij) = —%(E — Hip)A (R, (0 )i, )

(136)
Table V, Eq. (1a) thus becomes
0E _ 4mn’
3 (A,B). (137)
re

We square Eq. (135) and, as in Sec. IV B, we integrate over
R;;, thery, and we sum overi < j. We further average G(Tzf(r)
over the direction of r to eliminate the contribution of the
regular term L;;, defining G( ()= [G(z)(r) + G(z)( r)]/2.
We obtain Table V, Eq. (3a).

The contribution proportional to r, in Eq. (134) can also be obtained
from Table V, Eq. (la) and from the fact that )", ,e™*"/k* ~
L3/@mr) forr — 0.
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Two dimensions. Including next-order terms in Table I,
Eq. (1b) gives®®
Y(ry,...,ry) =t In(rij/a)A;;(Rij, (X rti, ;)

+ I’,-zj Inrij Bij(Rij, (ri)eszi, )

2
+ Z Vij,aLl(‘j)(Rij:(rk)kiiJ) + 005)'
a=1

(138)

Proceeding as in 3D we obtain

m
Bij(R;;,(Xp)eszij) = _W(E — Hip)Aij (R, (re )i, )

(139)
Table V, Eq. (1b) thus becomes
OE  4nh® (A.B) (140)
a(r2) oom T

These equations finally leads to Table V, Eq. (3b).

E. Link between 3 E/dr, and 1/ k° subleading tail
of momentum distribution

A general idea given in Ref. [91] is that singular terms
in the dependence of v on the interparticle distance r;; (at
short distances) reflect into power-law tails in the momentum
distribution n,, (k) given by Eq. (23). In Sec. IV A, we restricted
to the leading order. Here, we include the subleading term and
we follow the same reasoning as in Sec. IV A to obtain?!-*

il (k c.b 141

o) = Gt (141)
where 71, (k) = % Z,d: | No(ku;) and D is the linear combina-
tion of dE/dr, and (A, ArA) given in Table V, Eqgs. (4a) and
(4b). Physically, the extra term (A, Agr A) results from the fact
that the wave vector k; of a particle in an 1 colliding pair is
a linear combination of the relative wave vector K. and of the
center-of-mass wave vector K of the pair, so that, even if the
probability distribution of k. was exactly scaling as 1/ kfel, a
nonzero K would generate a subleading 1/ kf contribution in

the single-particle momentum distribution.

3From Schrodinger’s equation, A, v diverges at most as v itself;
thatis, asInr;;, forr;; — 0. The particular solution f(r) = irz(ln r—
1) of A, f(r) = Inr fixes the form of the subleading term in .

3'In 3D we used the identity [ d*re’*" /r = 47 /k* and its derivatives
with respect to k,; for example, taking the Laplacian with respect to
k gives [ d’re’*'r = —8x/k*. Equivalently, one can use the relation
[ dPre®* i = 224(0) — Fu®(0) + O(1/k®) and its derivatives
with respect to k,; this relations holds for any u(r) which has a series
expansion in r = 0 and rapidly decreases at co. In 2D for k > 0 we
used the identity [ d*re’™*"Inr = —27/k* and its derivatives with
respect to k,. The regular terms involving L?’]’-o have (as expected) a
negligible contribution to the tail of n, (k).

32The configurations with three close particles contribute to the tail
of n, (k) as 1/k°*%, see a note of Ref. [98], with s defined in Sec. X B,

which is negligible for s > 1/2.

l‘,/'
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This is apparent for the simple case of a free-space dimer:
When the dimer is at rest, ¥ (r;,r2) = @aim(r12), A12(Ry2) is
uniform and the extra term vanishes. When it has a momentum
K, ¥ (r;,ry) = e®R2g g0 (r12), which shifts the single-particle
momentum distribution, n{*"(k) = n'**'(k — K/2). Applying
this shift to the momentum tail C/k* gives, after continuous
average over the direction of k, a subleading §D™/k®
contribution, with § D™V = CK2/2 in 3D and § D™ = CK?
in 2D. Remarkably, the ratio of the extra term to C is
proportional to the pair—center-of-mass kinetic energy.

In the N-body case, one can generalize this property by
defining the mean center-of-mass kinetic energy of a 1)
pair at vanishing pair diameter, which is allowed in quantum
mechanics since the center-of-mass operators and the relative-
particle operators commute.’® By a direct generalization of
the pair distribution function of Sec. IVB, one has for

the opposite-spin pair density operator (ry,r | ﬁfﬂr%,r’l) =

(1/7; (r’?)l/}f (ri)& 1(r Y4 (ry)). Whereas the usual pair—center-
of-mass density operator is obtained by taking the trace over
the relative coordinates r = ry — r, we rather define it here
by taking the limit of vanishing relative coordinates,

(R+5.R—5[A[R'+5.R — )
¢*(r) ’
(142)

(RIpcomIR') = N lim

where the factor A" is such that ,6((:23]\,[ has a unit trace and

¢(r) is the zero-energy scattering state of Eqgs. (9) and (10).
Proceeding as in Sec. IV B we obtain

(RIpSNIR) = NZ/ ( l_[ ddrk>A;‘kj(R/a(rk)k;Ei,j)
i<j keti, j

x Ajj (R, Xk, j)-

By taking the expectation value of —(%?/4m)Ag within ﬁ(CZO)M,

we finally obtain for the mean pair—center-of-mass kinetic
energy at vanishing diameter:

(143)

r 0 I’ (A,ARA)
kin pair—CoM — “am W

where the denominator is «xC [see Table II, Egs. (2a) and (2b)].

E (144)

VIII. GENERALIZATION TO ARBITRARY
STATISTICAL MIXTURES

In this section, we generalize some of the relations derived
in the previous sections for pure states to the case of
arbitrary statistical mixtures. Let us first discuss zero-range
interactions. We consider a statistical mixture of pure states
¥, with occupation probabilities p,, which is arbitrary, but
nonpathological in the following sense [97]: Each y, satisfies
the contact condition [Table I, Egs. (1a) and (1b)]; moreover,
pn decays sufficiently quickly at large n so that we have C =
>, PnCn, where C, (resp. C) is defined by Table II, Eq. (1)
withn, (k) = (cj,(k)c(r (k)) and (-) = (¥,| - |¥) (respectively,

33Similarly, a“contact current” was recently introduced in Ref. [157],
whose spatial integral is proportional to (A, Vg A).
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(- = >, Pa(¥ul - 1Y¥)). Then, the relations in lines 3, 5, 6,
and 7 of Table II, which were derived in Sec. IV for any pure
state satisfying the contact conditions, obviously generalize to
such a statistical mixture. The relations for the time derivative
of E (Table II line 12) hold for any time-evolving pure state
satisfying the contact conditions for a time-dependent a(z),
and thus also for any statistical mixture of such time-evolving
pure states.

For lattice models, one can obviously take an average of
the definition of € [Table III, Egs. (1a) and (1b)] to define
C = (C) for in any statistical mixture; taking averages of the
relations between operators [Table III, lines 2, 3, and 8] then
gives relations valid for any statistical mixture.

IX. THERMODYNAMIC EQUILIBRIUM IN
CANONICAL ENSEMBLE

We now turn to the case of thermal equilibrium in the
canonical ensemble. We use the notation

—1/a in 3D
)»E{ /

145
;lna in 2D. (14>

A. First-order derivative of E

The thermal average in the canonical ensemble d E /d A can
be rewritten in the following more familiar way, as detailed in
Appendix G:

dE\ _(dF\ _ (dE

dr) \ar), \dr)g’
where (---) is the canonical thermal average, F' is the free
energy, and S is the entropy. Taking the thermal average of

Table II, Egs. (4a) and (4b) (which was shown above for any
stationary state) thus gives Table II, Egs. (9a) and (9b).

(146)

B. Second-order derivative of E

Taking a thermal average of the line 8 in Table II we get,
after a simple manipulation,

e BE, _ e_ﬁEn

I(PE\ _ (4ni?\* 1 5 - /
2\drx?) \m 27 E, — E,

n,n" E,#E,
x (A", AT, (147)
where Z = ), exp(—BE,). This implies
CEN g (148)
— ] <.
diz?

Moreover, one can check that

2 N 2 TN 2
d°F d’E 8 dE dE 0
—_ — —_— — — _ — _ < 0,
dx? ), di? di di
(149)
which implies Table II, Egs. (10a) and (10b). In usual cold-
atom experiments, however, there is no thermal reservoir

imposing a fixed temperature to the gas; one rather can
achieve adiabatic transformations by a slow variation of the
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scattering length of the gas [158-160] where the entropy is
fixed [161-163]. One also more directly accesses the mean
energy E of the gas rather than its free energy, even if
the entropy is also measurable [38,39]. The second-order
derivative of E with respect to A for a fixed entropy is thus the
relevant quantity to consider. As shown in Appendix G one

has in the canonical ensemble

PE\  [dE\  [Cov(E,4E)]" — Var(E)Var (4£)
(W)S - (W) kpT Var(E)

’

(150)

where Var(X) and Cov(X,Y) stand for the variance of the
quantity X and the covariance of the quantities X and Y
in the canonical ensemble, respectively. From the Cauchy-
Schwarz inequality [Cov(X,Y)]? < Var(X)Var(Y), and from
the inequality (148), we thus obtain Table II, Eqs. (11a)
and (11b).

For lattice models, the inequalities Table III, Eq. (7) are
derived in the same way, by taking A now equal to gy and
starting from the expression Table III, Eq. (6) of d?E, /dg%.
For the case of a finite-range interaction potential V(r) in
continuous space, the relations Table IV, lines 1-3 which were
derived for an arbitrary stationary state are generalized to the
thermal equilibrium case in the same way. Finally, the relations
which asymptotically hold in the zero-range regime [Table III
lines 9 and 10] for lattice models and Table IV lines 4 and 5 for
finite-range interaction-potential models, which were justified
for any eigenstate in the zero-range regime kyp,b < 1 where
the typical relative wave vector ky, is defined in terms of
the considered eigenstate as described in Sec. III, remain true
at thermal equilibrium with ki, now defined as the typical
density- and temperature-dependent wave vector described in
Sec. I11, since all the eigenstates which are thermally populated
with a non-negligible weight are expected to have a typical
wave vector smaller or on the order of the thermal-equilibrium
typical wave vector.

C. Quantum-mechanical adiabaticity

To be complete, we also consider the process where A
is varied so slowly that there is adiabaticity in the many-
body quantum-mechanical sense: The adiabatic theorem of
quantum mechanics [164] implies that, in the limit where A is
changed infinitely slowly, the occupation probabilities of each
eigenspace of the many-body Hamiltonian do not change with
time, even in presence of level crossings [165]. We note that
this may require macroscopically long evolution times for a
large system. For an initial equilibrium state in the canonical
ensemble, the mean energy then varies with X as

Egiin ) ="

n

e PoEn(h0)

E, (), 51

where the subscript O refers to the initial state. Taking the
second-order derivative of Eq. (151) withrespecttoAin A = Ag
gives

2 ~-quant
d Eadiab

d’E
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Note that the sign of the second-order derivative of Egy

remains negative at all A provided one assumes that there is no
level crossing in the many-body spectrum when A is varied:
E,(A) — E,/(A) has the same sign as E,(1g) — E, (%) for all
indices n,n’, which allows us to conclude on the sign with the
same manipulation as that which led to Eq. (147).

Thermodynamic vs quantum adiabaticity. The result of
the isentropic transformation [Eq. (150)] and the one of the
adiabatic transformation in the quantum sense (152) differ by
the second term on the right-hand side of Eq. (150). A priori
this term is extensive and thus not negligible compared to the
first term. We have explicitly checked this expectation for
the Bogoliubov model Hamiltonian of a weakly interacting
Bose gas, which is however not really relevant since this
Bogoliubov model corresponds to the peculiar case of an
integrable dynamics.

For a quantum ergodic system we now show that the
second term in the right-hand side of Eq. (150) is negligible in
the thermodynamic limit, as a consequence of the eigenstate
thermalization hypothesis [166—169]. This hypothesis was
tested numerically for several interacting quantum systems
[170-172]. It states that, for a large system, the expectation
value (,|O|¥,) of a few-body observable O in a single
eigenstate |y,,) of energy E, can be identified with the
microcanonical average On(E,) of O at that energy. Here,
the relevant operator O is the two-body observable (the
so-called contact operator) such that %En = (¢n|0|1ﬂn). In
the canonical ensemble, the energy fluctuations scale as '/
where V is the system volume. We can thus expand the
microcanonical average around the mean energy E:

Omc(E) = On(E) + (E — E)O, (E)+ O(1).  (153)

To leading order, we then find that Cov(E, fi—f) ~ Or’nc(E_ )VarE
and Var(‘;—f) ~ [0},.(E)]*VarE, so that the second term in the
right-hand side of Eq. (150) is O(V!/?) which is negligible
as compared to the first term on that right-hand side. For
the considered quantity, this shows the equivalence of the
thermodynamic adiabaticity and of the quantum adiabaticity
for a large system.

A microcanonical detour. We now argue that the quantum
adiabatic expression (151) for the mean energy as a function
of the slowly varying parameter A can be obtained by a purely
thermodynamic reasoning. This implies that the exponentially
long evolution times a priori required to reach the quantum
adiabatic regime for a large system are actually not necessary
to obtain Eq. (151). The first step is to realize that the initial
canonical ensemble (for A = L) can be viewed as a statistical
mixture of microcanonical ensembles [173]. These micro-
canonical ensembles correspond to nonoverlapping energy
intervals of width A, each interval contains many eigenstates,
but A is much smaller than the width of the probability
distribution of the system energy in the canonical ensemble.
For further convenience, we take A < kgT. One can label
each energy interval by its central energy value, or more
conveniently by its entropy S. If the eigenenergies E,(A)
are numbered in ascending order, the initial microcanonical
ensemble of entropy S contains the eigenenergies with
ni(S) <n <ny(S) and S = kpIn[n2(S) —ni(S)l. When A
is slowly varied, the entropy is conserved for our isolated
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system, and the microcanonical ensemble simply follows the
evolution of the initial n,(S) — n;(S) eigenstates, which cannot
cross for an ergodic system and remain bunched in energy
space. Furthermore, according to the eigenstate thermalization
hypothesis, the energy width E,, — E,,, remains close to its
initial value A: Each eigenenergy varies with a macroscop-
ically large slope dE,/dA but all the eigenenergies in the
microcanonical ensemble have essentially the same slope.*
The mean microcanonical energy for this isentropic evolution
is thus

ny(8)—1

1
Ene(S,A) = 12(S) —m(S) ,,:,2”;5) E,(2).

(154)

Finally, we take the appropriate statistical mixture of the
microcanonical ensembles (so as to reconstruct the initial
A = A canonical ensemble): The microcanonical ensemble
of entropy S has an initial central energy En.(S,Ao); it is
weighted in the statistical mixture by the usual expression
P(S) = e5/k8e=PEn(S:30) Since A « kgT, one can identify
e~ PEnc(S:20) with ¢ AEG0) for ni(S) < n < ny(S). The corre-
sponding statistical average of Eq. (154) with the weight P(S)
gives Eq. (151).

X. APPLICATIONS

In this section, we apply some of the above relations in three
dimensions, first to the two-body and three-body problems and
then to the many-body problem. Except for the two-body case,
we restrict to the infinite-scattering length case a = 0o in three
dimensions.

A. Two-body problem in harmonic trap:
finite-range corrections

Two particles interact with the compact-support potential
V(ri2; b) of range b and scattering length a in an isotropic
harmonic potential U(r;) = mw?r?. One separates out the
center of mass in an eigenstate of energy E. . The relative
motion is taken with zero angular momentum; its wave
function () is an eigenstate of energy E, = E — E., fora
particle of mass & = m /2 in the potential V (r; b) + uw?r?/2.
We take in this subsection hw as the unit of energy and
[h/(,tm))]l/2 as the unit of length. For r > b the solution
may be expressed in terms of the Whittaker function W
or, equivalently, of the Kummer function U (see Sec. 13 in
Ref. [174]):

, 2
y(r) s W 0 (3 Erel

2 3,
Wi (r2) 2 1—E
‘”Cf’)@ cal :e_2U<—2 rel,l,rz), (156)
2 r

where the factors C, and C; ensure that i is normalized
to unity. The zero-range limit, where V(r;b) is replaced by
the Bethe-Peierls contact conditions at the origin, is exactly

340116 has d%(Enz - Enl) = Omc(Euz) - Omc(Enl) =
(Ew, — Ey))O],.(Enc) = O(A), where Op is the microcanonical
expectation value of the contact operator.
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solvable; it gives eigenenergies E rel We give here the finite-
range corrections to the energy in terms of r,.

Three dimensions. Imposing the contact condition ¥ (r) =
Alr~' —a='1+ O(r) to Eq. (155) gives an implicit equation
for the spectrum in the zero-range limit, obtained in Ref. [175]
with a different technique:

1 _ar(z-%
f(Eu) == with f(B)= =iy (157

We calculated the finite-range corrections up to order two in b
included; they remarkably involve only the effective range:

0 ”
relre Erelre 1 f 3
e f’)(E?el 7)o ).

(158)

Erel - E?el + —

where the first- and second-order derivatives f’ and f” of
f(E)aretakenin E = E?el. To obtain this expansion, we have
used the result of Appendix D that one can neglect, at this
order, the effect of the trapping potential for » < b, so that
the wave function is proportional to the free-space scattering
state at energy E = h%k?/(2u), Y(r) = Ax(r). Such an
approximation was already proposed in Refs. [133,176,177],
without analytical control on the resulting spectral error.>> We
have checked that the term of Eq. (158) linear in 7, coincides
with the prediction of Table V, Eq. (1a), due to the fact that,
fromrelation 7.611(4) in Ref. [178], the normalization factor in
the zero-range limit obeys (C9)*272 f'(E2,)/ T?(3 — ETU') =1.

The term in Eq. (158) linear in r, was already written
explicitly in Ref. [115]. This corresponds to the first-order
perturbative use of the modified version of the zero-range
model, as put forward in Ref. [126]. It can also be obtained
by solving to first order in r, the self-consistent equation
considered in Ref. [131] obtained by replacing ag by ag
[see Eq. (5) of Ref. [131] ] into Eq. (6) of Ref. [131]. This
self-consistent equation was also introduced in Refs. [176]
and [177] [see Egs. (11), (12), and (30) of that reference] with
more elaborate forms for ag. With our notations and units this
self-consistent equation is simply

f(E) = —u(k = v2E),

where u(k) is related to the s-wave scattering amplitude
by Eq. (90). The self-consistent equation of Ref. [131]
corresponds to the choice u(k) = 1/a — kzre/Z in Eq. (159).
We have checked that solving that equation to second order
in r, then exactly gives the term of Eq. (158) that is quadratic
in r,. Our result of Appendix D shows that going to order
three in r, with the self-consistent equation should not give

(159)

3We employed two equivalent techniques. The first is to match in

r = b the logarithmic derivatives of Egs. (155) and (89) and to expand
their inverses up to order b* included. Due to Eq. (93) this involves
only r,. The second is to use relation (D6): The matching of Ay
with Eq. (155) in r = b gives A/C3 = [7/?/T'(3/4 — Er/2)][1 +
O(b*)], and the normalization of v to unity, from relation 7.611(4)
in Ref. [178] together with the Smorodinski relation (101), gives
dE../dr, up to order one in b included, which one integrates to get
the result.
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the correct result, since one can then no longer neglect the
effect of harmonic trapping within the interaction range. This
clarifies the status of that self-consistent equation.

To ascertain this statement, we have calculated the ground-
state relative energy up to third order included in b, restrict-
ing ourselves for simplicity to an infinite-scattering length,
1/a = 0.3° We find

b 1 Fo 2—-m2, [(1-I2)2—-1n2)
i S v T 432
72+ 121n%2 Ao +A2
- bt 1
192772 } e o@D, (160)

Here A, is the coefficient of k* in the low-k expansion of u(k),
utky=1/a — k2r6/2 + Mk* + O(Kk), it can be evaluated bya
generalized Smorodinski relation [179]. On the contrary, A; is
anew coefficient containing the effect of the trapping potential
within the interaction range. It can be expressed in terms of
the zero-energy free-space scattering state ¢(r), normalized as
in Eq. (9):

+00
A =/ drr?[1 —ug(r)], (161)
0

with uo(r) = r¢(r). Although our derivation is for a compact
support potential, we expect that our result is applicable as
long as A, and A, are finite. For both quantities, this requires
(for 1/a = 0) that the interaction potential drops faster than
1/r3 [179]. Interestingly, if one expands the self-consistent
Eq. (159) up to order b* included, one exactly recovers
Eq. (160), except for the term A,. This was expected from
the fact that the derivation of Eq. (159) in Ref. [177] indeed
neglects the trapping potential within the interaction range.

This discussion is illustrated for the particular case of the
square-well potential (182) in Fig. 2, with the exact spectrum
obtained by matching the logarithmic derivative of a Whittaker
M function for r = b~ with the logarithmic derivative of
a Whittaker W function for » = b™ as in Egs. (6.16, 6.17,
6.18) of Ref. [115].%7 In this case, one finds r, = b [114] and,
remarkably, A, = —2X, so that the difference between the

3The result is based on Appendix D. The simplest calculation is
as follows: One first neglects the trapping potential for r < b, one
matches the inverse of the logarithmic derivative of the scattering
state (89) for r = b~ with the inverse of the logarithmic derivative of
Eq. (155) for r = b™, and one expands the resulting equation up to
order b° included, using relations 13.1.2 and 13.1.3 in Ref. [174] for
r = b*. Then one includes the r < b trapping effect by applying the
usual first-order perturbation theory to the operator % uaw*r?6(b — r);
at this order the wave function for r < b may be identified with the
zero-energy scattering state ¢(r). An alternative, more complicated
technique is to use ¥V of Appendix D. One finds that, up to
order b* included, ¥ (b)/[—bv'(b)] = u(1)/[—u'(1)] + f(1)/u(l) —
f'(1)/u'(1), where we used the fact that u(1)/[—u'(1)] = 1 to zeroth
orderin b and f(x) solves (D8). Then from relations (D10) and (D11)
and from the expression of v(x) in terms of u(y), given above Eq. (D9),
one finds ¥ (b)/[—by'(b)] = u(1)/[—u'(D] + B(1)/u*(1) + OB°).
Matching this to the » > b solution gives (160).

3In Ref. [180] a similar calculation was performed, except that the
harmonic trap was neglected within the interaction range.
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0.038

E_)/[ho(b/a, )]

0.037

self
rel”

(E

(-6)/(6”)

. . | . | . |
0 0.2 0.4 0.6 0.8

b/ahO

FIG. 2. For two opposite spin fermions interacting in 3D via a
potential of short range b in an isotropic harmonic trap, the self-
consistent equation (159), derived, for example, in Ref. [177], gives
the eigenenergies with an error of order b3, due to the fact that it
neglects the effect of the harmonic trap within the interaction range
(see Appendix D). This is illustrated with the ground-state relative
energy for a square-well potential of infinite scattering length: The
deviation (solid line) between the approximate energy E3" [solving
Eq. (159)] and the exact one E, (calculated as in Ref. [115]) vanishes
as b3, with a coefficient given by Eq. (162) (dotted line). u is the
reduced mass, w is the angular oscillation frequency in the trap, and

ano = [/ ()2,

ground-state energy of Eq. (159) and the exact ground-state
energy obeys

E::l_ETSI_T/Q_’_O(b)_(___z)W—'_O(b)

(162)

Note that the case of two fermions with a square-well
interaction in a harmonic trap was numerically studied in
Ref. [181], for the s-wave and also for the p-wave case, with
the exact spectrum compared to the self-consistent equation
(159) or to its p-wave equivalent. No conclusion was given on
the scaling with b of the difference between the exact and the
approximate spectrum.

Two dimensions. Imposing the contact condition ¥ (r) =
Aln(r/a) + O(r) to Eq. (156) gives an implicit equation for
the spectrum in the zero-range limit [122,175]:

1-EY
" (T) —2¢y(1) = —21Ina, (163)

where ¥ is the digamma function. We have obtained the finite-
range correction

4 ZEO
% T+ O In* b)

rel

Ew = E% + (164)

by neglecting the trapping potential for r < b, as justified
by Appendix D, and by matching in r = b the scattering
state Ay (r) to Eq. (156). The bound on the error results in
particular from the statement that the ellipses (- - - ) in Eq. (97)
are O[(kb)* In(a /b)], that one can, for example, check for the
square-well potential. As expected, the value of 3 E/d(r>)
in r, = 0 obtained from Eq. (164) coincides with Table V,
Eq. (1b), knowing that the normalization factor in the zero-
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range limit, according to relation 7.611(5) in Ref. [178], obeys

0
w, lere]
(=)

r(5)

B. Three-body problem: corrections to exactly solvable cases
and comparison with numerics

In this subsection, we use the known analytical expressions
for the three-body wave functions to compute the corrections
to the spectrum to first order in the inverse scattering length
1/a and in the effective range r,. We shall consider not only
spin-1/2 fermions, but also spinless bosons restricting to the
universal stationary states [182,183] which do not depend on
the three-body parameter.

The problem of three identical spinless bosons [182,183]
or spin-1/2 fermions (say Ny =2 and N, = 1) [182,184] is
exactly solvable in the unitary limit in an isotropic harmonic
trap U(r) = %mwzrz. Here, we restrict to zero total angular
momentum (see, however, the last line of Appendix H) with
a center of mass in its ground state, so that the normalization
constants of the wave functions are also known analytically
[115]. Moreover, we restrict to universal eigenstates.’® The
spectrum is then

E=Eem + (s + 1+ 29)h0, (165)

where E. . is the energy of the center-of-mass motion, s
belongs to the infinite set of real positive solutions of

T n 4 . T 0
—scos|s— —sin|s— ) =
S s2 n\/g S6 ,

with n = +2 for bosons and —1 for fermions, and ¢ is a
nonnegative integer quantum number describing the degree of
excitation of an exactly decoupled bosonic breathing mode
[125,185]. We restrict ourselves to states with ¢ = 0. The case
of a nonzero gq is treated in Sec. X C.

a. Derivative of energy with respect to 1/a. Injecting the
expression of the regular part A of the normalized wave
function [115] into Table II, Egs. (2a) and (4a) or its bosonic
version (Table V, line 1 in Ref. [106]), we obtain

IE
3 (—1/a)

(166)

a=oo

”jn_‘”[‘(s+%)«/§ssin(s%)/r’(s+1) 6
= 167
_Cos(s%)+s%sin(s%)+n327ngcos(s%), ( )

For the lowest fermionic state, this gives (0E/93(1/a))q=00 =

—1.1980y/%*w/m, in agreement with the value —1.19 (2)
which we extracted from the numerical solution of a finite-
range model presented in Fig. 4(a) of Ref. [120], where
the error bar comes from our simple way of extracting the
derivative from the numerical data of Ref. [120].

3For Efimovian eigenstates, computing the derivative of the energy
with respect to the effective range would require to use a regularization
procedure similar to the one employed in free space in Refs. [126,
128]. However, the derivative with respect to 1/a can be computed
[115].
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b. Derivative of energy with respect to effective range.
Using relation [Table V, Eq. (1a)], which holds not only for
fermions but also for bosonic universal states, we obtain

oE
07¢ ) oo

Er g6 - Y ren
~ —cos(s%) +sZsin(sT) + Tli—ng cos (s%) -

For bosons, this result was derived previously using the method
of Ref. [126] and found to agree with the numerical solution
of a finite-range separable potential model for the lowest state
[115]. For fermions, Eq. (168) agrees with the numerical data
from Fig. 3 of Ref. [120] to ~0.3% for the two lowest states
and 5% for the third-lowest state;** Eq. (168) also agrees to
within 3% with the numerical data from p. 21 of Ref. [115] for
the lowest state of a finite-range separable potential model. All
these deviations are compatible with the estimated numerical
accuracy.

C. N-body problem in isotropic trap: Non-zero 1/a and r,
corrections

We now generalize Sec. X B to the case of an arbitrary
number N of spin-1/2 fermions (with an arbitrary spin
configuration) at the unitary limit in an isotropic harmonic
trap. Although one cannot calculate dE/d(1/a) and 9 E /dr,,
some useful information can be obtained from the following
remarkable property: For any initial stationary state, and after
an arbitrary change of the isotropic trap curvature, the system
experiences an undamped breathing at frequency 2w, with @
being the single atom oscillation frequency in the final trapping
potential [125]. From this one can conclude that, in the case
of a time-independent trap, the system exhibits an SO(2,1)
dynamical symmetry [185]: The spectrum is a collection of
semi-infinite ladders indexed by the natural integer ¢g. Another
crucial consequence is that the eigenstate wave functions
are separable in N-body hyperspherical coordinates, with a
know expression for the dependence with the hyperradius
[185]. This implies that the functions A;; are also separable
in (N — 1)-body hyperspherical coordinates and that their
hyperradial dependence is also known. As the eigenstates
within a ladder have exactly the same hyperangular part, one
can relate the energy derivatives (with respect to 1/a or r,) for
step g of a ladder to the derivative for the ground step of the
same ladder, as detailed in Appendix H:

s
a(1/a)],

_[ aE} FG+1) i ree+y) |
/ey [y T(s+q+1) F(k+DI(3)

k=0
F(s+g—k+3)T(q+1)
F(s+3)T@—k+1

) (169)

Here, we used the value of the effective range r, = 1.435r, [186]
. . . . 2 .
for the Gaussian interaction potential V(r) = —Voe*rz/ "o with V,
equal to the value where the first two-body bound state appears.

PHYSICAL REVIEW A 86, 013626 (2012)

with the eigenenergy of step g written as Eq. (165), s being now
unknown for the general N-body problem. We have checked
that this explicit result is consistent with the recursion relations
derived in Ref. [187]. A similar type of result holds for the
derivative with respect to r,:

I 0E] T+l [ r+d) T
[a_rl,:[a_m]oF<s+q+1>§[r<k+l>r(%)}
F(s+g—k—3)T@+1D
F(s—Dr@g-k+1

For nonzero 1/a or r., the level spacing is not constant
within a ladder, the system will not respond to a trap change
by a monochromatic breathing mode. In a small system, a
Fourier transform of the system response can give access to
the Bohr frequencies (E, — E,_1)/h, which would allow an
experimental test of Eqs. (169) and (170). In the large-N limit,
for a system prepared in its ground state, we now show that
the main effects of nonzero 1/a or r, on the breathing mode
are a frequency change and a collapse.

Let us take the macroscopic limit of Eqgs. (169) and (170)
for a fixed ¢: Using Stirling’s formula for s — +00 we obtain

(170)

[0E/0(1/a)], g w
BEA WL = Tas et 47D
[BE/dr), 3q 3q(5¢+11)

BEjard, a2 (172)

The first deviations from unity are thus linear in ¢, and
correspond to a shift of the breathing-mode frequency wpyeqrm to
the new value 2w + S@prearh, Which can be obtained to leading
order in 1/a and r, from

0 Whreath i _i 0Ey an 0 Whreath - 3_0)8E0
d(1/a) ~  4Eyd(1/a) ar,  4Ey or,
(173)

For a nonpolarized gas (with the same number N /2 of particles
in each spin state) the local-density approximation gives 4s ~
(BN)*3£1/2[119,184] and it allows us to obtain the derivative
of the energy with respect to 1/a [102] or to r, in terms of &,
¢, and &, defined in Eqgs. (179) and (186), so that

2560 [EV2¢
00 NS k|, (174
525n§5/4|:kpa + 2Leker (174

where we have introduced the Fermi momentum kp of the
unpolarized trapped ideal gas with the same atom number N as
the unitary gas, with hzk%/(2m) = 3N)3hw.Forr, = 0, we
recover the superfluid hydrodynamic prediction of Refs. [188—
190]. We have checked that the change of the mode frequency
due to finite-range effects can also be obtained from hydrody-
namics;* this change in typical experiments is of the order of
0.1% for lithium and 0.5% for potassium (see Sec. X E).

SWpreath =

“0The hydrodynamic frequencies Q2 are given by the eigenvalue
problem —mQ28p = div[,00V (ipem[0018p)] where 8p(r) is the in-
finitesimal deviation from the stationary density profile po(r), thom[£]
is the ground state chemical potential of the homogeneous gas of
density p and the apex ’ indicates derivation. For the equation of state
thomlo] = Ap*® + Bp?, where B is arbitrarily small, we treat the
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Furthermore, due to the presence of ¢ terms in Egs. (171)
and (172), the Bohr frequencies (E; — E,_;)/h depend on
the excitation degree g of the mode: If many steps of the
ground-state ladder are coherently populated, this can lead to a
collapse of the breathing mode, which constitutes a mechanism
for zero-temperature damping [191,192]. To coherently excite
the breathing mode, we start with a ground-state gas, with
wave function 1,4, and we abruptly change at ¢t = 0 the trap
frequency from wqg to @ = A2wyq. For the unitary gas, ¥oid
is deduced from the r = 0" ground state ¥y by a dilation with
scaling factor A,

[Wola) = €210 ys), (175)

where D is the generator of the dilations [122,185]. Usmg
the representation of D in terms of the bosonic operator b
[185], that annihilates an elementary excitation of the breathing
mode (b|q) = ¢'/*|g — 1)), and restricting to |e| < 1, where
€ = In A, one has

—is'2(bt - b),

D~ (176)

so that the trap change prepares the breathing mode in a
Glauber coherent state with mean occupation number § = €2s
and standard deviation Ag = ¢'/%. Similarly, the fluctuations
of the squared radius of the gas ), rl.z/N , which can be
measured, are given by — %(5 + b1 for small €. In the large
system limit, one can have § >> 1 so that | < Ag <K g. At
times much shorter than the revival time 277/ |85Eq|, one
then replaces the discrete sum over ¢ by an integral to obtain

by )| _ d
(b)(0) Aq |ZE,| .

For an unpolarized gas, using Eqgs. (171) and (172) and the
local-density approximation, we obtain the inverse collapse
time due to nonzero 1/a or r,:

64|6| 3; 2§ekFre
357& BN)?? |Skpa 3812
For lithium experiments, 7. is more than thousands of mode
oscillation periods. To conclude with an exotic note, we recall
that the ¢ terms in Egs. (171) and (172) lead to the formation

of a Schrodinger-cat-like state for the breathing mode at half
the revival time [193].

/) with 1, = (177)

(wt)™" = (178)

D. Unitary Fermi gas: comparison with fixed-node Monte Carlo

For the homogeneous nonpolarized unitary gas (i.e., the
spin-1/2 Fermi gas in 3D with ¢ = oo and Ny = N|) at zero

term in B to first order in perturbation theory around the breath-
ing mode to obtain Q =20+ w2 (y — HEL) [[dun(1 -
2u?)(1 — u?)® 72 where = wN'32mA/7*3)!/? is the unper-
turbed chemical potential of the trapped gas. To zeroth order in
B, scaling invariance gives 8p¥(r) = £ [py(r/1)/3*];,=;. To use
perturbation theory, we made the differential operator Hermitian with
the change of function §f(r) = (u;nm[po(r)])l/ 28p(r). Hermiticity
of the perturbation is guaranteed (i.e., surface terms coming from
the divergence theorem vanish) for y larger than 1/3. For finite-r,
corrections, y = 1.
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temperature, we can compare our analytical expressions for the
short-distance behavior of the one body density matrix g{!) and

the pair distribution function g7 @ to the fixed-node Monte Carlo
results in Refs. [107-109]. In this case, g (R — r/2,R +1r/2)
and gN(R —r/2,R +r/2) depend only on r and not on o, R,
and the direction of r. Expanding the energy to first order in
1/(kra) around the unitary limit yields

¢
k;ﬁ)

where Ejgey is the ground-state energy of the ideal gas, &
and ¢ are universal dimensionless numbers, and the Fermi
wave vector is related to the density through kr = (372n)'/3.
Expressing C in terms of ¢ thanks to Table I1, Egs. (2a) and (4a)
and Eq. (179), and inserting this into Table II, Eq. (7a), we get
3¢ §
Dy~ |1 = Zkpr — = (kpr)?

8oo(r) 2|: TokFr 1O(Fr) +
For a finite interaction range b, this expression is valid for
bkr<K k;l M Table IV, Eq. (4a) yields

E = Eigeal (E - (179)

} (180)

g? I 2
$10) = | ok HeOL. (181)
The interaction potential used in the Monte Carlo
simulations [107-109] is a square-well:
vor=—(ZY 2o - n (182)
N=—=-\) — —r).
2 ) mb?
The corresponding zero-energy scattering state is
_sin(5)
¢(ry= ——="~forr <b, ¢r)=- forr >b, (183)
r

and the range b was taken such that nb® =107° (ie.,
krb = 0.0309367 ...). Thus we can assume that we are in
the zero-range limit kzb < 1, so that Eqgs. (180) and (181)
are applicable.

Figure 3 shows that the expression (181) for g(z) fits well
the Monte Carlo data of Ref. [109] if one adjusts the value of
¢ to 0.95. This value is close to the value ¢ >~ 1.0 extracted
from (179) and the E(1/a) data of Ref. [107].

Using ¢ = 0.95 we can compare the expression (180)
for g')) with Monte Carlo data of [108] without adjustable
parameters. Figure 4 shows that the first-order derivatives
agree, while the second-order derivatives are compatible
within the statistical noise. This provides an interesting check
of the numerical results, even though any wave function
satisfying the contact condition [Table I, Eq. (1a)] leads to
¢!V and g(ff functions satisfying Table II, Egs. (3a) and (6a)
with values of C compatible with each other.

potential one has gl(r)=n/2—
r’mEq,/(3h*V)+--- where V is the volume; the kinetic
energy diverges in the zero-range limit as Ey, ~ —Eiy, thus
Eyin ~ —C/(47)? [ d*rV(r)|¢(r)|* from Table IV, Eq. (2a), so that
Eyin ~ Ch?/(32mb) for the square-well interaction. This behavior
of gV(r) only holds at very short distance r < b and is below the
resolution of the Monte Carlo data.

“'For a finite-range
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FIG. 3. Pair distribution function g(ff(r) =
(&;(P)&I(O)IZ\I ¢(0)1ﬂ¢(r)) of the homogeneous nonpolarized
unitary gas at zero temperature. Circles are for fixed-node Monte
Carlo results from Ref. [109]. Solid line is for the analytic expression
(181), where the value ¢ = 0.95 was taken to fit the Monte Carlo
results. The arrow indicates the range b of the square-well interaction
potential. Dashed line shows analytic expression (184), with

¢ = 0.12 [150].

A more interesting check is provided by our expression
[Table V, Eq. (3a)] for the subleading term in the short-range
behavior of g%) (r), which here reduces to

¢k ¢
4073 2 20m3
where ¢, is defined in Eq. (186). Remarkably, this expression
is consistent with the fixed-node Monte Carlo results of

Ref. [109] if one uses the value of ¢, of Ref. [150] (see Fig. 3).

kS + 0(r),

gr) = (184)

E. Finite-range correction in simulations and experiments

We recall that, as we have seen in Sec. VII, the finite-range
corrections to eigenenergies are, to leading order, of the form
(0E/0r,)r, for continuous-space models or Eq. (117) for
lattice models, where the coefficients 0 E/dr,, and dE/OR,

g/ (n2)

FIG. 4. (Color online) One-body density matrix g(r) =
(1,[7; ()Y, (0)) of the homogeneous nonpolarized unitary gas at zero
temperature: comparison between the fixed-node Monte Carlo results
from Ref. [108] (black solid line) and the analytic expression (180) for
the small-kzr expansion of g{!) up to first order (red dashed straight
line) and second order (blue dotted parabola) where we took the value
¢ = 0.95 extracted from the Monte Carlo data for g(Tzf (see Fig. 3).
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for lattice models are model independent. This can be used in
practice by extracting the values of these coefficients from nu-
merical simulations, done with some convenient continuous-
space or lattice models (usually a dramatic simplification of
the atomic physics reality); then, knowing the value of r, in
an experiment, one can compute the finite-range corrections
present in the measurements, assuming that the universality
of finite-range corrections, derived in Sec. VII for compact
support potentials, also applies for multichannel O(1/r%)
models. The value of r, is predicted in Ref. [194] to be

a2
Te = —2R*< — E)
a

47h r2(1/4) b\ b
3r2(1/4)[( 27 _E) +¢?}’ (183)

where b is the van der Waals length b = (mCg/h*)'/*, ap, is the
background scattering length, and R, is the so-called Feshbach
length [127]. We recall that the magnetic-field dependence
of a close to a Feshbach resonance reads a(B) = apg[l —
AB/(B — By)] where By is the resonance location and AB
is the resonance width, and that R, = 5> /(maypg iy AB) where
1y is the effective magnetic moment of the closed-channel
molecule. We note that the a-dependent terms in the second
term of Eq. (185) are O(b?) and thus do not contribute to the
leading-order correction in b. In contrast, the a dependence of
the first term of Eq. (185) can be significant since ay, can be
much larger than b (this is indeed the case for °Li).** A key
assumption of Ref. [194] is that the open-channel interaction
potential is well approximated by —Cg/r® down to interatomic
distances r < b. This assumption is well satisfied for alkali-
metal atoms [194,196]. Although we have not calculated the
off-shell length p, explicitly, we have checked that it is finite
fora —Cg/r® potential [179].

As an illustration, we estimate the finite-range corrections
to the nonpolarized unitary gas energy in typical experiments.
Similarly to Eq. (179), we have the expansion

E = Eigea(§ + Cekpre +--+),

where E and FEjq, are the ground-state energies of the
homogeneous Fermi gas [of fixed density n = k3. /(37%)]
for 1/a =0 and a = 0, respectively. The value of ¢, was
estimated both from fixed-node Monte Carlo and auxiliary
field quantum Monte Carlo to be ¢, = 0.12(3) [150].*3 The
value of r, as given by Eq. (185) is 4.7 nm for the By >~ 834 G
resonance of °Li (in accordance with Ref. [197]) and 6.7 nm
for the By ~ 202.1 G resonance of “°K. The typical value
of 1/kp is ~400 nm in Ref. [48], while 1/kp at the trap
center is ~250 nm in Ref. [35] and ~100 nm in Ref. [198],

(186)

“2The general structure of Eq. (185) already appeared for a simple
separable two-channel model [102] with exactly the same expression
for the first term, which explains why the a dependence is correctly
reproduced by the simple expression of Ref. [102], as observed
in Ref. [195] by comparison with a coupled-channel calculation,
provided that the separable-potential range in Ref. [102] was adjusted
to reproduce the correct value of r, at resonance.

43 As discussed around Eq. (117), one has to take into account not only
r, but also R, for lattice models, which was not done in Ref. [150].
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which respectively leads to a finite-range correction to the
homogeneous gas energy of

SFE
z 2~ 0.4%, 0.6% and 2%. (187)

In the case of lithium, this type of analysis was used in Ref. [48]
to estimate the resulting experimental uncertainty on .

XI. CONCLUSION

We derived relations between various observables for N
spin-1/2 fermions in an external potential with zero-range or
short-range interactions, in continuous space or on a lattice,
in two or three dimensions. Some of our results generalize
the ones of Refs. [91,97,98,101,104,105]: Large-momentum
behavior of the momentum distribution, short-distance be-
havior of the pair distribution function and of the one-body
density matrix, derivative of the energy with respect to the
scattering length or to time, norm of the regular part of the
wave function (defined through the behavior of the wave
function when two particles approach each other), and, in
the case of finite-range interactions, interaction energy, are
all related to the same quantity C; and the difference between
the total energy and the trapping potential energy is related to
C and to a functional of the momentum distribution (which
is also equal to the second-order term in the short-distance
expansion of the one-body density matrix). We also obtained
the following relations: The second-order derivative of the
energy with respect to the inverse scattering length (or to the
logarithm of the scattering length in two dimensions) is related
to the regular part of the wave functions and is negative at
fixed entropy; and the derivative of the energy with respect
to the effective range r, of the interaction potential (or to r?
in 2D) is also related to the regular part, to the subleading
short-distance behavior of the pair distribution function, and
to the subleading 1/k° tail of the momentum distribution. We
have found unexpected subtleties in the validity condition of
the derived expression of this derivative in 2D: Our expression
for 9E/d(r?) applies because, for the class of interaction
potentials that we have specified, the effective range squared

r2 is much larger than the true range squared b2, than the length

e

squared p? characterizing the low-energy s-wave off-shell 7
matrix, and than the length squared R? characterizing the low-
energy p-wave scattering amplitude, by logarithmic factors
that diverge in the zero-range limit. In 3D, for lattice models,
our expression for d E/dr, applies only for magic dispersion
relations where an extra parameter R, quantifying the breaking
of Galilean invariance (as predicted in Ref. [116]) vanishes;
also, the magic dispersion relation should not have cusps at the
border of the first Brillouin zone, otherwise the so-called Juillet
effect compromises the validity of our dE/dr, expression
for finite-size systems. We have explicitly constructed such
a magic relation, which may be useful to reduce lattice
discretization effects in quantum Monte Carlo simulations.
We also considered models with a momentum cutoff used
in quantum Monte Carlo calculations, either in continuous
space [57] or on a lattice [53,56,155,156]: Surprisingly, in
the infinite-cutoff limit, the breaking of Galilean invariance
survives and one does not exactly recover the unitary gas.
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Applications of general relations were presented in three
dimensions. For two particles in an isotropic harmonic trap,
finite-interaction-range corrections were obtained and were
found to be universal up to order > included in 3D; in par-
ticular, this clarifies analytically the validity of some approx-
imation and self-consistent equation introduced in Refs. [131,
133,176,177] that neglect the effect of the trapping potential
within the interaction range. For the universal states of three
particles with an infinite scattering length in an isotropic
harmonic trap, the derivatives of the energy with respect to the
inverse scattering length and with respect to the effective range
were computed analytically and found to agree with available
numerics. For the unitary gas in an isotropic harmonic trap,
which has a SO(2,1) dynamical symmetry and an undamped
breathing mode of frequency 2w, we have determined the
relative finite-1/a and finite-range energy corrections within
each SO(2,1) ladder, which allows in the large- N limit to obtain
the frequency shift and the collapse time of the breathing mode.
For the bulk unitary Fermi gas, existing fixed-node Monte
Carlo data were checked to satisfy exact relations. Also, the
finite-interaction-range correction to the unitary gas energy ex-
pected from our results to be (to leading order) model indepen-
dent and thus extractable from quantum Monte Carlo results
was estimated for typical experiments: This quantifies one of
the experimental uncertainties on the Bertsch parameter &.

The relations obtained here may be used in various other
contexts. For example, the result Table II, Egs. (11a) and
(11b) on the sign of the second-order derivative of E at
constant entropy is relevant to adiabatic ramp experiments
[38,39,160,162,198], and the relation Table III, Eq. (8a) allows
us to directly compute C using determinantal diagrammatic
Monte Carlo [199] and bold diagrammatic Monte Carlo
[59,200,201]. C is directly related to the closed-channel
fraction in a two-channel model [100,102], which allowed
us to extract it [102] from the experimental photoassociation
measurements in Ref. [35]. C was measured from the tail
of the momentum distribution [52]. For the homogeneous
gas C was extracted from measurements of the equation of
state [45]. C also plays an important role in the theory of
radiofrequency spectra [101,202-206] and in finite-a virial
theorems [99,207,208], as verified experimentally [52]. C
was also extracted from the momentum tail of the static
structure factor S(k), which is the Fourier transform of the
spin-independent pair distribution function (7 (r)7(0)) and was
measured by Bragg spectroscopy [50,51]. In principle one can
also measure via S(k) the parameter ¢, quantifying the finite-
range correction to the unitary gas energy from the relation

dE nh* [ dk C
ar., m J @2n) [S ) 4k] ’ (188)
resulting from Table V, Eq. (3a). This procedure is not
hampered by the small value of krr, in present experiments,
contrarily to the extraction of ¢, from a direct measurement
of the gas relative energy correction ¢ krpr, < 1072,

We can think of several generalizations of the relations
presented here. All relations can be extended to the case of
periodic boundary conditions. The techniques used here can be
applied to the one-dimensional case to generalize the relations
of Ref. [91]. For two-channel or multichannel models one
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may derive relations other than the ones of Refs. [100-102].
Generalization of the present relations to arbitrary mixtures
of atomic species, and to situations (such as indistinguishable
bosons) where the Efimov effect takes place, was given in
Ref. [106].

Note added. Table 1I, Eq. (4b), as well as Table II,
Eq. (12b), were obtained independently by Tan [209] using the
formalism of Ref. [104]. Recently, some of our 2D relations
were tested in Ref. [65] and some of them were rederived in
Ref. [210].
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APPENDIX A: TWO-BODY SCATTERING FOR
LATTICE MODEL

For the lattice model defined in Sec. III B, we recall that
¢(r) denotes the zero-energy two-body scattering state with
the normalization (9) and (10). In this Appendix we derive the
relation (11) and (12) between the coupling constant g, and the
scattering length, as well as the expressions (15)—(18) of ¢(0).
Some of the calculation resemble the ones in Refs. [15,211].

We consider a low-energy scattering state ®4(r) of wave
vector ¢ < b~! and energy E = 2eq ~ i*q*/m; that is, the
solution of the two-body Schrodinger equation (with the center
of mass at rest):

(Hy+ V) |®q) = E|Dyg), (AD)

where Hy = [, d’k/(2n)*2€|k) (k| and V = go|r = 0)(r =
0|, with the asymptotic behavior

. eiqr
Dq(r) = "1+ 1y
r—0oQ0 r

. 2 )
Pq(r) r oo et fa V imqr e 4. in2D. (A3)

Here, fy is the scattering amplitude, which in the present case
is independent of the direction of r as we will see. Note that, in
2D, the present definition corresponds to the convention (96),
it differs, for example, from Ref. [212] by a factor 1/(4i). Also
Vi = e™/*. We then have the well-known expression

|®q) = (1 +GV)lq),

+---in3D,

(A2)

(A4)
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where G = (E +i0" — H)~!. Since G = Gy + Gy VG, with
Go = (E +i0" — Hy)~!, Eq. (A4) is equivalent to

|®q) = (1+GoT)lq), (A5)

where the 7 matrix is T =V 4+ VGV. Indeed, Eq. (A4)
clearly solves Eq. (A1), and one can check [using the fact that
(r|Go|r = 0) behaves for r — oo as —[m /(4wh>)][e'?" /r] in
3D and —(m/h?)\/i/(8mqr)e'?” in 2D] that Eq. (AS5) satisfies
Eqgs. (A2) and (A3) with

fq= —4:h2b3(r — 0|T|q) in 3D, (A6)
fa= —==b>(r = 0|T|q) in 2D, (A7)
4ih
Using T =V + VGV and G = Gy + GoV G one gets
1 dik 1 -
(r=0IT|q) = b |:g_o_/D(2n')dE+i0+—26k:| '
(AB)

In 3D the scattering length in defined by fy = 4 which
q—)
gives the relation (11) between a and gy. In 2D,
_ im/2
4—0 In(gae” /2) —im/2 + o(1)’
where a is by definition the 2D scattering length. Identifying
the inverse of the right-hand-sides of Eqgs. (A7) and (A9) and
taking the real part gives the desired Eq. (12). We note that
Egs. (A9) and (12) remain true if ¢ — 0 is replaced by the
limit b — 0 taken for fixed a.

To derive Egs. (15) and (16) we start from V|®4) = Tlq),
which directly follows from Eq. (A4). Applying (r = 0] on the
left and using Eqs. (A6) and (A7) yields
2

fa (A9)

4rh
80Pq(0) = —

f,in 3D, (A10)
m
4in*
80@4(0) = —— f, in 2D. (A11)
In 3D, we simply have ¢ = —a~'lim,_.o ®4,* and the result

(15) follows. In 2D, the situation is a bit more tricky because
lim,_,o®4(0) = 0. We thus start with g > 0, and we will take
the limit g — O later on. At finite g, we define ¢¢(r) as being
proportional to ®¢(r) and normalize it by imposing the same
condition (10) as for zero energy, but only for b <« r < ¢~'.
Inserting Eq. (A9) into Eq. (All) gives an expression for
®4(0). To deduce the value of ¢(0), it remains to calculate the
r-independent ratio ¢q(r)/ @q(r). Butforr > b we canreplace
@q(r) and ®q(r) by their values within the zero-range model
(since we also have b <« ¢~') which we denote by (]bgR(r) and

®ZR(r). The two-body Schrodinger equation

hz

——APR=E®RVr>0 (A12)
m

“In the case of an infinite scattering length, one has to take a finite

a so that this expression makes sense, and only then take the limit
la] — oo (this comes from the fact that the scattering amplitude at
zero energy is infinite in this case).
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implies that

PXR(r) = £ + N H" (qr), (A13)

where NV is a constant and H(gl) is an outgoing Hankel function.
The contact condition

JA/ ¢§R(r) = Aln(r/a) + O(r), (Al14)

together with the known short-r expansion of the Hankel
function [213] then gives

—1
A= .
In(gae? /2) —im/2

(A15)

Of course we also have ®Z% /¢Z% = A, which gives Eq. (16).
Finally, Eqgs. (17) and (18) are obtained from Egs. (15)
and (16) using the relations dim/(4nh’a)]/d(1/ge) = 1in 3D

hz o ' 3 : 3 * *
(Y1, Hya) — (HY1,92) = om ;/ <]_[d Vk) flgr(l)/[r,-/v#i,r,»pe}d ri ¥ A Y2 — Y2 A Y]

ki
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and d(1/g0)/d(Ina) = —m/(27wh?) in 2D, which are direct
consequences of the relations (11) and (12) between g, and a.

APPENDIX B: DERIVATION OF LEMMA

In this Appendix, we derive the lemma (33) in three
dimensions, as well as its two-dimensional version (35).
Three dimensions. By definition we have

(Y1, Hyra) — (Hr1 ¥2)
h2 ’ N
=—— | &ri-dry )] [Ui ALY — ALY
i=1

2m
(B1)

Here the notation [ " means that the integral is restricted to the
set where none of the particle positions coincide.*> We rewrite
this as

(B2)

We note that this step is not trivial to justify mathematically. The order of integration has been changed and the limit ¢ — 0 has

been exchanged with the integral over r;. We expect that this is valid in the presently considered case of equal mass fermions

and more generally provided the wave functions are sufficiently regular in the limit where several particles tend to each other.
Since the integrand is the divergence of V[V, o — ¥V, ¥}, the divergence theorem gives

h2 N /
(1, H) = () = o ;f (TTen) i 3

ki

where the surface integral is for r; belonging to the sphere
Se(r;) of center r; and radius €, and the vector area dS points
out of the sphere. We then expand the integrand by using
the contact condition, in the limit 7;; = € — 0 taken for fixed
r; and fixed (ry )iz, ;. Using R;; =r; + eu/2 withu = (r; —
rj)/rij we get

1 1 w1 (n)
=, (== =) A +5u- Ve, A7 + 0 (), B4

" e—0 € a,
Ve, = )
! e—0 6:2 1
1 n n
+ 5o [Vr, AT —u(u- Ve, A7)+ 00D, (BS)
where n equals 1 or 2, and the functions AE;.[) and VR,-‘,AI(-';) are
taken at (r;,(ry)k-, ;). This simply gives '

\#g( N [ern 'ﬁz - WZVr,'Ipl*] -dS

11
= 4n <— - —> AJTAD +0()  (B6)

e—0 aj ap
because the leading-order term cancels and most angular
integrals vanish. Inserting this into Eq. (B3) gives the desired
lemma (33).
Two dimensions. The derivation is analogous to the 3D

case. In Eq. (B3), the double integral on the sphere of course
has to be replaced by a simple integral on the circle. Instead

#g ) [1//1*Vr, w2 - WZVI‘,' Wik] ) dS’ (B3)

e(rj

DA

of Egs. (B4) and (BS5), we now obtain, from the 2D contact
condition [Table I, Eq. (1b)],

Y = In(e/a) A"+ 0 (elne), (B7)

€E—>
um
Vril/fn Ef() EAL] + 0 (1116) s (BS)
which gives
f [ViVe 2 — vV ¥i] - dS
Se(r;)
= 27 In(az/ay) A*AD + O(eln’e),  (BY)

and yields the lemma (35).

APPENDIX C: ZERO-RANGE LIMIT OF LATTICE
MODEL’S CONTACT

In this Appendix, we show that our definition [Table III,
Egs. (1a) and (1b)] of the contact operator € within the lattice
model agrees in the zero-range limit b — 0 with the way
[Table II, Eq. (1)] C is usually defined within the zero-range
model.

“In other words, the Dirac distributions originating from the
action of the Laplacian onto the 1/r;; divergences can be ignored.
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1. Stationary state

Let us first consider an eigenstate |y) of the zero-range
model with an energy E. Let |;,) denote the eigenstate of
the lattice model which tends to |v) when b — 0, and let E},
denote the corresponding eigenenergy. Then, Cj, = (v, |C )
tends to the contact C of the state v [defined in Table II,
Eq. (1)] when b — 0. Indeed, C is related to dE/d(—1/a) by
Table II, Eq. (4a), C}, is related to d Ej, /d(—1/a) by Table II,
Eq. (4a), and the function E,(1/a) should tend smoothly to
E(1/a) when b — 0.

2. Arbitrary pure state

We now consider any pure state |y) satisfying the contact
condition [Table I, Eq. (la)]. We will show that C, =
(wbléwb) tends to the contact C of the state |ir) [defined
in Table II, Eq. (1)] when b — 0, where |¥,) is defined as
follows: Writing |1/) as a linear combination ), ¢ |y™)
of the zero-range model’s eigenstates |/), we define the
linear combination |1,) = 3, ¢®™|y") of the lattice-model’s
eigenstates [/\").

We consider only the 3D case—the derivation being almost
identical in 2D. Let A and A“™ denote the regular parts
of ¢ and ™ [defined by the contact condition Table I,
Eq. (1a)], and A, and Ag’) denote the regular parts of v,
and " [defined by Eq. (19)]. Linearity immediately gives
A=Y, cWA® and A, =Y, cWAY, as well as Cp =
>, m(cﬁ)"))*c,(,m)(w,ﬂ")|CA‘|1//,£'")). Expressing € in terms of Hiy
thanks to Table III, Eq. (2), and using the lemma (56) as
well as Eq. (15), we get (y\”|Cly™) = (4m)* (A, A™).
When b — 0, we expect that this last quantity tends to
(47)%(A™, A because Af)") — A®™ [see Eq. (19) and the
discussion thereafter]. Thus C, indeed tends to C.

APPENDIX D: SPECTRAL EFFECT OF TRAPPING
POTENTIAL WITHIN THE INTERACTION RANGE

The motivation of this Appendix is to justify the fact
that, in Eq. (88) and in its equivalent form in 2D for an
N-body problem, we have neglected the effect of the trapping
potential within the interaction range. In the case of an isotropic
harmonic trap, the exact form of Eq. (88) contains the external
potential term §m>r?. This issue is thus mappable to the two-
body problem in a trap with a finite-range interaction, which
was the object of numerous studies in 3D [131,133,176,177]
that have, however, not analytically quantified the effect of
the trapping potential within the interaction range. After
elimination of the center-of-mass motion and restriction to
a zero angular momentum, one faces the 3D or 2D eigenvalue
problem

2

Ey(r) = —%Aw(r) + [ima)zrz +V (r;b)} v(r), (DI)

with the conditions that v diverges neither in r = 0 nor at
infinity. The rotationally invariant compact support potential
V(r;b) of range b is of the minimal depth ensuring a fixed
scattering length a (as discussed in Sec. VIIB). In the limit
b — 0, where E converges to a finite value, we show that
neglecting the effect of the trapping potential within the
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interaction range r < b, as done in Sec. VII A, introduces on
the eigenenergy E an error O(b*)in 3D and O[b* In*(a /b)] in
2D, which thus does not affect the results [Table V, Egs. (1a)
and (1b)].

The starting point is the Hellmann-Feynman theorem, with
¥ real and normalized to unity:

dE

db
To reexpress this integral in a more operational way, we
introduce the solution ¥ (r) of Schrodinger’s equation with
the same eigenvalue E but for the interaction potential V (r; b)
of a different range b. This solution v/ (r) remains finite in
r = 0 but it diverges at infinity and cannot be L? normalized.
In what follows we take a convenient normalization of v such
that limj_ , ¥ = 1.

We multiply Schrodinger’s equation for v (respectively /)
by ¥ (respectively ) and we integrate the difference of the
two resulting equations over the domain r < R. Using the
divergence theorem, the Wronskian W(R) appears,

W) =gy (r) — v )P ().

For r > b,b, the Wronskian satisfies the differential equation

= fddrwz(r)a,,v (r:b). (D2)

(D3)

, d—1
Wir)= —FW(F),

so that, for large R, W(R) = w/R?~" and

m

+00
W= / drr'='[V(r:b) = VDI OY (). (D4)
0

Turning back to the Hellmann-Feynman formula (D2), we
obtain the exact relation

dE  2d-Dn#h* . w

— = lim

db m
It remains to calculate w treating perturbatively the trapping
potential within the interaction range.

To zeroth order, one neglects the trapping potential for r <
b [or r < b for ], so that v ©(@r) = Ax(r), where y is the
scattering state of energy E for V(r;b). Taking for simplicity
E >0, we set £ = hzkz/m, k > 0, and yx is normalized as
in Egs. (89) and (95). Note that A is then fully specified by
the continuous matching of 1) in r = b to the outer solution
in the trapping potential (that can be expressed in terms of
Whittaker functions, see Sec. X A) and by the fact that v is
normalized to unity. We also have /O (r) = Aj(r) for r < b,
where  is the scattering state of energy E for V(r; b) and the
same prefactor 4 was taken for convenience. The zeroth-order
Wronskian W@ can then be calculated explicitly, in particular
using relations 8.477(1), 8.473(4), and 8.473 (5) of Ref. [178].
We use Egs. (93) and (97), with --- = O[(kb)*In(a/b)] in
Eq. (97) [as we have checked for the square well], to obtain
dr.

dE (0)3]) r
) 2o Lo,
<db> TEA Gy 000

=. D5
bbb —0>b ©5)

(Do)

dEN? 2 ,d 3
(%> = nEA - (r7) + 016 In(a/b)). (D7)

We have checked that the b — O limit of these relations
coincide with Table V, Egs. (1a) and (1b).
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To first order, we treat the trapping potential perturbatively
within the interaction range. We rescale the distance by b, so
that V() = f(x), and x(r) = NMu(x), where x = r/b and
the function u(x) is normalized by the condition #(0) = 1. The
function f solves the inhomogeneous Schrodinger equation:

2 Y d—1 ’
Fx M(X)—f(x)+—x f )

2
- [kzb2 - ";—ljv (bx;b)] fo,

1 m?w?

F = 4AN .
The function u(x) is a solution of the corresponding homoge-
neous equation. A second solution v(x) can be constructed that
diverges for x — 0. Itis of the form v(x) = —u(x)/x + Z3(x)
with Z3(x) = O(x) for x — 0in 3D, and v(x) = u(x)Inx +
Z>(x) with Z,(x) = O(x?) for x — 0 in 2D. More precisely,
one has Z,(x) = u(x) f(f dyy'=¢[—1 + 1/u’*(y)]. Since the
expression between square brackets in Eq. (D8) is O(1), u(x)
and Z,(x) are O(1) for x < 1. A first consequence is that the
factor \V scales as 1/b in 3D and as In(a/b) in 2D.*® A second
consequence is that, both in two and three dimensions,

v D (b) and by (b) = O (F).

This can be seen with the method of variation of con-
stants, where one sets (f(x),f (x)) = a(x)(u(x),u'(x)) +
B(x)(v(x),v'(x)), with the boundary conditions «(0) = 0 (so
that ¢ does not duplicate the zeroth-order solution) and
B(0) = 0 (so that ¥V does not diverge in » = 0). This leads
to

b*. (D8)

(D9)

() = —F / dyy  u(u(), (D10)
0

pe =7 [ ant i) (D11)
0

Similar results hold for {y". From Eq. (D9) and its counterpart
for yM(b), ¥V (b), we can estimate the variation of the
Wronskian W(R) for R close to b, b, and thus the variation
w™ of w due to the trapping potential. Dividing by b — b and
taking the limit 5 — b as in Eq. (D5) amounts to taking a
derivative with respect to b, which gives an additional factor
O(1/b). Finally, the error § E introduced on the eigenenergy by
neglecting the trapping potential within the interaction range
is bounded in the zero-range limit b — 0 as

SE 2 0(ma*b’ A%,
SE 2 0[mwb* A% In*(a/b)],

where the factor A converges to a finite, energy-dependent
value for b — 0.

(D12)
(D13)

APPENDIX E: LOW-ENERGY T MATRIX
PARAMETERS IN 2D

We derive the hierarchy of Egs. (109)—(111) for a 2D
nonpositive minimal-depth potential of finite range b, V(r) =

46This also results from the fact that u(1) is not particularly close to
zero: For 1/a = 0in 3D, u(1)/u’(1) = —1.
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[hzké /m]u(r/b), for b — 0 and kj adjusted to have a constant
s-wave scattering length a. The key point is then that kob — 0
(differently from 3D).

In the s-wave channel, we write the zero-energy scattering
wave function as Y (r) = f(x), with x = r/b. The function
£ solves f"(x) 4+ f'(x)/x = (kob)*v(x) f(x) and it is normal-
ized as f(0) = 1. We expand f(x) in powers of (kob)?. To ze-
roth order, fo(x) = 1. To first order, f}' + f//x = (kob)*v(x),
with f1(0) = 0. This is integrated with the method of variation
of constants, fi(x) = a(x) 4+ B(x)Inx and f{(x) = B(x)/x:

a(x) = — (kob)® /0 dyyv(»)ny, El)

B(x) = (kob)? / dyyv(y). (E2)
Expressing that fj(x) =~ ﬂ(—i—oo)(in(r/a) at infinity gives
L Bt om
In(a/b) ~ 1+ a(+o0)  #K?
and further using Eq. (106) leads to

+00 _
lp3~b2/ dxx[wlnx
2 0 p(+00)

ax) — oc(+oo):|

+o0
f drrV(r), (E3)
0

(E4)
B(+00)

Integration by parts then gives Eq. (110). Using Egs. (105),

(E3), and (E4) and realizing that ¢(r)+ In(r/a) =

2/B(400) 4+ O(1) for b — 0 with 0 < r/b < 1 fixed, gives

Eq. (109). Reproducing this perturbative expansion with the

same v(x) in the / wave, one gets

L b_l S| fooodxle“v(x)
"0 \211) In(a/b) [ dxxv(x)

This relation for / =1, combined with Eq. (110), gives
Eq. (111).

(E5)

APPENDIX F: SOME MATH FOR JUILLET EFFECT

Here, in the context of the Juillet effect for lattice models,
we justify the expansion (133). The quantity R; defined in
Eq. (130) may be expressed in terms of the difference between
an integral and a 3D Riemann sum. We are then guided by
the following type of results: If f(x) is a C* function inside
the cube B = [—1/2,1/2]%, thenfore = 1/(2N + 1), with the
integer N — 4-00:

2
PE _ =8—/d3 A oM.
[B xf (x) eXn:f(sn) 2 ], 4¥0F 00+ 0(eh

(F1)

where Af is the Laplacian of f and the sum over n ranges
over {—N,...,N}3. To show this lemma, we introduce the
short-hand notation S[ f] for the left-hand side of Eq. (F1) and
we pave B with little cubes of volume &3 and of centers en:

S[f]=Ze3/d3x[f(5n+8x)—f(sn)]. (F2)
n B

Then we use the fourth-order Taylor-Lagrange formula for f
restricted to the line connecting en to en + ¢x: f(en + &x) —
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flen) = (2/2) Y, ; xix;8;9; f(em) + odd + O(e*)  where
“odd” stands for terms that are linear and cubic in the
components of x, and O(g*) results from the fact that the
fourth-order derivatives of f are uniformly bounded on B.
Integration over x inside the cube B eliminates the odd terms,
and the i # j quadratic terms, so that

5
Slfl= ;—4 XH:[AJ‘(SH) + 0. (F3)

A Riemann sum thus deviates from the integral by O(g?) for a
C* integrand. Applying this conclusion to Eq. (F3), where A f
is C*°, we obtain the desired Eq. (F1). This result, however, is
not immediate to apply to the quantity R; because the integrand
of R is singular in k = 0. We thus use several steps.

We first consider the quantity R; for a quadratic dispersion
relation that is cut in a smooth way: One twice replaces
1/(2¢x) in Eq. (130) by d(kb/27)/(h*k?/m) where ¢(X) is
a C* rotationally invariant function, equal to 1 in x = 0, and
of compact support included inside B = [—1/2,1/2]® (which
allows us to replace the set D by R? in the integration and
in the summation). After the change of variable k = 27x/L,
we decompose R as a collection of cubes of size unity (as in
Ref. [149]) to obtain

RL 4 ;s [¢(en+ex) ¢ (en)
T ngdx[ mt+x? ]

neZ3*

+ / d%@, (F4)
B

X

with & = 27h is Planck’s constant and € = b/L is the small
parameter. As shown in Ref. [149], the right-hand side of
Eq. (F4) has a finite limit when ¢ — 0, here called C ~
8.913 63, that one can obtain by taking & to zero inside
the sum and the integral, which amounts to replacing ¢ by
unity. The deviation of Eq. (F4) from its ¢ — O limit can
thus be exactly written as {S[f]+ &3 £(0)}/e, with S[f] =
&3 D nezs fB d*x[f(en + ex) — f(en)], that we treat as we
did for Eq. (F2). Here, f(x) = [¢(x) — 1]/x? (extended by
continuity to x = 0) is a C* function since ¢ is rotationally
invariant. In the fourth-order Taylor-Lagrange formula, O(s*)
is replaced with the more accurate o[&* /(1 4+ £2n?)3], due to
the fact that the fourth order derivatives of f(x) are uniformly
bounded and decrease as 1/x® at infinity. The integral of
the Laplacian of f appears as in Eq. (F1), except that is in
integrated over the whole R3 space, which gives zero. We
finally obtain

WL b\?
PLpo — co (2) tim 2
m 0 L

-1
— b/L)*. (F
= lim —3 + O (/L) . (F5)
Turning back to the lattice model, we now evaluate how R;
deviates fromits b — 0 limit for the uncut parabolic dispersion

relation k — %2k%/(2m). The difference between the smoothly
cut R‘f and the uncut Rfarab (times h%L /m) is now of the form
€2 £(0) plus 1/¢ times the difference S[ f] between an integral
and a Riemann sum, with f(x) = [¢(x) — 1]/x? as before is
C*°. We then use the result (F1); the key point being that the
integration domain is B (rather than the whole space), so that
the integral of the Laplacian of f over B gives a nonzero
surface contribution and equals the flux of the gradient of
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f through the surface of B. This leads to Eq. (133) for the
particular case of the parabolic dispersion relation. The surface
term can be evaluated explicitly, as in Sec. VIIB, from the
integral evaluated in polar coordinates:

dxdy VB arcsi 1
—————— = +/8arcsin —. (Fo)
/[1,112 (14 x2 4 y?)? V3

Finally, we consider a general dispersion relation (132),
with 7y = %xz + O(x* for x — 0. One can consider the

difference between the corresponding R; and RY™™. The
corresponding function f(x) = 1/(2ny) — 1/x? is then not
C*® in x = 0. For example, for the Hubbard model, ny =
[3— Zi cos 2 x;1/(2m)? is not rotationally invariant and f(x)
behaves as Y, x?/x* at low x, its x — 0 limit depends on
the direction of x. This limiting behavior, however, is scaling
invariant, a feature that holds for a general dispersion relation.
The nth order derivatives of f are then O(1/x") for x — 0.
For this class of functions, we introduce S*[f] defined as
S[f]in Eq. (F1) except that one excludes the term n = 0 in
the sum. This implies that in the equivalent of Eq. (F2), there
is an isolated contribution, the integral of f over ¢ B, which is
O(&?) and negligible. Then reproducing the analysis with the
fourth-order Taylor-Lagrange formula, we obtain

2
S*f] = = f BrAfx) + 0(). (F7)
2 J,

Since (h>L/m)(R; — R’famb) = S*[f1/e, we obtain Eq. (133).

APPENDIX G: ISENTROPIC DERIVATIVES OF MEAN
ENERGY IN CANONICAL ENSEMBLE

One considers a system with a Hamiltonian H(X) de-
pending on some parameter A, and at thermal equilibrium
in the canonical ensemble at temperature 7, with a density
operator p = exp(—BH)/Z. In terms of the partition function
Z(T,%) = Tre PH® | with B = 1/(kgT), one has the usual
relations for the free energy F, the mean energy E = Tr(p H),
and the entropy S = —kpTr(p In p):

F(T,\) = —kgTIn Z (T, 1), (G1)
F(T,») = E(T,A) —TS(T,%), (G2)
3 F (T, A) = —S(T,)). (G3)

One now varies A for a fixed entropy S. The tempera-
ture is thus a function 7 (A) of A such that S(T'(A),A) =
constant. The derivatives of the mean energy for fixed
entropy are (dE/d)\)s = “-[E(T(1),1)] and (d°E /d\?)s =

& [E(T(A),\)]. Writing (G2) for T = T(A) and taking the

2
first-order and the second-order derivatives of the resulting
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equation with respect to A, one finds

dE =0, F (T (M)A
(a)s—x (T () ,2)

AN [97 8, F (T (2),3)1?
(W>S_8AF(T()\),A)— EF(T00 - (G5)

(G4)

It remains to use (G1) to obtain a microscopic expression of
the above partial derivatives of F, from the partition function
expressed as a sum Z = Zn e PEn over the eigenstates n of
the Hamiltonian:

dE
WF (TN = —,

G6
7 (G6)
d*E dE

2
B}LF (T,)\.) = W — ﬂVar <E> , (G7)
VarE
ZF(TA) = ———, G8
7 (T,2) P (G3)
Cov(E,dE/dM\
07, F (T.3) = % (G9)
B

Here the expectation value (- --) stands for a sum over the
eigenenergies with the canonical probability weights, and Var
and Cov are the corresponding variance and covariance; for
example,

e PEn _dE

dE,
Cov(E,dE/d)\) = Z Ey—t———E (G10)

Z dr’

Insertion of Eq. (G6) into Eq. (G4) gives Eq. (146). Insertion
of Egs. (G7)—(G9) into Eq. (GS) gives Eq. (150).

APPENDIX H: NONZERO 1/a AND r, CORRECTIONS
WITHIN A LADDER OF THE TRAPPED UNITARY GAS

For N spin-1/2 fermions at the unitary limit in an isotropic
harmonic trap, there is separability of the wave function in
internal hyperspherical coordinates [185]:

Y(ry, ..

where C is the center-of-mass location of the N fermions,
R is the hyperradius, and €2 is a set of 3N — 4 hyperangles
constructed from the Jacobi coordinates (see, e.g., Ref. [122]).
One has the general formulas C = Z,N= ,m;r;/M and R?> =
ZIN=1 m;(r; — C)?/m, where M = Z,N=1 m; is the total mass,
m an arbitrary mass unit, and m; is the mass of particle i
(here equal to m). We shall not need the expression of the
hyperangles. Equation (H1) is due to the separability of the
noninteracting Hamiltonian in a harmonic trap and to the
fact that the Bethe-Peierls contact condition does not break
this separability for 1/a = 0. One finds that ®(£2) is an
eigenstate of the Laplacian on the unit sphere of dimension
3N — 4, with contact conditions. Corresponding eigenvalues
are conveniently written as

<3N - 5)2 i,
2 b

In the N-body case, s is not known analytically. On
the contrary, F(R) solves a simple 2D Schrodinger-like

o TN) = Yem (C)RTCNIZE(R)D(Q), (HI)

s > 0.
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equation

2

(E— Ecm) F(R) = [F”(R) + %F'(R)}

m

+ B2 + L aerr?) FeR). 12)
2mR? 2 ’

This leads to a spectrum of the form (165), with eigenfunctions

expressed in terms of generalized Laguerre polynomials

multiplied by a Gaussian [185].

To derive Egs. (169) and (170), one uses the fact that this
separability extends to the functions A;;(R;;,(ry)izi, ;). One
takes the limit ;; — O for a fixed R;; in (H1): ®(2) diverges
as R/r;; (since it depends on the hyperangles only), C and
R respectively tend to the center-of-mass position C and the
hyperradius R of a fictitious system of N — 1 particles of total
mass M = Nm, composed of a particle of position R;; and
mass 2m, and N — 2 fermions of positions ry, k # i,j and
mass m.*” We thus obtain the form

ARy (rksi ) = Yem (OORCNDRER)D(Q).  (H3)

It remains to express the Hamiltonian [Table V, Eq. (g)] of
the fictitious system in terms of its center-of-mass C and
hyperspherical coordinates (R, €2):

" Ap + S M2

YV

n? 2 N=T, 1 L o
—% R‘I‘T R+ﬁ 3 +§mw .

H,‘j =

In the integral over R, we use the fact that F solves Eq. (H2)
and we integrate by parts to obtain for s > 1/2:

(A,A) = /OodiéFz(Ié)/dfquZ(Q), (H4)
0
(A,(H - E)A)
= oodzéth—z(é) dQQD(D[A — A ]P(Q), (H5)
_/O 2/ R> LA = Aol (2,
with

A (V-8 2+1 s
= __S.
2 4

Within a given SO(2,1) energy ladder, & is fixed, only
F depends on the quantum number g. The normalization
of Y to unity imposes that f0+°° dRRF*(R) is also fixed
within a ladder. From known integrals involving the Laguerre
polynomials [see, e.g., Eq. (F7) in Ref. [214]), one gets
Egs. (169) and (170). Another by-product is for N = 3, where
&(£2) is a spherical harmonic of spin /: This leads to

8. E/d E:WM s2—1—1(1+1)
re =/ H=1/a) 4h T(s + 1/2) 2 '

47If the first Jacobi coordinates of the N particles are chosen to be
ocr;;, the other ones tend to the Jacobi coordinates of the fictitious
system.

“Note that F(R) scales as R® for R — 0. Also, each term of the
sum over i < j gives the same contribution, due to the fermionic
antisymmetry, and we have dropped this sum and the i;j indices for
simplicity.
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