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We study second and third harmonic generation in centrosymmetric semiconductors at visible and UV
wavelengths in bulk and cavity environments. Second harmonic generation is due to a combination of spatial
symmetry breaking, the magnetic portion of the Lorentz force, and quadrupolar contributions from inner core
electrons. The material is assumed to have a nonzero, third-order nonlinearity that gives rise to most of the third
harmonic signal. Using the parameters of bulk silicon we predict that cavity environments modify the dependence
of second harmonic generation on incident angle, while improving third harmonic conversion efficiency by several
orders of magnitude relative to bulk silicon. This occurs despite the fact that the harmonic signals may be tuned
to a wavelength range where the dielectric function of the material is negative: A phase-locking mechanism binds
the generated signals to the pump and inhibits their absorption. These results point the way to alternative uses
and flexibility of materials such as silicon as nonlinear media in the visible and UV ranges.

DOI: 10.1103/PhysRevA.85.053809 PACS number(s): 42.65.Ky

I. INTRODUCTION

Results on second harmonic generation (SHG) in cen-
trosymmetric semiconductors such as silicon were first re-
ported in Ref. [1]. A comparison of SHG between bulk silicon
and silver showed that the main features of the reflected signals
with respect to incident angle were similar. These observations
also suggested that SHG in silicon was independent of angle
cut and crystal orientation, i.e., azimuthal axis. The subject
remained latent until the early 1980s, when new experimental
results [2,3] implied that under intense illumination silicon
displayed properties consistent with a second-order nonlinear
coefficient having bulk dipolar origins. The authors argued
that neither bulk quadrupolar sources nor spatial symmetry
breaking, superficial oxide layers, or impurities sufficed to
explain their observations, and that their results were consistent
with a bulklike χ (2) similar to that of GaAs or GaP in symmetry
and strength. Further experimental results [4] suggested that
the dependence of SHG on the azimuthal angle arose even at
low intensities, and that surface and bulk sources gave way to
comparable contributions. In light of these conflicting results
and interpretations it was postulated that the experimental
results could be explained by a combination of dipolar surface
and quadrupolar bulk sources [5].

In the intervening years since this debate first took place a
consensus has developed among researchers that materials like
Si are characterized by intrinsic nonlinear surface anisotropy
with surface dipolar and bulk quadrupolar sources [6–23]
divided in almost equal parts. In Ref. [23] it was noted
that even though bulk contributions are slightly smaller, the
interference between these two types of sources cannot gener-
ally be neglected, making it difficult to identify and separate
surface and bulk sources unambiguously [24,25]. With recent
advances in the understanding of linear and nonlinear optical
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phenomena at the nanoscale many researchers are taking a
new look at well-known materials like silicon and exploring
the possibility of using them in different regimes and in
unique ways. An example is provided by the investigation
of harmonic generation in silicon nanostructures at visible
wavelengths [26].

As extensively reported in the literature the theoretical
study of nonlinear interactions, and harmonic generation in
particular, in materials like silicon is complicated by aspects
related to nonlinear surface anisotropies [1–23]. Here we
wish to build a self-consistent, classical model to describe
frequency conversion and other nonlinear processes in a
centrosymmetric, silicon-like material that lacks dipolar, χ (2)

bulk contributions, may have a nonzero χ (3), and where a
combination of yet-to-be-determined nonlinear surface and
bulk sources gives rise to harmonic generation. As we will
see below, the level of complexity of the system of equations
that governs the dynamics renders impractical a purely
analytical treatment of the problem. Therefore, using classical
arguments we will derive equations of motion that will be
integrated using spectral methods. Thanks to this approach we
will highlight an interesting feature: At visible wavelengths
silicon is highly absorptive, becoming metallic [Re(ε)< 0]
below 300 nm [27]. In Ref. [28] it was experimentally
demonstrated that a GaP substrate supports the propagation
of phase-locked third harmonic (TH) pulses at 223 nm, in
the metallic region. The phase-locked component corresponds
to the inhomogeneous solution of the wave equation. In this
work we will show that a phase-locking mechanism [28,29]
occurs also in centrosymmetric media, rendering the material
transparent to the harmonic wavelengths despite material dis-
persion. In addition, an exponential increase of third harmonic
generation (THG) occurs in the 80–300 nm range in a Fabry-
Pérot étalon sandwiched between distributed Bragg reflectors
(DBRs).
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A study of THG at infrared and visible wavelengths in
absorbing materials including Si, Ge, and the noble metals [30]
revealed the form of the χ (3) tensors, along with dispersive
properties that arise due to differences between conduction
and valence electrons. A full band structure calculation of the
dispersion of the χ (3) tensor in Si, Ge, and GaAs was performed
in Ref. [31]. Crystal symmetry affects the dependence of
harmonic generation on the angle of incidence. For example,
bulk cubic materials always have some degree of anisotropy
[32], and for the purposes of THG it is important that this
symmetry be reflected in the choice of the χ (3) tensor. As
another example, in isotropic, centrosymmetric media SH
efficiency strongly depends on the polarization of the incident
beam [33] and on the chosen crystallographic direction [34],
and approaches zero when the pump field is incident normally
on the surface [1].

II. THE MODEL

It is well known that in noble metals bound charges
contribute to SHG [35]. The role that bound charges play
was recently outlined in detail using a harmonic oscillator
model [36,37] and later used to describe harmonic generation
in GaAs-filled, metallic nanocavities [38] and a GaP substrate
[28]. In addition to being a powerful pedagogical tool, the
nonlinear oscillator model provides a detailed description
of dynamical factors that contribute to harmonic generation.
Effects due to bound charges may be seen explicitly in the case
of SHG and THG from a GaP substrate at UV wavelengths
[28]. In what follows we generalize the model to include
contributions of bound quadrupoles because in the absence
of a dipolar second-order nonlinearity they become primary
nonlinear sources. We do not treat anisotropic surface sources
and assume that harmonic generation is independent of the
azimuthal angle, although the model may be extended to
include arbitrary nonlinear surface distributions.

The nonlinear polarization of a medium may be written
according to the well-established hierarchy that the electric
dipole � (electric quadrupole + magnetic dipole) � (electric
octupole + magnetic quadrupole) · · · [39]. Using this classi-
fication, the lowest-order contributions to the nonlinear polar-
ization of a generic medium may be written as [1,3,4,40,41]

P
(NL)
i = χ

(2),ed
ijk EiEj + χ

(3),ed
ijkl EjEkEl + χ

(2),md
ijk EjBj

+χ
(2),eq
ijkl Ej∇kEl + · · · , (1)

where the subscripts i,j ,k,l are Cartesian coordinates; χ
(2),ed
ijk

and χ
(3),ed
ijkl are the tensor components of second- and third-

order nonlinear coefficients; the superscripts ed , md, eq stand
for electric dipole, magnetic dipole, and electric quadrupole,
respectively; Ei,j,k and Bi,j,k are the Cartesian components
of the electric and magnetic fields; and the usual summation
convention has been assumed on the right-hand side. The
description of a classical, local oscillator model is a natural
starting point, and so one may simply begin with an equation
of motion for a multipolar charge distribution assumed to
be under the action of internal forces (damping, harmonic,
and anharmonic restoring forces) and external forces due
to the applied electromagnetic fields. A possible, quite

FIG. 1. (Color online) Simple harmonic oscillator with generic
charge e on a spring of constant k, subject to external electric and
magnetic forces, and to internal linear and nonlinear restoring forces.
The origin is at r0; r is the displacement from equilibrium. Higher
poles are excited by distortions of the charge distribution due to
nonuniform fields.

simplistic way to describe nonlinear optical processes is then
to modify the Lorentz model of the atom by introducing
appropriate nonlinear terms. For example, in Ref. [36] the
authors used a microscopic oscillator approach to describe
analytically harmonic generation from amorphous silicon by
introducing a linear restoring force and a bulk, dipolar χ

(2),ed
ijk .

With reference to Fig. 1, external electric and magnetic
forces on the generic charge distribution e may be written
as [1,42]

F(r0 + r,t) = eE(r0 + r,t) + e

c
ṙ × B(r0 + r,t). (2)

The fields at the electron position r0 + r may be expanded
about the origin r0, so that

E(r0 + r,t) = E(r0,t) + (r · ∇r)E(r0,t)

+ 1
2∇r(rr : ∇rE(r0,t)) + · · · (3)

and

B(r0 + r,t) = B(r0,t) + (r · ∇r)B(r0,t)

+ 1
2∇r(rr : ∇rB(r0,t)) + · · · . (4)

The colon symbol signifies double dot product. Collecting
lowest-order terms, the force Eq. (2) becomes [36,37,42–46]

m∗r̈(t) + γm∗ṙ(t) + kr(t)

= eE(r0,t) + e (r · ∇r) E(r0,t) + e

4
∇r [rr : ∇rE(r0,t)]

+ e

c
ṙ × [B(r0,t) + (r · ∇r) B(r0,t) + · · ·] , (5)

where one may recognize p = er and Q = (e/2)rr as the
electric dipole and quadrupole contributions, respectively; m∗
is the effective mass of the oscillator; k is the spring constant;
e is the charge; c is the speed of light in vacuum; γ is the
damping coefficient. Equation (5) is a modified version of
Eq. (2) found in Ref. [36].

There is a more canonical way to proceed that allows one
to also arrive at Eq. (5). Any realistic charge distribution
may be thought of as a superposition of multipoles. For
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example, the more loosely bound valence electrons of neutral
atoms respond to the applied field and contribute most to
the polarization of matter, a picture that can explain most
linear and nonlinear optical phenomena. At the same time,
inner core electrons that occupy lower orbitals and that
interact more strongly with the nucleus form an electron
cloud that is generally slightly distorted, giving way to small
imbalances in the charge distribution which then interacts
weakly with the externally applied fields in the form of
quadrupolar transitions. By the same token, the total force
on the charge distribution described above can be thought
of as a vector sum of separate forces acting on dipolar and
quadrupolar species, and higher poles if present. Therefore,
one may distill simplified equations of motion by writing a
Hamiltonian for a multipolar charge distribution [1], and by
taking its negative gradient to find the total force acting on
the system. Because the Hamiltonian approach is formal and
perhaps more intuitive than the expansion we used above,
we think it is instructive to also present the energetic route
separately in the Appendix. Next we focus on the development
of Eq. (5).

For simplicity, we begin examining Eq. (5) by dropping
the subscript r from the ∇ operator, and by expanding the
quadrupolar terms in Cartesian coordinates:

∇E =

⎛
⎜⎝

∂
∂x

i
∂
∂y

j
∂
∂z

k

⎞
⎟⎠ (

Ex i + Eyj + Ezk
) =

⎛
⎜⎜⎝

∂Ex

∂x

∂Ey

∂x

∂Ez

∂x

∂Ex

∂y

∂Ey

∂y

∂Ez

∂y

∂Ex

∂z

∂Ey

∂z

∂Ez

∂z

⎞
⎟⎟⎠ ,

(6)

and

rr =

⎛
⎜⎝

xi

yj

zk

⎞
⎟⎠ (xi yj zk) =

⎛
⎜⎝

x2 xy xz

yx y2 yz

zx zy z2

⎞
⎟⎠ . (7)

Combining Eqs. (6) and (7) the quadrupolar portion of the
force is

∇(rr : ∇E) =
(

∂

∂x
i + ∂

∂y
j + ∂

∂z
k
) (

x2 ∂Ex

∂x
+ xy

∂Ex

∂y

+ xz
∂Ex

∂z
+ yx

∂Ey

∂x
+ y2 ∂Ey

∂y
+ yz

∂Ey

∂z

+ zx
∂Ez

∂x
+ zy

∂Ez

∂y
+ z2 ∂Ez

∂z

)
. (8)

After a straightforward application of the spatial derivatives,
Eq. (8) becomes

∇(rr : ∇E)

≈ i
(

2x
∂Ex

∂x
+ y

∂Ex

∂y
+ z

∂Ex

∂z
+ y

∂Ey

∂x
+ z

∂Ez

∂x

)

+ j
(

x
∂Ex

∂y
+ x

∂Ey

∂x
+ 2y

∂Ey

∂y
+ z

∂Ey

∂z
+ z

∂Ez

∂y

)

+ k
(

x
∂Ex

∂z
+ y

∂Ey

∂z
+ x

∂Ez

∂x
+ y

∂Ez

∂y
+ 2z

∂Ez

∂z

)
. (9)

We have neglected terms that contain products of two coordi-
nates and higher-order spatial derivatives of the fields. Looking
ahead, we may get another point of view if we write Eq. (9) in
terms of the macroscopic polarizations:

∇(rr : ∇E) ≈ 1

n0e

{
i
(

2Px

∂Ex

∂x
+ Py

∂Ex

∂y
+ Pz

∂Ex

∂z
+ Py

∂Ey

∂x
+ Pz

∂Ez

∂x

)

+ j
(

Px

∂Ex

∂y
+ Px

∂Ey

∂x
+ 2Py

∂Ey

∂y
+ Pz

∂Ey

∂z
+ Pz

∂Ez

∂y

)

+ k
(

Px

∂Ex

∂z
+ Py

∂Ey

∂z
+ Px

∂Ez

∂x
+ Py

∂Ez

∂y
+ 2Pz

∂Ez

∂z

)}
, (10)

where n0 is particle density, and Pj ≡ n0erj are the
Cartesian components of the macroscopic polarization. We
now simplify the geometry by assuming that structures have
two-dimensional symmetry, with no dependence of the fields
on the azimuthal angle. With reference to Fig. 2, we assume
that the structure is infinite along the x direction (into
the page), that the wave propagates on the y-z plane, and
refer to z as the longitudinal coordinate. Then, a transverse
magnetic (TM)-polarized field has E-field components that
point along y and z; a transverse electric (TE)-polarized
field has corresponding H -field components that point in
the directions y and z, and the fields are independent
of x. Suppressing derivatives with respect to x, Eq. (10)

simplifies to

∇(rr : ∇E)

≈ 1

n0e

{
i
(

Py

∂Ex

∂y
+ Pz

∂Ex

∂z

)

+ j
(

Px

∂Ex

∂y
+ 2Py

∂Ey

∂y
+ Pz

∂Ey

∂z
+ Pz

∂Ez

∂y

)

+ k
(

Px

∂Ex

∂z
+ Py

∂Ey

∂z
+ Py

∂Ez

∂y
+ 2Pz

∂Ez

∂z

)}
. (11)
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FIG. 2. (Color online) Typical geometry of a structure with two-
dimensional symmetry, i.e., propagation occurs on the y-z plane, and
derivatives with respect to x are suppressed. STM and STE are the
Poynting vectors relative to TM and TE polarizations, and indicate
direction of propagation. The rectangular box represents the sample.

For a coherent pump field of frequency ω, the general solution
for the position vector may be written as a superposition of
harmonics as usual:

r(t) = rω(t)e−iωt + r2ω(t)e−2iωt + r3ω(t)e−3iωt + c.c. (12)

Switching over to a macroscopic representation, we define the
polarizations:

Pω ≡ n0erω, P2ω ≡ n0er2ω, P3ω ≡ n0er3ω. (13)

We now write the fields in terms of generic space- and time-
dependent envelope functions and arbitrarily extract the carrier

frequency ω [36,37]:

E(r0,t) = Eω(r0,t)e
−iωt + E2ω(r0,t)e

−2iωt

+ E3ω(r0,t)e
−3iωt + c.c.,

(14)
H(r0,t) = Hω(r0,t)e

−iωt + H2ω(r0,t)e
−2iωt

+ H3ω(r0,t)e
−3iωt + c.c.

The extraction of a carrier frequency does not preempt
the possibility of treating a dispersive medium, because
the envelope functions are allowed to vary rapidly in both
space and time, and are substituted back into Maxwell’s
equation without approximations. Using Eqs. (12) and (14),
the term (r · ∇r) E(r0,t) in Eq. (5) may be expanded into its
harmonic contributions if we replace ∇r → iK. For exam-
ple, (rω · ∇r)Eω(r0,t)e−2iωt ∼ i(K · rω)Eω(r0,t)e−2iωt . Then,
without any claim of rigor and with some hand waving, the
Coulomb terms may be approximated as follows:

iK · n0erω ≈ ∇ · Pω, 2iK · n0er2ω ≈ ∇ · P2ω,

3iK · n0er3ω ≈ ∇ · P3ω. (15)

The issue of how to best represent the Coulomb terms is still
the subject of debate [44]. For example, writing the Coulomb
term proportional to (∇ · P) E best describes a dielectric
medium composed of individual point charges. On the other
hand, if the Coulomb term is proportional to (P · ∇)E [43]
then the description is that of a dielectric medium composed
of individual dipoles. Apparent differences notwithstanding,
these diverse representations yield the same net Coulomb
force in both microscopic and macroscopic regimes [44].
Substitution of Eqs. (11)–(15) into Eq. (5) leads to three
coupled equations for the field and polarization envelope
functions [37]:

P̈ω + γ̃ωṖω + ω̃2
0,ωPω = eλ0

m∗c2

{
n0eλ0Eω − 1

2
(∇ · P2ω)E∗

ω + 2(∇ · P∗
ω)E2ω + (Ṗ∗

ω + iωP∗
ω) × H2ω

+ (Ṗ2ω − 2iωP2ω) × H∗
ω + 1

4
Fω

}
,

P̈2ω + γ̃2ωṖ2ω + ω̃2
0,2ωP2ω = eλ0

m∗c2

{
n0eλ0E2ω + (∇ · Pω) Eω − 1

3
(∇ · P3ω) E∗

ω − 3(∇ · P∗
ω)E3ω

+ (Ṗω − iωPω) × Hω + 1

4
F2ω

}
, (16)

P̈3ω + γ̃3ωṖ3ω + ω̃2
0,3ωP3ω = eλ0

m∗c2

{
n0eλ0E3ω + 1

2
(∇ · P2ω) Eω + 2 (∇ · Pω) E2ω + (Ṗ2ω − iωP2ω) × Hω

+ (Ṗω − iωPω) × H2ω + 1

4
F3ω

}
,

where we have retained lowest-order magnetic contributions. The coefficients γ̃lω = (γ − liω) and ω̃2
0,lω = [ω2

0 − (lω)2 + iγ lω]
are scaled damping and resonance frequency, respectively, ω0 is the natural frequency of the oscillator, and l = 1,2,3 denotes
the given harmonic. Differentiation is now with respect to the dimensionless coordinates, ξ = z/λ0, ỹ = y/λ0, x̃ = x/λ0, and
τ = ct/λ0, and we have chosen a convenient reference wavelength λ0 = 1 μm. The lowest-order quadrupolar contributions to
each harmonic are

Fω = i
[
∂Ex̃,2ω

∂ỹ
P ∗

ỹ,ω +
(

∂Ex̃,ω

∂ỹ

)∗
Py,2ω + ∂Ex̃,2ω

∂ξ
P ∗

ξ,ω +
(

∂Ex̃,ω

∂ξ

)∗
Pξ,2ω

]

+ j
{

∂Ex̃,2ω

∂ỹ
P ∗

x̃,ω +
(

∂Ex̃,ω

∂ỹ

)∗
Px̃,2ω + 2

∂Eỹ,2ω

∂ỹ
P ∗

ỹ,ω + 2

(
∂Eỹ,ω

∂ỹ

)∗
Pỹ,2ω + ∂Eỹ,2ω

∂ξ
P ∗

ξ,ω
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+ ∂Eξ,2ω

∂ỹ
P ∗

ξ,ω +
(

∂Eỹ,ω

∂ξ

)∗
Pξ,2ω +

(
∂Eξ,ω

∂ỹ

)∗
Pξ,2ω

}

+ k
{

2
∂Eξ,2ω

∂ξ
P ∗

ξ,ω + 2

(
∂Eξ,ω

∂ξ

)∗
Pξ,2ω + ∂Eỹ,2ω

∂ξ
P ∗

ỹ,ω + ∂Eξ,2ω

∂ỹ
P ∗

ỹ,ω +
(

∂Eỹ,ω

∂ξ

)∗
Pỹ,2ω

+
(

∂Eξ,ω

∂ỹ

)∗
Pỹ,2ω + ∂Ex̃,2ω

∂ξ
P ∗

x̃,ω +
(

∂Ex̃,ω

∂ξ

)∗
Px̃,2ω

}
, (17)

F2ω = i
[
∂Ex,ω

∂ỹ
Pỹ,ω + ∂Ex̃,ω

∂ξ
Pξ,ω

]
+ j

[
∂Ex̃,ω

∂ỹ
Px̃,ω + 2

∂Eỹ,ω

∂ỹ
Pỹ,ω +

(
∂Eỹ,ω

∂ξ
+ ∂Eξ,ω

∂ỹ

)
Pξ,ω

]

+ k
[

∂Ex̃,ω

∂ξ
Px̃,ω + 2

∂Eξ,ω

∂ξ
Pξ,ω +

(
∂Eỹ,ω

∂ξ
+ ∂Eξ,ω

∂ỹ

)
Pỹ,ω

]
, (18)

F3ω = i
[
∂Ex̃,2ω

∂ỹ
Pỹ,ω + ∂Ex̃,ω

∂ỹ
Pỹ,2ω + ∂Ex̃,2ω

∂ξ
Pξ,ω + ∂Ex̃,ω

∂ξ
Pξ,2ω

]

+ j
[
∂Ex̃,2ω

∂ỹ
Px̃,ω+∂Ex̃,ω

∂ỹ
Px̃,2ω+2

∂Eỹ,2ω

∂ỹ
Pỹ,ω+2

∂Eỹ,ω

∂ỹ
Pỹ,2ω+

(
∂Eξ,2ω

∂ỹ
+∂Eỹ,2ω

∂ξ

)
Pξ,ω+

(
∂Eξ,ω

∂ỹ
+∂Eỹ,ω

∂ξ

)
Pξ,2ω

]

+ k
[
∂Ex̃,2ω

∂ξ
Px̃,ω+∂Ex̃,ω

∂ξ
Px̃,2ω+

(
∂Eỹ,2ω

∂ξ
+∂Eξ,2ω

∂ỹ

)
Pỹ,ω+

(
∂Eỹ,ω

∂ξ
+∂Eξ,ω

∂ỹ

)
Pỹ,2ω + 2

∂Eξ,2ω

∂ξ
Pξ,ω + 2

∂Eξ,ω

∂ξ
Pξ,2ω

]
.

(19)

Equations (16) are solved in the time domain together with
Maxwell’s equations using a fast Fourier transform pulse
propagation method [37].

The validity of the Taylor expansion [42] in Eq. (5) may
be called into question if the boundary between two media
were infinitely sharp. In tackling numerical problems there
are at least two important questions one must always ask:
Does the calculation converge and how fast? Is the result
accurate? One obvious and ordinary aspect of working in the
time domain is the requirement of finite spatial and temporal
time steps, and signals that have a finite turn-on time. The
polarization thus grows from zero as a function of time as
the wave front approaches, and for different spatial step sizes
at any instant the polarization boundary may look like that
depicted in Fig. 3. The junction points at the top and bottom
of the oblique sections of each curve may be rounded out to
insure that the functions are well behaved and differentiable

FIG. 3. (Color online) Typical polarization profile as a function
of position for different spatial integration steps, as indicated in the
figure.

everywhere, but this operation is usually unnecessary. In the
absence of intrinsic instabilities the calculations converge
rapidly to a given trajectory. Convergence is checked by
decreasing spatial and temporal step sizes simultaneously.
While decreasing spatial step size leads to the functions shown
in Fig. 3, a smaller time step causes pulses to advance and
to sample the boundary at slower rates. The derivatives of
typical variables may be large but they are always finite, with
the result that “hard” interfaces are in fact quite manageable
provided enough terms are retained in the Taylor expansion
for a given harmonic, in neighborhoods with steep slopes.
Finally, in Eqs. (16) one finds three types of sources: (i) Terms
proportional to ∇ · PNω that are zero everywhere except
at the surface have quadrupolar quality but dipolar origin;
(ii) magnetic terms (Ṗω − iωPω) × Hω and (Ṗ2ω − iωP2ω) ×
Hω; (iii) quadrupolar contributions that contain spatial deriva-
tives of polarizations and fields that exhibit surface and volume
character simultaneously.

We now provide some perspective on the quadrupolar terms
in Eqs. (10) and (11) by comparing them with quadrupolar
terms extracted from energy arguments that are used to
define nonlinear polarization sources. For SHG, we have
[1,3,4,22,24,25,40,41,47,48]

P 2ω
i =

∑
jkl

χ
(2),eq
ijkl Ej∇kEl, (20)

where i,j ,k,l are Cartesian coordinates, and χ
(2),eq
ijkl are effective

second-order components of a fourth-rank tensor that reflects
the crystallographic properties of the medium. For cubic
materials, χ

(2),eq
ijkl has 21 nonzero elements, four of which

are independent [49]. Expanding Eq. (20) and neglecting
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derivatives with respect to x,⎛
⎜⎝

P 2ω
x

P 2ω
y

P 2ω
z

⎞
⎟⎠ =

⎛
⎜⎜⎜⎝

χ
(2),eq
xyyx Ey

∂Ex

∂y
+ χ

(2),eq
xzzx Ez

∂Ex

∂z
+ χ

(2),eq
xxyy Ex

∂Ey

∂y
+ χ

(2),eq
xxzz Ex

∂Ez

∂z

χ
(2),eq
yxyx Ex

∂Ex

∂y
+ χ

(2),eq
yyyy Ey

∂Ey

∂y
+ χ

(2),eq
yzzy Ez

∂Ey

∂z
+ χ

(2),eq
yzyz Ez

∂Ez

∂y
+ χ

(2),eq
yyzz Ey

∂Ez

∂z

χ
(2),eq
zxzx Ex

∂Ex

∂z
+ χ

(2),eq
zzyy Ez

∂Ey

∂y
+ χ

(2),eq
zyzy Ey

∂Ey

∂z
+ χ

(2),eq
zyyz Ey

∂Ez

∂y
+ χ

(2),eq
zzzz Ez

∂Ez

∂z

⎞
⎟⎟⎟⎠ . (21)

Although the polarization components Pj are rather compli-
cated solutions of Eqs. (16), for discussion and comparison
purposes only we may arbitrarily extract the leading terms and
write them in the form Pj = χLEj , where χL is the linear
susceptibility. Equation (11) becomes

∇(rr : ∇E) ≈ χL

n0e

[
i
(

Ey

∂Ex

∂y
+Ez

∂Ex

∂z

)

+ j
(
Ex

∂Ex

∂y
+ 2Ey

∂Ey

∂y
+Ez

∂Ey

∂z
+ Ez

∂Ez

∂y

)

+ k
(
Ex

∂Ex

∂z
+ Ey

∂Ey

∂z
+ Ey

∂Ez

∂y
+ 2Ez

∂Ez

∂z

)]
.

(22)

A comparison between Eqs. (21) and (22) reveals that aside
from the proportionality constants all terms present in Eq. (22)
are also present in Eq. (21). However, there is a disparity in
the number of terms present because we have made simple
assumptions about the nature of the medium. While on one
hand the model clearly captures the basic dynamics of the
system, despite its simplicity, on the other it clearly cannot
fully account for the crystalline nature of materials. This
shortcoming may be cured by either going back to Eq. (5)
and introducing anisotropies in the material model, or more
simply by adding the missing terms to our Eq. (11). For our
purposes it suffices to choose the latter course and simply add
the missing terms to Eq. (11).

We now show an example that demonstrates stability, con-
vergence, and accuracy when Eqs. (16) are integrated together

with Maxwell’s equations using a quadrupole moment apt for
cubic materials. We calculate reflected SH efficiencies from a
thick silicon substrate as a function of time by progressively
decreasing spatial and temporal integration steps, and plot
the results in Fig. 4. A TM-polarized, 0.5 GW/cm2, 20 fs
pulse tuned to λ = 780 nm is incident at 30◦ on a slab of
silicon. The figure shows that the calculations are stable even
for relatively large integration steps, with converging solutions
that become progressively more accurate with decreasing step
size. The peak amplitudes of the generated harmonic pulses
are insensitive to further reductions of the integration steps
beyond those shown in the figure. Figure 4 shows that all
spatial derivatives in Eqs. (16) are manageable, that one is not
required to introduce ad hoc surface nonlinearities, or guess
signs and amplitudes because they are determined dynamically
as the pulse crosses the interface. This makes the addition
of anisotropic surface sources in a three-dimensional model
relatively easy to implement.

Although part of the TH signal originates from terms in
the last of Eqs. (16), the bulk χ

(3),ed
ijkl is responsible for most

THG. χ
(3),ed
ijkl effects are introduced as a third-order nonlinear

polarization whose Cartesian components are given by

P NL
i =

∑
j=1,3,

∑
k=1,3,

∑
l=1,3,

χ
(3),ed
ijkl EjEkEl, (23)

where i,j ,k,l are Cartesian coordinates. Equation (23) yields
81 components [49], with nonzero terms that track those of
Eq. (21). The result is

P NL
x = χ (3),ed

xxxx E3
x + (

χ (3),ed
xyyx + χ (3),ed

xyxy + χ (3),ed
xxyy

)
E2

yEx + (
χ (3),ed

xzzx + χ (3),ed
xzxz + χ (3),ed

xxzz

)
E2

zEx,

P NL
y = χ (3),ed

yyyy E3
y + (

χ (3),ed
yyxx + χ (3),ed

yxyx + χ (3),ed
yxxy

)
E2

xEy + (
χ (3),ed

yzzy + χ (3),ed
yzyz + χ (3),ed

yyzz

)
E2

zEy,

P NL
z = χ (3),ed

zzzz E3
z + (

χ (3),ed
zzxx + χ (3),ed

zxzx + χ (3),ed
zxxz

)
E2

xEz + (
χ (3),ed

zzyy + χ (3),ed
zyzy + χ (3),ed

zyyz

)
E2

yEz.

(24)

For simplicity we may set all coefficients equal, so that Eq. (24)
simplifies to

P NL
x = χ (3),ed

(
E2

x + E2
y + E2

z

)
Ex,

P NL
z = χ (3),ed

(
E2

x + E2
y + E2

z

)
Ey,

P NL
z = χ (3),ed

(
E2

x + E2
y + E2

z

)
Ez.

(25)

Substitution of Eq. (12) into Eq. (25) generates nonlinear
source terms for the pump and all its harmonics, that are
then inserted back into Eqs. (16). In what follows we

choose χ (3),ed
cgs = 0.75 × 10−10 esu, equivalent to χ

(3),ed
MKS ∼

10−18 (m/V)2.

III. SHG AND THG FROM BULK SILICON

Now that we have tested numerical stability and conver-
gence we examine harmonic generation from a thick silicon
substrate. We use the same quadrupole moment used to
compute Fig. 4, one that contains the terms found in Eq. (21) all
placed on equal footing. Then, the largest contributions come
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FIG. 4. (Color online) Reflected efficiency vs time for decreasing
spatial and temporal step sizes. The calculations provide a fairly
accurate answer even for the largest integration steps shown. In scaled
units, δξ = z/λ0 = δτ = ct/λ0.

from just a few terms proportional to ∂Eξ/∂ξ . The complex
dielectric function of silicon [27] is plotted in Fig. 5. Si has
two absorption resonances in the UV range, and Re(ε) < 0
for λ < 300 nm. The linear data are fitted using two detuned
Lorentz oscillators:

ε(ω) = 1 − ω2
p,1

ω2 − ω2
0,1 + iγ1ω

− ω2
p,2

ω2 − ω2
0,2 + iγ2ω

, (26)

where ω is in units of μm−1, γ1, γ2 = 0.75, 0.18 are
damping constants, and ω0,1, ω0,2 = 3.3, 2.8 and
ωp,1, ωp,2 = 10, 4.5 are resonance and plasma frequencies,
respectively. We then integrate two distinct sets of Eqs. (16)
simultaneously, one for each oscillator type, each having its
own quadrupolar species. Incident pulses with peak intensities
of 0.5 GW/cm2 are tuned to 780 nm, where the absorption
length is ∼25 μm. SH and TH signals are tuned to an
absorption resonance (390 nm) and to the metallic range (260
nm), respectively. In Fig. 6 we plot the reflected SHG (a) and
THG (b) conversion efficiencies with and without quadrupolar
contributions. The SHG maxima are separated by just a few
degrees, and with all else being equal quadrupoles enhance
the intensity of the emitted signal by two orders of magnitude
[right axis scale in Fig. 6(a)] without changing the basic shape

FIG. 5. (Color online) Dielectric response of silicon at visible and
near-IR wavelengths. The thin solid curves correspond to the data,
as indicated. Empty, color-coded squares that retrace the complex
data set correspond to a plot of Eq. (26). The data are reproduced
reasonably well across the entire range.

FIG. 6. (Color online) SHG (a) and THG (b) as a function of
incident angle for a bulk silicon substrate. The comparison in (a)
with and without quadrupoles suggests that most of the SH signal
may have quadrupolar origin (right axis). For THG (b), the signal
originates mostly with the bulk χ (3),ed , and closely resembles the
predictions in Ref. [30].

of the curve. If all matrix elements of the quadrupole moment
are taken to have equal weight then most of the signal orig-
inates with the quadrupolar term P 2ω

ỹ = χ
(2),eq
yyzz Eỹ(∂Eξ/∂ξ )

in Eq. (21), or equivalently, with the more generic term
P 2ω

ỹ = Pỹ(∂Eξ/∂ξ )/n0e added to Eq. (11). In contrast,
reflected THG is largely unaffected by sources unrelated to
the χ

(3),ed
ijkl , and the curve retains the same shape and amplitude

regardless of the circumstances. In particular, we note that its
shape is nearly identical to the Fresnel factor used to calculate
TH conversion efficiencies from bulk silicon in Ref. [30].

IV. SHG AND THG FROM A FABRY-PÉROT ÉTALON
AND MULTILAYER STACK

While the calculations for a thick substrate suggest that
the shape of the emitted SH signal remains the same with
or without quadrupole contributions (Fig. 6), this is not the
case for a Fabry-Pérot étalon. In Fig. 7 we show the linear

FIG. 7. Linear transmittance from a silicon étalon 930 nm thick
at normal incidence. At 780 nm transmittance is ∼80%; wavelengths
below 450 nm are absorbed, with no expectation to see harmonic
signals pass through the étalon.
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FIG. 8. (Color online) SHG without (a) and with (b) quadrupolar contributions, and (c) without the most dominant quadrupolar term. The
shapes of the curves in (b) depend on the relative amplitudes of the matrix elements of the quadrupole tensor. Panel (c) shows that the curves
can take on configurations intermediate between (a) and (b), with efficiencies similar to (a), so that the types of nonlinear sources discussed in
the text contribute to similar degrees.

transmission function vs incident wavelength for a Si layer
∼930 nm thick, in the UV–near-IR range. Although a pump
field tuned near 780 nm is still resonantly transmitted at a rate
of ∼80%, the figure shows that below 450 nm transmittance
shuts down due to linear absorption. Two mechanisms allow
the observation of transmitted SH and/or TH signals: (i) phase
locking, so that part of the signal that exits the étalon is forcibly
carried by the pump, just as it occurs for a GaP substrate [28],
and (ii) the interaction of the pump with the exit surface.
In this case the transmitted TH signal is due to χ (3),ed . In
Fig. 8 we plot SH efficiencies vs incident angle with and
without quadrupolar contributions for the étalon depicted in
Fig. 7. Figure 8(b) shows that the quadrupoles can significantly
modify the angular dependence and the amplitude of the signal.
A comparison between the conversion efficiencies of bulk
[Fig. 6(a)] and étalon [Fig. 8(b)] shows that the reflected
signal is practically unchanged, while the transmitted signal
in Fig. 8(b) is now quite substantial. The actual shapes of
transmitted and reflected curves shown will depend on the
relative magnitudes of the components in Eqs. (21). The
ultimate angular dependence may be intermediate between
Figs. 8(a) and 8(b). An example of how the curves reshape
is shown in Fig. 8(c), where SHG efficiency is calculated
without the most dominant quadrupolar term. The results of

FIG. 9. (Color online) THG vs incident angle for the Fabry-Pérot
étalon depicted in Fig. 7. When this curve is compared with Fig. 6,
which depicts THG from bulk silicon, one can deduce that total
efficiency is amplified by a factor of ∼30. Most of the enhancement
comes from the transmitted signal, which is phase locked and
resonates with the pump.

THG for the étalon are far less ambiguous and are shown in
Fig. 9. The total THG efficiency for the étalon is enhanced
by a factor of 30 relative to bulk [Fig. 6(b)], most of it
coming from the transmitted portion of the signal at normal
incidence, notwithstanding the fact that the medium should be
opaque in the TH range. As we mentioned above, one of the
mechanisms that allows SH and TH signals to be transmitted
in environments that are either strongly absorptive or metallic
is phase locking: The pump traps the harmonics and imparts to
them its own dispersive properties. It then becomes possible for
the harmonics to resonate, even though the cavity is designed
to resonate only at the fundamental wavelength [50]. THG
has already been experimentally verified for bulk GaP in the
metallic range [28], but there is still no experimental evidence
that cavities can be used to enhance THG if the dielectric
constant of the active layer is negative.

Here we predict that the enhancement of THG should be
significant if we consider a Si étalon sandwiched between
two DBRs. The multilayer stack–Fig. 10–consists of a Si
layer 330 nm thick sandwiched between two, three-period
SiO2(100 nm)/Si3N4(140 nm) DBRs. Linear transmittance and

FIG. 10. (Color online) Linear transmittance and/or reflectance
of a multilayer stack that contains a Si defect layer for right-to-left
or left-to-right propagation. The resonance near 800 nm is ∼20 nm
wide, and is resolved using subpicosecond, incident pulses [50].
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FIG. 11. (Color online) (a) Peak transmitted and reflected conversion efficiencies as a function of incident pulse width. The pulses are tuned
at resonance near 813 nm. THG saturates as longer pulses resolve the resonance. (b) Transmitted and reflected THG spectra when the incident
pulse is ∼250 fs in duration. Even though the cavity Q ≈ 40, the total conversion efficiency increases by more than two orders of magnitude
compared to the Si étalon. The far left axis scale is shared by both (a) and (b).

reflectance are shown in Fig. 10, with a Fabry-Pérot resonance
at ∼813 nm. The estimated cavity Q = λ/δλ ≈ 40. In Fig. 11
we plot transmitted and reflected TH efficiencies vs incident
pulse duration at normal incidence [Fig. 11(a)], as well as
transmitted and reflected spectra when the stack is illuminated
with a pulse approximately 250 fs in duration [Fig. 11(b)].
We neglect SHG because at normal incidence it is minimized,
although anisotropic surface sources might change that. First,
we note that transmitted and reflected amplitudes are similar
and saturate as a function of pulse duration, as expected, as the
signal resolves the resonance. Second, a comparison between
Figs. 9 and 11 shows that a cavity with a modest Q improves
THG efficiency by more than two orders of magnitude, despite
the fact that the TH is tuned in the metallic range. The widths
of the spectral features shown in Fig. 11(b) depend on the
pump spectrum, i.e., shorter pulses produce correspondingly
narrower TH spectra. This behavior also occurs for a GaAs
defect layer surrounded by DBRs when the SH signal is tuned
below the absorption edge, and higher efficiencies are possible
by adding more periods to the DBRs [50]. These results
confirm theoretically that if the pump is tuned to a region of
relative transparency phase locking triggers a form of electro-
magnetic transparency at the harmonic wavelengths regardless
of material dispersion, with relatively large enhancement of
conversion efficiency in cavity environments.

V. CONCLUSIONS

In summary, we have derived a new dynamical model
of harmonic generation from centrosymmetric materials that
includes surface, magnetic, and electric quadrupole sources.
In silicon, the presence of quadrupoles can remodulate both
amplitude and shape of the conversion efficiency curve of
SHG, while THG can be enhanced significantly in cavity
environments, even in ranges where the dielectric constant
displays metallic behavior. These findings make it possible
to rethink the role and functionality of semiconductors like
silicon or germanium, perhaps by extending their usefulness
as nonlinear media well into the UV range.

APPENDIX

It is well known that an arbitrary charge distribution may
be expressed as a superposition of multipoles. An alternative
way to arrive at Eq. (5) of our manuscript is to follow the
Hamiltonian approach outlined in our Ref. [1], where instead
of equations of motion the stage is set for an energetic route
combined with perturbation theory. The Hamiltonian describes
the interaction energy between externally applied fields and the
charge distribution in the form of electric dipoles, p = er, and
electric quadrupoles, Q = (e/2)rr, and takes the following
form (neglecting magnetization effects):

H = −p · E(r0 + r,t) − 1
2 Q : ∇E(r0 + r,t). (A1)

Q is defined as a nonlinear function of position whose effects
cannot be reproduced by a linear superposition of electric
dipoles, i.e., the first term in Eq. (A1). The approach followed
in Ref. [1] is to insert the quadrupole operator in a perturbation
theory to show that the nonlinear polarization that arises from
quadrupolar terms is proportional to Ei∇jEk . Instead, using
the Hamiltonian in Eq. (A1) we examine a simpler, classical
oscillator model capable of yielding practical equations of
motion that are more accessible and can easily be tested.
Taking the negative gradient of H in Eq. (A1) to calculate
the total force on the multipolar charge distribution we obtain
two terms in the form

F = Fdipoles + Fquadrupoles. (A2)

The theoretical aspects are complicated by the fact that dipolar
and quadrupolar species may have different effective masses,
damping, and spring constants. Putting that aside temporarily,
using an identity valid for any pair of well-behaved vectors,
and dropping any explicit time dependence, the dipolar force
term becomes

∇[p · E(r0)] = (p · ∇)E(r0) + [E(r0) ·∇]p + p × ∇
× E(r0) + E(r0) × ∇ × p. (A3)
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Aided by another identity, ∇ × p = ∇ × r = 0, and one of
Maxwell’s equations,

∇ × E(r0) = −1

c

∂B(r0)

∂t
, (A4)

it follows that the negative gradient of the dipolar term in
Eq. (A1) becomes

∇[p · E(r0)] = eE(r0) + (p · ∇)E(r0) + p × ∇ × E(r0)

= eE(r0) + (p · ∇)E(r0) − 1

c
p × ∂B(r0)

∂t
.

(A5)

Comparing Eqs. (A4) to (5) in the text, we find that all first-
order, dipolar terms match, except for the magnetic term, where
time derivatives appear inverted. However, it can be shown that
at least for monochromatic waves the magnetic force can take
on two apparently different but equivalent forms, namely,

e

c
ṙ × B = −e

c
r × ∂B

∂t
. (A6)

Assuming that Eq. (A6) holds generally, we continue on with
the development of the Hamiltonian Eq. (A1), and evaluate the

gradient of the quadrupolar interaction Hamiltonian, i.e.,

Fquadrupoles = 1
2∇[Q : ∇E(r0 + r,t)], (A7)

which yields the remaining quadrupolar terms in Eq. (5).
While in reality dipolar and quadrupolar species have different
degrees of freedom, and may display different physical
parameters (mass, damping constant, resonance frequency,
displacement from equilibrium), in order to simplify the
problem one may combine the forces into a single equation
of motion by assuming that dipoles and quadrupoles are
colocated, share the same coordinate system, and have the
same density n0. Then, if the medium is isotropic and both
charge distributions are driven by the same field, one can
reasonably expect that the position vector that describes
the second, less influential, quadrupolar oscillator is roughly
collinear and amounts to a small fraction of the vector that
describes the more dominant, dipolar oscillator species. The
differences in oscillator species are then absorbed by the
effective mass, damping coefficient, resonance, and plasma
frequency. As a result, it is possible to develop a simplistic
model that overlooks unnecessary complications by combining
Eq. (A5)–(A7) into a single equation of motion, Eq. (5) in the
text.
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