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D;* and Hs* in intense laser fields studied with a quasiclassical model
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The response of the D;" and H;™ molecules to an intense, ultrashort laser pulse is investigated with a
quasiclassical model to provide details of our previous short report [Phys. Rev. Lett. 106, 203001 (2011)].
The stable, lowest-energy configuration of two electrons and three deuterons (or three protons) is realized by
certain auxiliary, momentum-dependent potentials. The time evolution of the molecule in the external driving
field leading to the dissociation and ionization is calculated by numerically solving the classical Hamiltonian
equations of motion. It is shown that the theoretical results reproduce qualitatively characteristic features of the
experimental angular distributions and kinetic energy release spectra [Phys. Rev. Lett. 103, 103004 (2009)].
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I. INTRODUCTION

In molecular physics with lasers, the task is to investigate
a complex interplay caused by two forces: the Coulombic
force, acting between the constituting particles, and the electric
force of the externally applied laser field. It is prerequisite
to understand fully the correlated motion of laser-driven
electrons and nuclei for achieving the ultimate goal of
controlling molecular dynamics with the laser field [1]. On
the experimental side, a variety of ingenious techniques have
been developed to obtain detailed information of laser-induced
molecular dynamics, both in small molecules such as diatomic
H,* [2-4], Hy [5,6], triatomic H3™ [7-9], and in larger
hydrocarbon molecules [10-13].

The challenge for theory is to include both the electronic
and protonic degrees of freedom, which are necessary to model
an experiment where both ionization and dissociation occur.
If the nuclei are kept fixed, the quantum dynamics of the
electrons may be solved exactly provided that not more than
two electrons are involved [14,15]. For atomic and molecular
systems having more than two electrons, only the highest
occupied molecular orbital is taken into account in most
cases [16-18]. On the other hand, one-electron systems may
be solved also with nuclear motion included [19-23]. Other
approaches which have been developed are mixed quantum-
classical models treating the nuclei as classical particles and
the electrons quantum mechanically [24-30], and fully quan-
tum mechanical Monte Carlo wave-packet techniques, where
the ionization step is treated only approximately [31,32]. We
also note that approximate methods for aiming to treat quantum
mechanically both electrons and nuclei in a molecule in a laser
field have been developed [33-35], but their implementation
for polyatomic molecules seems too demanding.

While we have no doubts that the quantum mechanical
problem of such field-driven, polyatomic molecules will even-
tually be solved, the present status is that a complete quantum
mechanical description of a molecule in an intense field is
restricted to one-electron systems. Therefore, it is worthwhile
to investigate complementary approaches of describing laser-
molecule interactions. One such approach is based on classical
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mechanics. The idea is to treat all the particles involved,
not just the heavy nuclei, as classical point particles. Indeed,
this type of approach was successfully introduced in atomic
physics, most prominently to explain the ionization of Rydberg
atoms [36,37], and was recently applied to the nonsequential
double ionization of helium [38—43].

Needless to say, classical models provide a number of
advantages. Foremost, the benefit is on the technical side.
Since Hamilton’s equations of motion are ordinary differential
equations instead of partial differential equations as in the
case of the time-dependent Schrodinger equation, numerical
integration is straightforward. The correlated motion of a large
number of particles may then be treated without approxima-
tions. Furthermore, a variety of processes such as dissociation,
ionization, and electron recombination are relatively easily
identified in terms of the classical trajectories of the particles
involved. The probability of a specific reaction pathway may
readily be obtained by counting the number of trajectories
leading to a specific set of products and by comparing it with
the total number of trajectories.

The problem one has to solve when constructing a classical
model molecule that is self-consistent is that the initial
unperturbed state of the molecule should be stable. Here
self-consistent means that we want a single set of equations
to describe both (i) the stationary state of the molecule before
the interaction with the laser pulse and (ii) the laser-induced
ionization and the subsequent motion of the electrons and
protons in a laser field. An approach commonly used in cluster
physics [44—46] is to include the ionization step “by hand,” by
introducing an appropriate model. After an ionization event,
an electron and an ion are formed from the initial neutral
atom. However, in this approach the interaction between a
pair of neutral atoms resulting in the formation of a bound
molecule could not be described. In addition, a model molecule
in which the constituent particles interact with each other only
by the Coulomb interactions eventually either autodissociates,
autoionizes, or collapses.

In the work on classical two- and three-electron atoms
[42,43,47,48] and molecules [49], this instability is remedied
by replacing the Coulomb potentials by soft-core interaction
potentials, asymptotically equal to the Coulomb potentials
when the distances between two particles are large enough,
but finite at small distances.

©2012 American Physical Society


http://dx.doi.org/10.1103/PhysRevLett.106.203001
http://dx.doi.org/10.1103/PhysRevLett.103.103004
http://dx.doi.org/10.1103/PhysRevA.85.053410

ERIK LOTSTEDT, TSUYOSHI KATO, AND KAORU YAMANOUCHI

In this paper, in order to investigate the response of D3
and H;™ to an intense, few-cycle laser pulse, we introduce a
different model of a classical molecule, which is an extension
of that originally presented in [50,51] and later developed
and extensively applied to atomic and molecular collisions by
Cohen and coworkers [52—-60]. In the context of an atom-laser
interaction, this type of model was adopted to investigate the
double ionization of a helium atom [61,62], and the knee
structure was successfully reproduced. The ionization and
dissociation of H, and H, ™ molecules irradiated by laser light
have also been investigated by LaGattuta in Ref. [63].

The molecular ion H3 ™ (or D3 %) is the simplest polyatomic
molecule and is characterized by its triangular ground-state
shape. However, laser-driven H3" and D3t have not been
explored except the theoretical [24,29,64-67] as well as
experimental [7,8] studies. On the theoretical side, the nuclear
degree of freedom has not yet been accounted for, except in
Refs. [24,29], where D3 ™ was irradiated with high-frequency
light, and our recent work [66]. In the current study, we aim
to demonstrate the capabilities of our quasiclassical model to
describe laser-induced molecular dynamics and to pave the
way for a future extension to larger molecules.

The paper is organized in the following way: In Sec. II, we
provide a detailed definition and characterization of the model
we employ for the simulation. In particular, we compare the
predictions for the ground-state energy of the model H;3* and
D3 and that of quantum mechanical calculations in Sec. I B.
In Sec. III, we present details of the Monte Carlo procedure
used in this paper. The results of the simulations together with
the discussion and explanation of the features of the angular
and kinetic energy release (KER) distributions are described
in Sec. IV. Section V concludes the paper.

Unless otherwise specified, we employ atomic units (a.u.)
for all quantities and equations presented hereafter.

II. THEORETICAL MODEL

In our theoretical model, a momentum-dependent poten-
tial is introduced between the electron and the proton in
addition to the attractive Coulomb potential. This auxiliary
momentum-dependent potential is supposed to mimic the
Heisenberg principle and renders the molecule stable against
autoionization and dissociation. The fact that the potential
depends on the momentum of the particles motivates the
prefix “quasi” classical, to distinguish the model from the
conventional classical systems where the potential energies
depend solely on the positions of the particles. In the present
investigation, there are only two electrons, and the electrons
are assumed to have opposite spin for simplicity, so that spin
interaction does not need to be included, but this model can be
extended to many-electron problems by introducing a specific
type of additional potentials to simulate the Pauli principle
similar to those introduced in Refs. [51,53].

We note that similar ideas have also been employed in
plasma physics [68].

A. Model potential

Before we introduce a complete Hamiltonian of the D3
system, it is instructive to take a closer look at a deuterium
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atom (or a hydrogen atom) in this model. The Hamiltonian
reads [51]

1 1, 1

f(q,s,8)
Hp = -p°+ —P> — —T

u(r — R)?’

2 2M L)
where M is the mass of the deuteron (or the proton), u =
M/(M + 1) is the reduced mass, and p, r and P, R are
the momenta and coordinates of the electron and deuteron,
respectively. For the numerical values of the deuteron and
proton masses, we use my = 3670.5 and m, = 1836.2. The
auxiliary potential f(q,s,£), a function of the relative mo-
mentum q = (P — Mp)/(M + 1) and the relative coordinate
s =R —r,is given as [51]

&7 ati—(ay)
f(qu9§) = 4—6 ¢ . (2)
o

The meaning of f(q,s,&) is the following: if the electron
motion violates the constraint |q||s| > & (the Heisenberg
principle), it is repelled by the potential. The parameter «
reflects the steepness of this repulsive potential. We take o« = 4
in this work, conforming with the earlier investigations [53].
For &, & = 0.9428 is chosen so that the minimum value of Hp
equals —0.5, the ground-state energy of a hydrogen atom.

In the same way as above, it is possible to construct both
D, " and D, molecules by introducing an auxiliary potential
f(q,s,€), acting between each pair of an electron and a
nucleus, so that the molecules become bound and stable.
However, in both cases, the equilibrium distance and the
ground-state energy disagree with the quantum mechanical
molecules. Cohen [53] then proposed to add certain three- and
four-body potentials of the form

f(Q’SvXI)
v(R; — Rp)?’
with Q=(P;/2+P,/2-2Mp)/2M +1), S=(R;+Ry)/

2—r,v=2M/(2M + 1) between two nuclei and one electron
and

gR,Ry,r, P, Pyp) = 3

f (B2 — 1. 02)
(R; —Ry)?

h(R1,Ry,r1,r2,p1,p2) =2 “)
between two electrons and two nuclei. The constants y; =
0.90 and x, = 1.73 [53] are selected so that the equilibrium
energies of D, and D, equal the quantum mechanical values.
Remarkably, with this choice of potentials, the equilibrium
distance is also reasonably well reproduced. The model
potentials (2), (3), and (4) for D, and D, have been verified
by Cohen [53,57-59] in the application to antiproton-H, and
antiproton-H, ™ collision processes.

The equilibrium nuclear configuration of D3™ in the
electronic ground state is characterized by its geometrical
structure (i.e, an equilateral triangle with internuclear distance
1.65 [69]). In the model discussed thus far, a D3™ (H3™")
molecule has a ground-state energy obtained by minimizing
the Hamiltonian which is 0.1 a.u. above the true value
of —1.34 [69]. The corresponding equilibrium geometrical
structure obtained from the model is not an equilateral triangle
but an isosceles triangle. In order to further decrease the
potential energy at the equilibrium nuclear configuration, a
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negative five-body potential

w(R{,Ry,R3,1r1,12,p1,P2)

PP rp — 1y,
) f( 2 1 2 77) . (5)
(IRi —Ro| + IRy — R3] + [R2 — R3[| + B)
with parameters n = 1.85 and 8 = 0.1 is added.
After the discussion above, we are now ready to construct
the complete Hamiltonian of our model D3 molecule. It reads

Hp-=Y L4y Ty 4 _—
‘=2 =2 rp—ry _j,k:l'Rj_Rk|
Jj<k
32
1 f(q]'k,Sjk,S)]
+ —
ZZ[ Rj —ri| R —r1p)?

30 2
+ Z Zg(Rj»Rk,rl»Pj»Pkapl)

+ Z h(ijRk,rherpl,pZ)
jk=1
j<k
+ w(R17R23R37r1»r2sp17p2)s (6)

where we use the notation q;x = (P; — Mp)/(M + 1) and
Sjx = R — ;. There are two electrons with the coordinates
ri, r, and the corresponding momenta p;, p, respectively,
and three nuclei with the coordinates R;, R,, Rj3, and the
corresponding momenta P, P,, Ps, respectively. Together
with the specifications of the external laser field E(¢z), which
we include in the dipole approximation, the Hamiltonian (6)
completely determines the dynamics of the system. From a
set of initial values for the momenta and the coordinates, the
time evolution proceeds according to the classical equations
of motion

& _ 8HD3+ ’ & _ _ 8HD3+ + E(t)’
dt BPJ dt BRJ -
dr]( _ 8HD3+ dpk _ 8HD3+ E(t) ( )
dt - JIPpx ’ dt - ory ’

where j = 1,2,3, k = 1, 2. Note that the Hamiltonians for
the hydrogen molecule and hydrogen molecular ion are ex-
pressed using Eq. (6) as Hp, = Hp,+(|R3| — 00, P3 = 0),and
Hp,+ = Hp,+(|R3],|r2] — 00, P3 = p2 = 0). A peculiarity of
this model is that the momentum does not equal the mass
times the velocity; that is, dry/dt # py and dR;/dt #P; /M.
This is because the auxiliary potentials f, g, A, and w in
Eq. (6) depend on the momenta of the particles. However, at
large distances r, or large momenta p, where the auxiliary
potentials are exponentially small [ocexp(—a|r|*|p|*/EY)], we
recover the normal situation where the equalities dry /dt = pi
and dR;/dt = P;/M hold.

B. Characterization of ground state

In this section, we investigate the lowest possible total
energy of the system as a function of the positions of the
nuclei; that is, we investigate the potential energy surface
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FIG. 1. (Color online) Equilibrium configuration of the model
D3 molecule. Deuterons are pictured as large red spheres, and
electrons as small blue spheres. If we let the origin of coordinates
be located at the center of mass of the molecule, and the deuterons
placed in the y-z plane, the equilibrium positions and momenta
read R = (0,0.73,0.45), RSY = (0, — 0.73,0.45), R = (0,0,
—091), Y =(-0.73,-0350.13), ¥ =(0.73,0.35,0.13),
p™ = (0.01, — 1.11, — 0.13), and pS¥ = —p'*?.

(PES). To obtain the PES, we proceed exactly as in the
corresponding quantum case: First, we fix the positions of
the nuclei (letting P; =0, j = 1,2,3, and M — o0). Second,
we minimize the function Hp + with respect to the position
and momentum vectors of the electrons, which yields the
Born-Oppenheimer (BO) ground-state energy H]‘)n;i‘ =c¢€.In
the equilibrium configuration, the electrons have both fixed
positions and fixed momenta, dry/dt = 0, k = 1,2. Repeating
the above procedure for different nuclear positions, we obtain
the PES of the molecule. Note that the Hamiltonian (6) is
invariant with respect to an overall rotation of all momentum
vectors. The equilibrium configuration with the minimum BO
energy in our model, shown schematically in Fig. 1, is an
isosceles triangle with side lengths 1.46 and 1.55 and energy
€9 = —1.342. This is to be compared with the exact, quantum
mechanical equilibrium ground state BO energy eguam =
—1.344 [69], which is obtained at the equilibrium geometrical
structure of an equilateral triangle with nuclear separation 1.65.

In Fig. 2 we show the comparison between the quantum
mechanical PES and that obtained by the current model (6).
For the numerical minimization of the Hamiltonian (6), we use
the downhill simplex method described in Ref. [70]. In order to
confirm that the real, global energy minimum was found, trials
of the search are repeated several times with different initial
guesses of the coordinates and momenta of the particles. The

0.2,
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+
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0.4\ D+
~ 4
1 2 3 4 5 6 7

R

FIG. 2. (Color online) Quantum mechanical ground-state energy
in a.u. (drawn with solid lines) and the PES in a.u. obtained from
minimization of the Hamiltonian (6) (drawn with dashed lines). R
denotes the distance in a.u. between the nuclei. For D;>* and D;* the
equilateral triangle configurations are assumed.
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FIG. 3. (Color online) Comparison between three different cuts
in the PES (in a.u.) of the D;* molecule, calculated with GAMESS
(HF, 6-311G basis set: solid lines), and with the model Hamiltonian
(6) (dashed lines). Panels (a), (b), and (c) define the positions of the
nuclei with respect to the equilibrium configuration of the respective
model, with § and Ry measured in a.u., and ¢ and ¢, in degrees.
Since the HF approximation used for the quantum calculation yields
a minimum energy slightly higher (0.07) than the exact ground-state
energy from Ref. [69], the solid curves in panels (d), (e), and (f) are
shifted vertically so that the curves agree at the minimum energy.

quantum mechanical values for D, were taken from Ref. [71],
and those for D, from Ref. [72]. The potential energy curve
for D3" was obtained by fitting the data taken from Ref. [69]
to a Morse-type potential. GAMESS [73] (6-311G basis set) was
used to obtain the potential energy curve for D3>,

It can be seen in Fig. 2 that all the model curves are in close
agreement with the quantum ones. Indeed, for all the curves in
Fig. 2, the difference |e™odel(R) — €9 (R)| between the model
curve and the quantum mechanical curve is smaller than 0.1
when R > 1. For D,, the equilibrium internuclear distance
obtained by the model Hamiltonian (6) is Rg***(D,) = 1.39,
which is in good agreement with the quantum mechanical
value R (D2) = 1.4 [71]. For D", we have R;‘ZIOdEI(Df) =
2.3, compared to Rey (D;*) =2.0 [72]. Of course, perfect
agreement could not be expected, but considering that the
KER spectra were qualitatively reproduced (see Sec. IV C),
the present model should be sufficiently good for achieving
qualitative agreement with experimental data.

The comparison between the ground state obtained by the
quantum chemical calculation and that obtained by the present
model around the equilibrium nuclear configuration is shown
in Fig. 3. In this figure, we show one-dimensional cuts of
the PES of D37, slightly displaced from the minimum-energy
configuration along the directions defined in Figs. 3(a), 3(b),
and 3(c). For the symmetric stretching mode [panels (a) and
(d) in Fig. 3], the model and quantum calculation are in
almost perfect agreement. Fitting of the potential energy to
an expression

€ =€)+ 1F8%, (8)

with the frequency parameter F gives F™9¢! = (.45 for the
model, and FH' = 0.43 for the quantum Hartree-Fock (HF)
calculation. Fitting the curve of the asymmetric stretching
mode shown in Figs. 3(c) and 3(f) results in F™mod! = 1.2
and FHF = 0.38. For the bending mode in Figs. 3(b) and 3(e),
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we employ the fitting expression
_ lRZF _ 2 9
E—€0+2 O(p((p (pO)s ()

with ¢ and ¢ expressed in radians, and obtain F;"*' = 1.56

and F,"" =0.49. In both Egs. (8) and (9), €y = —1.342
for the model and ¢y, = —1.28 for the HF calculations. It
thus seems that the model ground state is more stiff both
along the asymmetric stretching coordinate and along the
bending coordinate; that is, the model molecule is more
difficult to be bent and stretched asymmetrically than the
corresponding quantum ground state. As we will see in
Sec. IV C, this is probably the reason for the disagreement
between the calculated kinetic energy release distributions and
the experimentally measured ones. For a given vibrational
energy, the average internuclear distance of the model is
estimated to be only 2/3 of the corresponding quantum system,
which results in overestimation of the kinetic energy release
after the Coulomb explosion by a factor of 1.5.

III. SIMULATION

In this section we present some details of the simulation of
a D3™ molecule and a H;™ molecule submitted to an intense
short laser pulse. The simulation procedure consists of three
steps: sampling of initial values, numerical integration of the
particle trajectories, and identification of the final state. First,
initial values for the momenta and positions at t = 0 are
given by a sampling algorithm described in more detail in
Appendix A. Then, in order to derive the temporal evolution
of the momenta and positions of the particles, the equations of
motion (7) are solved numerically using an adaptive fifth-order
Runge-Kutta solver. The numerical errors in the solutions of
the equations of motion are further discussed in Appendix B.

We employ a standard sine-square pulse for the laser field
E(t) = KE(t) = (0,0,E(r)), with the polarization vector E
pointing in the z direction, and

Eosin? (Z¢)sinwpt  if 0<r<T
E(t)_{O (T ) if t<Oort>T, (10)
where T = 27 N /wy is the total duration, N is the number of
cycles, and wy is the laser frequency. Throughout the paper
we let wyp = 5.8 x 1072, corresponding to the wavelength of
790 nm, and N = 3, corresponding to the pulse duration 7 =
7.8 fs, which implies a 3.9 fs full width at half maximum
(FWHM) of the electric field envelope. For a laser pulse with
a sine-square envelope, the FWHM of the electric field is
related to the pulse duration as FWHM = T /2, while for the
intensity envelope we have instead FWHM =~ T'/2.75. For the
conversion to the laser field intensities we use the formula
1[W/cm?] = 3.51 x 10'°E2 [a.u.]. The laser parameters are
taken to be similar to those in Ref. [7], where a 7 fs (intensity
envelope FWHM), 790 nm pulse with laser field intensities in
the range 10'* ~ 10'® W/cm? was employed.

The simulation is run until the final state of the system
can be identified. The propagation time required was found to
be at least 7 + 10% a.u. and was in most cases much longer.
From the initial D;* molecule, the following seven kinds of
decomposition pathways are identified after the interaction

053410-4



D;* AND H;* IN INTENSE LASER FIELDS ...

with the light pulse.

no ionization or dissociation but
D3Jr — D3Jr } . . o -

with possibly excitation,
D;t — DT + D,

D3t — D" 4+D dissociation only,

D;t - D" +D+D (11)
D3t > DT+ Dy + e single ionization and
D3t — DT + D" + D + ¢~ [ dissociation,

Dyt — DY+ D+ D* + o + o } doubl'e ion'izattion

and dissociation.
There may also exist the dissociation pathway D;* —
D~ + D" + D" because the present model gives a positive
electron affinity €,(D) = ¢p(D) — €p(D™) for a deuterium
atom as €,(D) = 1/[16&2(1 + 1/2a)] & 0.063 [51], which is
comparable with, but higher than the accurate theoretical
quantum mechanical value of €,(D) = 0.028 [74]. However,
the yield of this pathway should be very small, because
€,(D) is sufficiently small so that any perturbation induced
by either the laser field or nearby particles will easily ionize
D™ into D 4 ¢~. In the simulations, evidence for the pathway
D3;" — D~ + D" 4 D" was found for only one trajectory out
of 4 x 10* for the simulations performed at the light field
intensity 4 x 10> W/cm?. Therefore, this pathway whose
relative yield is estimated to be less than 10~* will not be
considered in the present investigation.

The assignment of the final products at the end of the
run is made automatically based on the distance between
the fragments and the total energy of the electrons. Two
fragments are considered to be dissociated if the distance
between them exceeds 10 and does not become smaller than
10 again. Even when the distance becomes larger than 10,
it could become smaller again if the final fragments are in
a vibrationally highly excited state. Therefore, we run the
simulation for sufficiently long time so that the final pathway
can be securely identified. An electron k is considered to be
completely separated from nuclei (i.e., ionization is considered

to occur) if the single-particle energy 8,((6) of the electron is

(e)
k

positive, where ¢, is defined as

©_ P, 5 -1
e—_
Y = 2+;[|Rj_rk|+

+ ) g(Rj,Rl,rk,Pj,Pl,pu}

Jl=1
Jj<l

f(qj'k7sjk’§)
nR; —ri)?

1 1
~ T hRERv 512, )
+2|:|r1—r2|+z (R;.R;,r1,r2,p1,p2)

j<l
+w(R1,R2,R3,l’1,l’27P1,P2)}- 12)

In the above definition (12), we adopt the convention that the
electron-electron repulsion energy as well as the quasiclassical
potential energies 7 and w that depend on the coordinates
and momenta of both electrons are split equally into the two
electrons. The contribution from the auxiliary potentials f, g,
h, and w to the electron energy s,(f) are negligible once an

electron is ejected.
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5 16

Intensity [W/cm?] 10'

FIG. 4. (Color online) (a) Relative yields for the seven possible
pathways, for the D;* molecule: D3t (4), D, + D (%), Dt +2D
(x), Dt +D, (o), Dt +D,* (O), 2D" +D (¢), and 3D" (A).
(b) Yields from (a) integrated over a three-dimensional Gaussian
beam [see Eq. (15)]. (c) The ratio between the H;™ and D;* yields.
The error bars in (a) and (c) are statistical, and are shown when they
exceed the size of the curve symbol.

In the way described above, many trajectories with slightly
different initial conditions were run, and the final states
were assigned for the respective runs. The total yields of
the respective decomposition pathways are then obtained by
dividing the number of trajectories that ended up in the
respective final state by the total number of the trajectories
calculated.

IV. RESULTS
A. Total probabilities

According to the procedure described in Sec. III, simula-
tions were carried out at eight different laser intensities ranging
from 10'* to 10'® W/cm? for both D3 and H3*. Experimen-
tally, D57 is preferred, since the HD™ contamination can be
avoided in the ion beam [7,8]. We therefore concentrate on
D3 and show the results for D3 in more detail, although the
results for H3™" are also shown if necessary for comparison.

The relative yields of the respective dissociation pathways
thus obtained are shown in Fig. 4. Approximately a total of
10* trajectories were run for each intensity. The relative yield
Y; for the reaction pathway j is given by

nj
Y, =L, (13)
Niot

where n; denotes the number of trajectories that ended up
in the final pathway j, and nyy is the total number of the
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trajectories and is defined as ny s = ) inj The ranges of the
statistical errors —o; ~ +o; shown in Fig. 4(a) are calculated
by the formula

n;(me —n;)
3 b
Niot

(14)

Oj=

obtained from the standard deviation of the binomial dis-
tribution divided by ny. In the limit n; < ny, we have
0j = /Nt In Fig. 4, we see that all the seven kinds of final
states are produced in the simulation, indicating that the model
successfully describes both ionization and dissociation. The
yields of the three pathways in which only dissociation pro-
ceeds without ionization, D™ + D,, D" 4 2D, and D,* + D,
take a maximum at a certain intensity around 10'> W /cm? and
decrease at the higher laser field intensities associated with the
increase in the yields of the ionization. At the highest laser field
intensity of 10'® W/cm?, double ionization followed by the
three-body Coulomb explosion (Dt +D* 4+ D" + e~ 4+ ¢7)
has the largest yield of ¥; = 0.97, compared to ¥; = 0.03 for
the 2D" + D pathway. Evidently, at the very large intensity,
the yield of this double ionization pathway should become
unity. We note that quantitative comparison with experimental
results [7] of this kind of yield-vs-intensity measurement is
difficult since the the experimental results carry the light focal
volume effect [75]. In order to compare our theoretical results
with experimental data, we integrate the intensity-dependent
yields Y;(I) over a three-dimensional (3D) Gaussian beam
profile to obtain Y’ o),

1 (b

Yi(lo) = _V_f
0

dv(
Y,-(I)%)dl, (15)

normalized by the focal volume V. In Eq. (15), Iy is the peak
intensity of the light field and V (/) is the volume where the
intensity is larger than I [75]. For the intensity distribution,
we have used the standard expression [75]1(r,z) = Ip(1 +
zz/zfe)’1 exp[—2r2w52(1 + zz/z%)’l], where wy is the beam
waist and zg is the Rayleigh length. This results in the expres-
sion V()= V,[(4/3) + (2/9)8° — (4/3) arctan B], with
Vi =mwizg and B = (Ip/I — 1)"/? [76]. In this averaging
procedure, it is assumed that the size of the ion beam is
much larger than the laser focal volume. The quantity ¥ o)
is shown in Fig. 4(b), in which the volume-averaged yields
for all the pathways exhibit a monotonic increase as the laser
field intensity increases. At peak intensity Iy = 10'® W/cm?,
the 2D" + D pathway has the largest value of ¥ ;(/y), which
is in agreement with experiment [7]. However, the calculated
relative yields of the D* + D, and D™ 4 D, pathways are one
order of magnitude smaller than the experimentally measured
yields, while the calculated relative yield of the D' + 2D
pathway is too large by roughly one order of magnitude.
We conclude that, to quantitatively reproduce experimentally
measured total yields, it is necessary to improve the model
Hamiltonian (6). Besides the light focal volume effect and
limitations of the model Hamiltonian (6), the different pulse
durations used in the simulation (3 fs intensity FWHM) and
the experiment (7 fs intensity FWHM) also contribute to the
discrepancies of the intensity-averaged relative yields ¥ o)
with the experimental data in [7].
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The results of the simulation for H3* were found to be very
similar to those of D;™. For the comparison, the ratio of the
yields; that is, the yield of ¥; for H3™ with respect to ¥; for
D37, is plotted for each pathway in Fig. 4(c). For the ratio of

the yields, the range of the error —o;~ ~ +0j+ was estimated as

- Y[H5]Foj[Hs]

. Y;[H;*]
77 YDs 1 £ 04[D5 7]

, 16
Y;[Ds"] (10

where o; is evaluated by Eq. (14). The general trend is that
the ratio Y [H3t]/Y f [D3+] decreases for all pathways as the
laser intensity increases. For the double-ionization pathway
the ratio decreases from ¥;[H3*]/Y;[Ds*] = 1.7at] = 1.4 x
10" W/cm? to Y;[H37]/Y;[Ds*] = 1.0 at I = 10'® W/cm?.
This decrease in the ratio Y;[H3 "]/ Y;[D3 "] can be ascribed to
the lighter mass of H, leading to the larger values of the average
internuclear distance of the intermediate H3>* molecular ion
compared to D32t as will be discussed in detail in Sec. IV
C1. The results in Fig. 4(c) show that H3" is easier to be
doubly ionized than D37 at the laser field intensities of around
10'> W/cm?. This implies that the ionization probability is en-
hanced for the larger internuclear distances. The enhancement
of the ionization at the large internuclear distance of classical
molecular systems has also been reported previously [49,77].
For the larger intensities, the enhanced ionization is less
pronounced, as seen in Fig. 4(c). This is because the molecule
is easily ionized regardless of the internuclear distance, and
the ratio Y;[H3 1/ Y; [D;*] tends to become unity.

B. Angular distributions
1. Distributions in 0 and y

We now turn to investigate the dependence of the yields
of the decomposition pathways on the directions of the final
momenta of the fragments. We first define the two angles
0 and x, which are relevant for the three-body-breakup
pathways 3D*, 2Dt + D, and D" + 2D [7]. The angle 6
is defined as the angle between the laser field polarization
vector and the normal vector of the plane spanned by the final
momentum vectors of the protons,

Pﬁn x Pﬁn
cos =%-fi, A= ——"——2_ (17)
PiT < I

as seen in the graphical explanation of Fig. 5(e). Because n
can equivalently be defined as the the vectorial product of “P?n
and Pi"” or “Pi" and Pi",” we employ an average fi = fi,y =
32 PIx PEM/|P x PR in the simulation. As an alter-
native to using the momenta P ;, we may define fi in terms of the
velocities dR; /dt = R; asfi = (RI" x Ri")/|RI" x Ri"|. We
have checked that this alternative definition does not change
the curves shown in Figs. 5 and 6. A similar remark holds for
the angle x,defined in Eq. (18), the angle ¢, definedin Eq. (19),
and the kinetic energy release, defined in Eq. (20). The angle
x denotes the angle between the projection Eproj of the laser
polarization vector on the plane perpendicular to fi and the mo-
mentum of one of the outgoing deuterons or deuterium atoms,

pin E— (E-d)i

—_—, 18
Pin| (18)

cos X = Epj -
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FIG. 5. (Color online) Final angular distributions for pathways
3D" [A, panels (a) and (b)], and 2D + D [{, panels (c) and (d)], at
intensity 4 x 10'> W/cm?. The angles § and x are defined in Eqs. (17)
and (18), respectively. For a particular pathway j, the differential yield
in bin k is defined as dY;/d6 = n’/(nA), where n’ is the number
of trajectories in bin k, and A is the bin size. The statistical error bars
are everywhere smaller than the symbol size. The red dashed line in
panel (a) is a sin’ 6 fit, and the red dashed line in panel (b) is a sin @ fit
to the numerically obtained data. In panels (b) and (d), experimental
data (O) from Ref. [7] for 7 fs, 10'® W/cm? laser pulses are shown.
The experimental curves were normalized to the theoretical curves at
the maximal value of the theoretical curve.

In the case of the 2D" + D pathway, Pi" is the final
momentum vector of the D atom, while in the case of the
D" 4 2D pathway, P" is the final momentum vector of the
D" ion. The definition of x is shown pictorially in Fig. 5(f).

In Fig. 5, we show the distributions of the angles 6 and x
for the pathways 2Dt +D and D" 4+ D" 4+ D™ at the peak
laser field intensity of 4 x 10> W/cm? (corresponding to
the peak electric field of Ey = 0.34). In order to improve
statistics, n; = 4 x 10* runs were performed at this particular
intensity, to be compared with n,; = 10* used for the total
yields presented in Fig. 4. In Fig. 6, we display the corre-
sponding quantities for the lower intensity 1.4 x 10'> W/cm?
(corresponding to Ey = 0.2), where ny = 6 % 10* runs were
simulated.

Experimental data of the 6 and x distributions for the
3D and 2D" 4 D pathways, corresponding to Figs. 5 and
6(a)-6(d), were reported in Ref. [7]. In Ref. [7], a sin® 6
dependence for the @ distribution was found for both 3D"
and 2D" + D, which is in good agreement with Fig. 5(a),
and Figs. 6(a) and 6(c) in the present study. Concerning
the 0 distributions, we note that an ensemble of molecules
whose spatial orientations are randomly distributed would give
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FIG. 6. (Color online) Final angular distributions for pathways
3D" [panels (a) and (b)], 2D* + D [panels (c) and (d)], and D" +
2D [panels (e) and (f)], at lower intensity 1.4 x 10'> W/cm?. The
angles 0 and x are defined in Egs. (17) and (18), respectively. The
error bars represent statistical uncertainties. The red dashed lines in
panels (a), (c), and (e) are sin’ 6 fits to the numerically obtained
data.

rise to a sin@ distribution, if all directions of the molecular
plane relative to the laser field vector have equal ionization
probability. This is simply because, when the polarization
direction of the laser field is fixed in space to the polar
axis, the probability of finding a vector with the polar angle
0 £ d6 and the azimuth angle ¢ + d¢ is proportional to the
surface element of the sphere, sin9d6d¢. Therefore, in the
limit of laser intensity / — 0o, where the molecular structure
becomes unimportant and ionization is equally probable in
all directions, the distribution necessarily approaches a sin 6
shape. This is what we find for the 2D™ + D pathway as shown
in Fig. 5(c), for the higher intensity 4 x 10'> W/cm?. We have
also shown that the 6 distribution for the double ionization
pathway 3D becomes a sin §-type distribution at the highest
intensity of 10'® W/cm?.

It should be noted that interesting patterns were found in the
x distributions in experiment, such as a star-like x distribution
for the 3D pathway. For reference, the experimental x distri-
butions from Ref. [7] for the 3D and 2D™ + D pathways are
shown in Figs. 5(b) and 5(d), respectively. In our simulation,
we were not able to find such x distributions. As seen in
Figs. 5(b) and 5(d) and in Figs. 6(b), 6(d), and 6(f), the
simulated results exhibit rather flat distributions in x. It is
therefore possible that the star-like patterns found in Ref. [7]
in the x distribution originate from quantum interference,

053410-7



ERIK LOTSTEDT, TSUYOSHI KATO, AND KAORU YAMANOUCHI

x10* x10°
(a) (b)
“ 3 %jﬁz% %%%# o gﬁﬁi% ﬁgﬁﬁi
Sop Wolght T S| HEE
5 fy £t bl ¥
<= b EH’ t } =< 051, .
of ] ol ]
0 90 180 0 90 180
¢ (degrees) ¢ (degrees)
(© 4 @ B
s ‘Z?\
= -~ — 4/ piH
gg‘z g§+> "i’-gz
1
0{
0 90 180

¢ (degrees)

FIG. 7. (Color online) Final distributions in the angle ¢ for
pathways D™ + D, " (a), D,™ + D (b), and D' + D, (c), at intensity
1.4 x 10" W/cm?. The angle ¢ is explained in panel (d). The error
bars represent statistical uncertainties.

which could not be described by the present quasiclassical
model.

2. Distributions in ¢

In the pathways where a D, molecule or a D+ molecular
ionis produced, there is only one relevant angle, ¢. We take this
angle to be the angle between the laser polarization vector and
the final momentum vector of the deuteron (or the deuterium
atom),

. Pﬁn
cosp =E- ——,
?=E o)

(19)
where P is the final momentum vector of D for the
D," + D pathway or that of D' for the DT 4+ D," and
D' + D, pathways. The angular distributions for the
DT +D,%, Dt + D, and D" + D, pathways at the intensity
of 1.4 x 10" W/cm? are shown in Fig. 7. For the Dt + D,
and D,* + D pathways [Figs. 7(a) and 7(b)], a double-hump
structure with peaks at ¢ =40° and 140° is seen. Even
though the statistics are not good for the D + D, pathway
[Fig. 7(c)], a double-peak structure in the ¢ distribution can
vaguely be seen. It can be said that this double-peak structure
is a characteristic feature commonly seen in the pathways
through which a D, or D,™ molecule is produced in the
final state. Because the angular distributions for the Hz™
simulations were found to be very similar to those of D3, we
only showed here the distributions calculated for D3 ™.

C. Kinetic energy release distributions
1. KER spectra at high field intensity

The distributions of the KER for the three ionization
pathways (D" + D" +¢7,2D" + D + ¢, and 3D" + 2¢7)
are plotted in Fig. 8. The KER is defined as the sum of the
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FIG. 8. (Color online) Kinetic energy release (in a.u.) for the
three ionization pathways, for (a) D;* and (b) H3*, at intensity 4 x
10" W /cm?. Each point corresponds to an energy bin. The statistical
error bars are of the same size or smaller than the curve symbols.
Note that the curve for the Dt + D, " pathway has been multiplied
by a factor of 10 for visualization purposes.

kinetic energy of the deuterons at the end of the trajectory,

3 2
> ()
KER = ; TR (20)
The kinetic energies of the bound electrons are negligibly
small compared to the total kinetic energy and, therefore, they
are not included in the definition (20). The kinetic energy
of the ejected electrons is not included in the definition (20)
either, but can of course be considered separately. Since the
electron spectra were not measured in Ref. [7], we concentrate
on the KER distributions of a deuteron in the present paper.
We note that, even though the curves shown in Fig. 8 are
calculated at a particular laser field intensity, we showed in
our previous investigation [66] that the KER distributions do
not change significantly after intensity volume averaging. For
the D3 data shown in Fig. 8(b), after intensity averaging
the peak positions of the D + D, and 2D" + D curves
were shifted with approximately 0.1 a.u. toward lower energy,
while the widths were unchanged. For the 3D curve, the peak
position was unchanged, and the FWHM was broadened by
approximately 0.1 a.u.

As compared in Fig. 8, the results for D3* and H3™ are
found to be very similar. The only difference is that the sum
of the relative yields of the double ionization pathway for
H; " is about twice as large as the single-ionization pathway
2H* + H, while they are comparable for D3 . It can also be
seen that the peak energy for the 3H" pathway is slightly
lower in energy than that for 3D*. This reflects the fact that
the protons having the lighter mass are more spread than the
deuterons. Indeed, for the 3D™ pathway, the distribution of
the average internuclear distance R,, = ) <k [R; — R¢|/3 at
the moment of the ejection of the second electron is peaked at
R.y = 2.2 with a FWHM of 0.4, while for the 3H" pathway,
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the ejection of the second electron occurs at R,, = 2.4 with a
FWHM of 0.6.

As has already been discussed in our previous paper [66],
it is found for the three ionization pathways that the KER
distributions obtained by the present simulation are higher
than the corresponding experimental distributions [7] by about
50%, while the shapes of the distribution curves were well re-
produced by the simulation. For the three ionization pathways
both the relative energies of the KER peaks and the relative
widths of the peaks are well reproduced by the simulation.
For example, the peak energy of the KER distribution of
the 3D" pathway was observed at about 1 at the peak laser
field intensity 10'® W/cm?, while the peak position in our
simulation is at 1.5 as shown in Fig. 8. This overestimation of
the KER may be ascribed to the model potentials in Eq. (6).
As seen in Fig. 3, the ground state PES for D3 ' adopted in the
simulation is too steep. Indeed, the force constants of the two
vibrational modes out of the three are three times as large as
the theoretical ones calculated by quantum chemical methods.
Because of the steep potential, the internuclear distances could
not become sufficiently large, resulting in the overestimation
of the KER. Therefore, in order to reproduce the experimental
KER distributions more quantitatively, it is at least necessary
to adjust more the ground state PES.

2. High-energy KER peak in the 2D + D pathway

In both Figs. 8(a) and 8(b), the single ionization pathway
2D" + D exhibits a small peak at KER ~1.5. This kind
of high KER for the decomposition pathway accompanying
neutral fragments has been observed previously for laser-
induced dissociation of H, [78—-80], where the mechanism was
called “frustrated tunneling ionization,” in which one electron
escapes first from the Coulomb attractive potential through
tunneling, and then recombines with the proton to form a
highly excited H atom in a Rydberg state. The peak at KER
~1.5in Fig. 8 can also be explained in a similar manner, but the
first tunneling step needs to be replaced by the over-the-barrier
escape because our model based on classical mechanics does
not describe tunneling. Our simulation thus suggests that this
type of Rydberg state formation exists also in the decomposi-
tion of polyatomic molecules in the over-the-barrier regime.

In order to support the intuitive explanation above, an
example of a trajectory leading to a high KER (KER = 1.4),
with a bound electron in the final state is shown in Fig. 9.
This trajectory reveals that the eventually bound electron first
escapes from the atomic or molecular zone and travels very
far, over 100 a.u., before recombining into the bound state just
before the end of the pulse.

By collecting all the trajectories of this kind, we find that
the energy distribution of the loosely bound electron in the
final state forms a broad peak centered at £ = —0.02 with a
peak width of Ag® = 0.02 (FWHM). In terms of the principal
quantum number n = /—1/(2&®), this corresponds to 4 <
n<T.

We note that excited D (or H) atoms can be directly detected
experimentally as shown in Ref. [78]. In particular, both over-
the-barrier and tunneling ionization [81] of the exited atoms
by a guiding electric field (of order ~200 V/cm) often used in
experiments are negligible.
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FIG. 9. (Color online) (a): The solid lines show the time evolution
(with r measured in a.u.) of the distances |R; — ryoundl, IR2 — Fpound|»
and |R3 — Ibouna| (in a.u.) of the eventually bound electron from the
three deuterons, while the dashed lines show the three internuclear
distances |R; — R;|, |[R; — R3/[, and |R; — R3] (in a.u.). (b): Solid
lines depict the single particle electron energies e,(f), k=1,2 (in
a.u.), defined in Eq. (12). Dashed lines show the single particle
energies 55.” ), i =1,2,3 (in a.w.), of the protons, defined as sy’) =
P§/2M +(1/2) Z#k 1/|IR; — Rg|. The electric field of the laser (not
to scale, and shifted) is shown with a thin line for reference. The laser
parameters are the same as in Fig. 8.

The existence of this type of high-energy peak for the
2D* + D pathway was not identified in the experimentally
observed KER spectrum when the laser pulse width was
7 fs [7], but was identified later when the laser pulse width
was 40 fs [82].

3. Shape of the KER distribution of 2D + D and
D" + D, pathways

As shown in Fig. 8, the peak for the 2D + D pathway is
much broader than that of the D™ + D, pathway, and the same
tendency was also found in experiment [7]. In order to identify
the origin of the difference in the peak profiles of the two
single-ionization pathways, the distributions of the total energy
of the electron that ends up being bound are calculated for these
two pathways and are shown in Fig. 10. These distributions are
constructed as a histogram by inspecting all trajectories leading
to the final state, and counting the number of trajectories with
electrons having energy in a particular energy bin at a particular
instant of time. The distributions are shown at four different
times; three during the pulse and one shortly after the pulse. In
the first panel [Fig. 10(a)], at the onset of the laser pulse, the
distributions of the two pathways are similar, showing that the
final state could not be predicted only from the initial energy
distribution. As shown in Figs. 10(b) and 10(c), the shapes
of the two distributions vary as a function of time by being
driven by the pulsed laser field. For the 2D' + D pathway,
a small part of the population seen in Figs. 10(b) and 10(c)
has positive energy, sf)f))und > (0, indicating that an electron is
ejected from the D atom. These electrons later return to the
deuteron to form a D atom and can be seen in Fig. 10(d) as the

small peak at small negative energy el > —0.1. This part

bound
of the population representing an electron that is first ejected
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FIG. 10. (Color online) Normalized distribution of single-particle
energy [measured in a.u.; see Eq. (12) for the definition] of electron
that is bound in final state. The laser intensity is the same as in Fig. 8:
4 x 10" W/cm?. The solid line refers to the 2D + D pathway and
the dashed line to the D* + D, " pathway. In panels (a), (b), and (c),
the electric field of the laser pulse (in arbitrary units) is shown in the
inset, with the time instant of the panel indicated with an asterisk.
The distribution in (d) occurs 52 a.u. of time after the laser pulse has
passed. The total duration of the laser pulse is T = 327.

and later recombines to become bound is the reason for the
high-energy peak of the 2D" + D pathway, as discussed in
Sec. IV C2.

The kinetic energy distributions of the bound electron in
D and D,% in Fig. 10 are remarkably similar to the KER
distributions of the 2D* + D and D" + D," pathways in
Fig. 8(a), showing that the two kinds of distributions are related
with each other. In order to explain this point more clearly, we
first note that a bound electron reduces the repulsion between
the deuterons by the shielding. If the bound electron is excited,
it provides less shielding than a less-excited electron. When
the extent of the shielding is less, the repulsive force between
the shielded deuteron and another deuteron becomes larger
and, consequently, the kinetic energies of the final fragments
become higher. Therefore, if the bound electron is excited, as
can be seen in Fig. 10 for the 2D™ + D pathway, the resulting
KER becomes comparatively high. On the other hand, the
D, molecule could not remain bound if the electron in D, " is
highly excited, as described in more detail below. Therefore,
only a rather narrow interval of energies of the bound electron
can lead to the D' + D, " pathway, resulting in the narrow
KER peak of this pathway. As can be seen in Fig. 10(d), the
lower limits of the energy of the bound electron are the same
for the 2D 4+ D and D 4 D, pathways. This lower-limit
energ%/ represents the energy of an electron in the ground state
of D3 +.
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In order to investigate the characteristics of the bound states
of D™ in the model, a small amount of momentum is added
to an electron in D, in the equilibrium configuration, and
the equations of motion are solved without the laser field
for examining whether D,™ dissociates or stays bound. By
repeating this procedure with many different initial conditions
of different momenta and total energies, it was found that,
(i) when the total energy €, is below the ground-state
energy of D, e < —0.5, the dissociation does not occur,
representing that our model D, ™ supports bound and excited
trajectories in the energy range of €y(D2™") < € < —0.5,
where €g(D>") = —0.6 is the ground-state energy of D,™; (ii)
when the total energy is —0.5 < €,y < —0.4, there are both
bound and unbound trajectories, showing that D, ™ dissociates
or does not dissociate depending on the initial momentum
of the electron; (iii) when —0.4 < €y < 1/R.(D,") =0.43
with R.(D>") = 2.3, the equilibrium distance of D, in the
model, all trajectories lead to dissociation; and (iv) when
€0t > 1/Ro(Dy ™), all trajectories lead to ionization.

In quantum mechanics, electronically excited states of Hy ™
are in general unstable and dissociate promptly. The only
exceptions are the two excited states, 3do, and 2pm,, whose
potential energy curves support bound vibrational states in
the BO approximation [83,84]. The theoretical energy of
these excited states measured from the lso, ground state
of Hy™ at the equilibrium internuclear distance R, = 2.0
are 62pnu(Re) - elsag(Re) = 0.67 and 63dog(Re) - elsag(Re) =
0.87 [84].

4. KER spectra at low field intensity

At the intensity of 1.4 x 10" W/cm?, the yields of all
the seven pathways are sufficiently large, and their KER
distributions are obtained with relatively small uncertainties.
The KER histograms at 1.4 x 10’ W/cm? are shown in
Fig. 11 for both D3t and H3™. The energy positions of
the peaks for the ionization pathways are shifted slightly
by ~0.1 towards the lower-energy side compared to the
corresponding peaks in Fig. 8 obtained when the laser intensity
is 4 x 10> W/cm?. The peaks for the nonionizing D, + D
and D1 + D, pathways are seen in the very low KER region.
It can also be seen in Fig. 11 that the peak position in the
KER distribution at KER ~ 0.4 for the D™ 4+ D, dissociation
pathway is almost the same as that of the single ionization
D' + D,* pathway. This can be explained also by the
recombination model introduced in IV C2 for the high-energy
peak of the 2D* + D pathway; that is, one electron first
escapes, and then recombines to form a D, molecule in which
one of the two electrons is excited.

V. SUMMARY AND CONCLUSIONS

The overall purpose of this study is twofold:

The first aim is to find a practical model of laser-molecule
interactions in which both nuclear motion and electronic mo-
tion in polyatomic molecules are treated in three dimensions.
We have confirmed that the quasiclassical model introduced
in this study fulfills this requirement.

The second aim is to answer the question “Can we
investigate and discuss intense laser-molecule interaction in
terms of classical mechanics?” We believe that we have
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FIG. 11. (Color online) Kinetic energy release (in a.u.) for all
pathways, at intensity 1.4 x 10 W/cm?, for (a) D;* and (b) Hy*.
Each point corresponds to an energy bin, and only bins with nonzero
counts are shown. The statistical error bars are of the same size
or smaller than the curve symbols. Note in both panels the curves
for the D' + D, (H* + H,) and 3D" (3H*) pathways have been
multiplied by a factor of 10 and by a factor of 1/2 for the D,* +D
(H,* + H) pathways.

answered this question in the affirmative. As a demonstration
of the usefulness of the model, we have shown that both KER
and angular distributions measured in the previous experiments
are qualitatively reproduced by the simulation.

Classical simulations of laser-molecule interactions have
many advantages over quantum calculations. There is no need
to restrict the dimensions of the model or the number of
active electrons in solving the classical equations of motion,
contrary to the situation in which we solve numerically
the time-dependent Schrodinger equation. Furthermore, in
classical calculations, large-amplitude motion of the electrons
in the oscillating electric field of the laser is treated without any
difficulties. This enabled us to find the interesting high-energy
channel of the D;* — D" + D™ + D process, which probably
could not have been noticed with a quantum method employing
a finite-size grid for the wave-function propagation.

One important finding in the present investigation is that in-
tramolecular dynamics of the excited electrons within D3 " can
also be adequately treated as demonstrated in Sec. IV C3. We
have thus shown that all processes pertinent to laser-molecule
interaction, ionization, dissociation, and excitation can be
consistently treated within the present theoretical framework.
As for the extension of the model, we will be able to treat
larger molecules with the same kind of auxiliary, quasiclassical
potentials. If sufficient care is taken to reproduce the essential
features of the ground-state PES, we should be able to deepen
our understanding of the complex laser-induced classical mo-
tion of electrons and protons in larger polyatomic molecules.

Of course, we should point out the inherent shortcomings of
a classical model. Intrinsic quantum effects such as tunneling
and interference could not be treated in the model. Thus,
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if such effects are important in understanding experimental
results, the model will inevitably fail. Therefore, we could
not use the present model when tunneling is the dominant
ionization mechanism. In our calculations in Sec. III, we
have found significant ionization which proceeds through the
over-the-barrier mechanism when the laser field intensity is
larger than 10'> W/cm?, but we could not judge from classical
calculations alone if interference is important or not in this
over-the-barrier ionization. It will therefore be interesting to
compare the present quasiclassical calculations with quantum
calculations, if such quantum results become available in the
future. A possible sign of a failure due to the omission of
the interference is the inability to reproduce the experimental
patterns in the y distributions appearing in Fig. 5 in Sec. IV B.
If a particular spectrum or distribution cannot be reproduced
with the classical model, we can say that the mechanism should
have a quantum origin.
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APPENDIX A: INITIAL CONDITIONS

Initial conditions are calculated in the following way. From
the equilibrium configuration (with total energy €y = —1.34),
the three nuclei are displaced by a small distance in random
directions and subsequently the positions and momenta of the
electrons are optimized to minimize the total energy in the
new nuclear configuration. If the total energy satisfies 0.06 <
€0t — €0 < 0.1, the new configuration is chosen as a starting
configuration, otherwise the random displacement of the nuclei
isrepeated. This addition of the small amount of energy into the
system is considered to be vibrational excitation prepared in
the initial state. After the injection of vibrational energy into
the molecule, it is no longer in its vibrational ground state.
From the starting configuration obtained as described above, a
trajectory is calculated by making the system evolve without
influence of the laser field. Positions and momenta of the
particles on the resulting trajectory at different instants in time
are then used as initial values for the subsequent runs with the
laser field present. Such a single field-free trajectory is used for
100 runs with the laser field. This means that the total energy of
these 100 runs at the beginning is the same, but that the relative
positions and momenta of the particles differ. Before each run,
the molecule is randomly rotated in the following way: First,
two sets of three rotation angles are randomly chosen. One of
these sets are then used to rotate all the position vectors, and the
other set to rotate all momentum vectors. Recall that the total
Hamiltonian (6) is invariant under overall rotations of both
the positions and the momenta, separately, so that an overall
rotation will not change the total energy. The initial rotation is
made to prepare an ensemble of randomly oriented molecules.
We adopted this procedure to simulate the typical experimental
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situation where an ensemble of randomly oriented molecules
in the gas phase is used.

APPENDIX B: NUMERICAL ERRORS IN CALCULATIONS
The numerical errors in the solution of the equations of

motion (7) are monitored by checking the identity

3 2
dR drk
L L@ |
j=1 k=1
+ Hyp,(0). (B1)

Hiy,o (1) = / E(r)-
0

PHYSICAL REVIEW A 85, 053410 (2012)

It was confirmed that, when the code is run without the
external field, the total energy is conserved to within a relative
error of e,y = 107%, where the relative error is defined as

1 t
- E(7) -
|HD3+<t>|/o ®

+ Hp,+(0) — Hp,+(1)|. (B2)

3

dR; 2. dry
Z 7(1’) — Z E(T) dt

j=1 k=1

€rel =

When the intense laser field was introduced, it was confirmed
that Eq. (B1) is satisfied within a relative error of e, = 1073
throughout the calculations in the present study.
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