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Controlling strong-field fragmentation of H2
+ by temporal effects with few-cycle laser pulses
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In a joint experimental and theoretical endeavor, we explore the laser-induced dissociation and ionization
dynamics of H2

+ beams using sub-10-fs, 800 nm laser pulses. Our theory predicts considerable control over the
branching ratio of two-photon and three-photon above-threshold dissociation (ATD) by gating the dissociation
pathway on a few-femtosecond timescale. We are able to experimentally demonstrate this control. Moreover,
our theory also shows the importance of the highly excited H(2l) states of H2

+ that contribute to ATD structure
in dissociation. As is the case for dissociation, we find that ionization is also sensitive to the effective laser
interaction time.

DOI: 10.1103/PhysRevA.85.023405 PACS number(s): 33.80.Wz, 42.50.Hz

I. INTRODUCTION

Staggering progress in understanding the dynamics of
small molecules in intense ultrashort laser fields has been
made over the past 20 years (see, e.g., Refs. [1,2] and
references therein). The progress has benefited enormously
from the rapid development of modern laser technology.
One of the earliest and still-active goals of laser-molecule
research is the exciting prospect of controlling the products of
chemical reactions [3]. As a proof-of-principle, the simplest
molecule, H2

+, is often the target of choice to demonstrate
new techniques. To this end, pioneering experimental and
theoretical demonstrations of control of the dissociation of
H2

+ (or HD+ or D2
+) have been achieved, for example, by

using pump-probe delay [4–6], two-color fields [7–13], and
the carrier-envelope phase (CEP) of the laser pulse [14–21].

We recently demonstrated an alternative method of influ-
encing H2

+ dissociation [22] that bears analogies to early
theoretical work on Na2

+ [23]. The objective of our H2
+ ex-

periment was to enhance above-threshold dissociation (ATD)
by three or more photons, which we termed “high-order ATD”
for convenience. The scheme used is illustrated in Fig. 1 and
depends wholly on the duration of the laser interaction with
respect to the timescale of dissociation.

Ground state (1sσg) H2
+ will start to dissociate on the

excited 2pσu state from an internuclear distance R of about
3.3 a.u. following the absorption of three photons at 800 nm.
If the laser pulse is long (>10 fs), the dissociative H2

+ nuclear
wave packet will be strongly transferred back to the 1sσg state
as it passes through the one-photon resonance (R = 4.8 a.u.),
accompanied by the emission of one photon. This results in
net two-photon (2ω) dissociation and is typically the strongest
ATD mechanism observed both in experiments and theory
(see, e.g., Refs. [24,25]). On the other hand, if the laser pulse
is sufficiently short (∼5 fs) such that the intensity is low when
the wave packet passes through the one-photon resonance, then
the wave packet is only weakly transferred back to the 1sσg

state. As a result, a sizable fraction of the population remains
on the 2pσu state and dissociates via the direct three-photon
(3ω) pathway. The difference in dissociation energy between
two-photon and three-photon ATD is roughly the energy of one
photon and, to a fair extent, may be distinguished by kinetic
energy release (KER).

The important factor in this scheme is the timescale for the
nuclear wave packet to travel from the three-photon resonance
(R3) to the one-photon resonance (R1). Classically, for an
H2

+ wave packet starting from rest on the 2pσu potential at
R3 = 3.3 a.u., it takes 4.7 fs to reach the next resonance at R1 =
4.8 a.u. For D2

+, this time is increased to 6.7 fs because the
wave packet is slower by a factor of

√
2 due to the larger nuclear

mass. Therefore, for the same short pulse one can expect more
high-order ATD from D2

+ than from H2
+. Based on reduced

mass, it is expected that HD+ will be in between H2
+ and D2

+,
although we note that, due to its heteronuclear character, HD+
has the potential to produce, for example, permanent dipole
transition features—those, however, are expected to be very
small [26].

In addition to ATD from the lowest two electronic states
of H2

+ corresponding to the H(1s) manifold, our theoretical
calculations also show a surprisingly large contribution to ATD
from the H(2l) manifold of excited states. The H(2l) states,
shown in Fig. 1, lie more than 10 eV above the H(1l) states
and, for this reason, are omitted from most other theoretical
calculations. However, our calculations at ∼1014 W/cm2

show that, for certain KER values, the contributions to ATD
from the H(2l) states can outweigh ATD from the H(1l)
states.

In this paper we extend our earlier study [22] to explore in
more detail the intensity, pulse length, and mass dependence
of the ATD processes, both theoretically and experimentally.
This knowledge is vital because it gives further insight into
the dynamics of H2

+ in few-cycle pulses. This is important
considering the present focus on ultrashort laser work. In
addition, we show the experimental results of ionization of H2

+
beams using few-cycle pulses. On the few-cycle timescale,
ionization, like dissociation, displays a strong pulse-length
dependence.

The target we use is a beam of H2
+ ions formed via

electron-impact ionization of H2 in an electron cyclotron
resonance (ECR) ion source. This is different from the more
conventional method that creates H2

+ by ionizing a neutral
H2 gas target with the same laser pulse that is used for the
subsequent fragmentation (see, e.g., Ref. [27]). Although the
ion-beam method [28–39] makes the experiments consid-
erably more difficult to perform due to much lower tar-
get densities (e.g., for conditions used in this paper, the
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FIG. 1. (Color online) Potential energy curves of H2
+ displaying

the H(1l) states leading to H+ + H(1s) and the H(2l) states leading
to H+ + H(2l). The ionization curve, 1/R, leading to H+ + H+ is
also displayed. The vertical arrows labeled R1 and R3 denote the
one-photon and three-photon resonance positions, respectively.

ion-beam target density is lower by more than four orders
of magnitude than a gas target at 10−7 Torr), H2

+ produced
in this way has at least three different properties that are
important for the high-order ATD control scheme introduced
above.

First, H2
+ will begin to dissociate at much lower intensity

because the intensity is not required to be above the ionization
threshold of H2. This allows excitation to the 2pσu state by
a three-photon absorption to occur immediately at its onset
intensity, thereby triggering the dissociation process early in
the pulse. Second, there is no initially ionized electron (born
from H2) that can be driven by the laser field. This ensures that
electron-recollision [40,41] dissociation of H2

+ cannot occur,
which may otherwise obscure the observation of high-order
ATD since the KER of these two processes is known to
overlap [42]. Third, the ion-beam technique allows detection
of neutral fragments, as well as ionic ones, thereby enabling a
coincidence between dissociation fragments and separating
them from ionization [30]. This is important because our
results show that the high-order ATD and the ionization spectra
overlap in KER.

II. TECHNICAL DETAILS

A. Theory

1. Choice of representation

We solved the time-dependent Schrödinger equation for
H2

+ in the intense laser field using the dipole approximation in

the length gauge. The Schrödinger equation thus reads (atomic
units are used throughout unless otherwise stated)

i
∂

∂t
�(r,R,t) =

(
− 1

2μ
∇2

R − 1

2
∇2

r − 1

rA

− 1

rB

+ 1

R
− E(t) · d

)
�(r,R,t), (1)

where μ = m/2 (for homonuclear molecules), m is the nuclear
mass, R is the internuclear distance, rA and rB are the distances
of the electron from the two nuclei, and d is the dipole operator.
In all the calculations, we used a linearly polarized field with
a Gaussian envelope [43],

E(t) = E0e
−t2/τ 2

cos(ωt + ϕ). (2)

The laser polarization was fixed along the laboratory-frame ẑ

axis, the laser frequency ω was 0.058 a.u. corresponding to
785 nm, and the carrier-envelope phase ϕ will be discussed
below.

We solved Eq. (1) using the Born-Oppenheimer represen-
tation. The total wave function �(r,R,t) is then

�(r,R,t) =
∑

α

Fα(R,t)	α(R; r,θ,φ). (3)

Here, α = {J,M,�,n,,σz} labels each basis state with the
total orbital angular momentum J and its laboratory frame
z projection M , total parity �, principal quantum number
in the separated-atom limit n, projection of the electron
orbital angular momentum along the internuclear axis in the
body-fixed frame , and reflection symmetry through z = 0
in the body-fixed frame σz. In this notation, σz(−1) = ±1
corresponds to the usual “gerade” and “ungerade” symmetries,
respectively.

We include the spherical angles θ and φ of the internuclear
axis with respect to the laboratory frame with the electronic de-
grees of freedom in the adiabatic basis functions 	α(R; r,θ,φ).

So, neglecting all the non-Born-Oppenheimer coupling
terms and the Coriolis coupling, we can write

	α(R; r,θ,φ) = φnσz(R; ξ,η)�Jπ
M(θ,φ,χ ). (4)

The electronic states φnσz(R; ξ,η) were calculated using the
method described in Ref. [44]. The body-frame electronic
azimuthal coordinate χ has been incorporated into the angular
momentum function �Jπ

M, which is defined in terms of Wigner
D functions as

�Jπ
M(θ,φ,χ ) =

√
2J + 1

8π2

1√
[b]2(1 + δ0)

[
DJ

−M−(φ,θ,χ )

+π (−1)J+DJ
−M(φ,θ,χ )

]
. (5)

Substituting Eq. (3) into Eq. (1) and projecting onto 〈	α|
yields a set of coupled, one-dimensional, time-dependent
differential equations for the nuclear wave functions Fα(R; t)
(see Ref. [45] for details).

2. Extracting observables

To compare with the experiment, we calculate the KER-
cos θK distribution of the dissociating fragments. We do so
by projecting the wave function at the end of the pulse
onto properly symmetrized scattering states superposed to
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asymptotically give a plane wave with momentum K (K is the
relative momentum vector from H to p, making an angle θK

with the polarization direction). Some of the less-appreciated
points of this procedure are discussed in Refs. [46–49].

Restricting the expansion in Eq. (3) to include only 1sσg

and 2pσu gives explicitly for the KER-cos θK distribution

∂2P

∂E∂θK

= 2π

∣∣∣∣∣
∑
J even

CJg(E)YJM (θK,0)

+
∑
J odd

CJu(E)YJM (θK,0)

∣∣∣∣∣
2

. (6)

Here, E = K2/(2μ) is the KER, YJM (K̂) are spherical
harmonics, and

CJg(u)(E) = (−i)J e−iδJg(u)(E)〈EJg(u)|FJg(u)(tf )〉, (7)

with |FJg(u)(tf )〉 being the nuclear radial functions at the final
time tf . Finally, |EJg(u)〉 are the energy-normalized radial
scattering states, and δJg(u)(E) are the scattering phase shifts.

As expected [50], Eq. (6) shows that the momentum
distribution is a coherent sum of the 1sσg and 2pσu chan-
nels. Such a superposition can, in principle, produce an
asymmetric distribution about θK = π

2 —especially given the
shorter pulses used here. Any such asymmetry will vary with
the carrier-envelope phase ϕ in Eq. (2) [14,16,21]. In the
experiments, however, ϕ was not controlled, so we assume
it had a uniform distribution between 0 and 2π . The calculated
momentum distributions must therefore be averaged over ϕ.
Using the general theory of carrier-envelope-phase effects
that we developed in Ref. [18], this average can be done
analytically to a good approximation (better than 1% error
for our laser parameters). The analysis in Ref. [18] shows that
the ϕ-averaged momentum distribution can be simply obtained
from a calculation at a single ϕ using

〈
∂2P

∂E∂θK

〉
= 2π

∣∣∣∣∣
∑
J even

CJg(E)YJM (θK,0)

∣∣∣∣∣
2

+2π

∣∣∣∣∣
∑
J odd

CJu(E)YJM (θK,0)

∣∣∣∣∣
2

. (8)

In our case, we set ϕ = 0.
The KER distribution for the lowest two channels can

simply written be as〈
dP

dE

〉
=

∫ 〈
∂2P

∂E∂θK

〉
sin θKdθK

=
∑
J even

|CJg(E)|2 +
∑
J odd

|CJu(E)|2. (9)

For simplicity, in the remainder of the paper, we drop the
〈·〉 notation when referring to CEP-averaged observables and
denote θK as θ [not to be confused with the spherical angle
in Eq. (3)]. Extending this idea to the higher electronic
states, we have calculated the KER distribution of these
channels by projecting their time-dependent radial functions
onto the corresponding energy-normalized scattering states.
But, since there are degenerate σg and σu states within the
n = 2 manifold, the incoherent sum in Eq. (9) is only an

approximation to the physical KER distribution. By analyzing
individual molecular channels, however, we found that any
coherence present does not affect the qualitative behavior of
the KER distributions or our conclusions. An incoherent sum
over all the molecular channels as in Eq. (9) has thus been used
for the total KER distribution (see note [51]).

The KER-cos θ analysis of the higher excited channels
of H2

+ is similarly complicated by the degeneracy of the
excited H states and all that this implies. Since the total
population of the H(2l) manifold is less than 5% for all
calculations, however, our theoretical KER-cos θ distributions
include only the 1sσg and 2pσu channels. We emphasize
that the time-dependent calculation included all channels
as did the KER distributions—only the KER-cos θ analysis
excluded the higher-excited channels. Overall, the omission of
higher channels from the KER-cos θ distributions leads to only
a small deviation from the true distributions. Nevertheless, as
we will show, the omission can present a larger discrepancy
in a localized region—for example, at KER values where
dissociation on the H(2l) manifold is dominant. In such cases,
the KER distributions are more insightful because these do
include higher channels.

3. Numerical analysis

We solved the resulting set of equations for Fα(R; t) nu-
merically by approximating the radial kinetic energy operator
with a generalized three-point-difference scheme [52,53]. The
time evolution combined split operator techniques with a
Crank-Nicolson-like propagator. We have implemented sim-
ilar propagation schemes previously [32,45,52]. In all cases,
the theoretical results were obtained by separately propagating
all the J = 0 bound vibrational states of the 1sσg channel of
H2

+ (D2
+), then incoherently averaging their observables over

a Franck-Condon vibrational distribution [32]. We use J = 0
for the initial rotational states because the precise experimental
J distribution is unknown while an estimate of the Boltzmann
distribution shows that the population is concentrated around
low J values. Tests indicate that the choice of initial J state
does not affect any of our conclusions.

We took advantage of the generalized difference scheme’s
flexibility to use a nonuniform spatial grid based on the local
wavelength determined from the maximum expected total
energy. Specifically, in an 80 a.u. box, we used the Wentzel-
Kramers-Brillouin (WKB) approximation to calculate the
R-dependent phase at the maximum energy. Then, we placed
a given number of grid points uniformly in each 2π (one de
Broglie wavelength) interval of this phase. In a multichannel
problem, the shortest wavelength is determined by the lowest
accessible channel—1sσg for H2

+. This grid distribution is
different from the one used in our previous studies [22,45],
and we found it to give convergence with fewer points.

For the results presented here, we used 20 points per
wavelength, based on a highest KER of 4.08 eV (0.15 a.u.).
For the time propagation, we used a time step of 0.5 a.u. with
the initial time determined from requiring the intensity to be
108 W/cm2 and the final time determined from requiring the
intensity to be 106 W/cm2. In our calculations, the maximum
value of J included in the expansion of �, Eq. (3), was
increased dynamically using a tolerance of 10−7 at every
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time step (see Ref. [45] for details). With this prescription,
48 partial waves were required to do the calculations for
10 fs pulses at a peak intensity of 1014 W/cm2. Convergence
with respect to all of these parameters was verified and
found to give the Franck-Condon-averaged total dissociation
probability converged to at least three digits. The Franck-
Condon-averaged KER distributions converged to no worse
than 1.22%. The total dissociation probability for each initial
vibrational state is converged to 0.33% for v = 0–17 of H2

+,
but only to 1.9% and 3.9% for v = 18 and 19, respectively.
It should be noted that these larger errors do not translate
into larger errors in the Franck-Condon–averaged observables
since their contribution in this average is negligible.

B. Experimental setup

Some of the experimental details have been introduced
previously [30,32]. The laser pulses in our experiments
were generated using the Kansas Light Source (KLS) laser
system [54]. This is a Kerr-lens mode-locked Ti:sapphire
laser (central wavelength 800 nm) with a multipass amplifier
(14 passes). It consists of a grating-based stretcher and
compressor. After pulse compression, the system outputs
∼30 fs Fourier-transform–limited pulses with an energy of
2.0 mJ at 1 kHz repetition rate. To further temporally compress
the pulses, they were focused into a hollow-core fiber of
diameter 400 μm and interaction length 1 m using an f = 1 m
spherical mirror. The large core diameter facilitated the high
input pulse energy. During propagation in the neon-filled
fiber the pulses underwent spectral broadening from about

30 nm bandwidth (full-width at half maximum) to more than
200 nm due to self-phase modulation. Upon exiting the fiber
the pulses were collimated using an f = 1 m spherical mirror
and then compressed by reflection off chirped mirrors. These
mirrors also compensated for additional dispersion acquired
during propagation to our ion-beam interaction chamber. The
pulse energy at this stage was 1.0 mJ and the optimum pulse
duration was measured to be 7 fs by frequency-resolved optical
gating (FROG), close to the Fourier-transform limit. For some
measurements the pulses were intentionally lengthened to 10 fs
by reducing the gas pressure in the fiber and hence the amount
of spectral broadening.

From the fiber, the pulses were transported to the ion-beam
apparatus under vacuum to maintain good beam quality. A
90◦ off-axis parabolic mirror (f = 203 mm) mounted to a
multiple axis translation stage focused the pulses into our
ion beam apparatus and onto the target. The laser focus
was characterized by performing a z scan and imaging the
focus onto a CCD camera. The focal beam waist diameter
and Rayleigh range were measured to be 17 and 900 μm,
respectively.

The ion-beam apparatus consisted of an ultrahigh vacuum
(UHV) system with a base pressure of 2 × 10−10 Torr in the
interaction chamber. The molecular ions were initially formed
in an electron-cyclotron resonance (ECR) ion source. This
operates by electron-impact ionization of H2 to produce H2

+.
To a good approximation, the H2

+ molecules are populated in
a Franck-Condon distribution [55,56] of vibrational states [see
Fig. 8(d)]. The H2

+ ions were then extracted and accelerated
to 9.0 keV. A sequence of electrostatic lenses (i.e., einzel

Moveable 
parabolic mirror

30fs, 2mJ pulses

Ne-filled 
hollow-core fiber

Collimating 
spherical mirror

Chirped mirrors
7fs, 1mJ pulses

9keV ion beam
Spectrometer

Laser beam-dump

Photodiode
detector

Position- and 
time-sensitive
detector Faraday cup

FIG. 2. (Color online) Schematic of experimental setup. Pulses from a hollow-core fiber and chirped-mirror arrangement are focused onto
the ion-beam target. Neutral and ion fragments are then separated in flight time using a static electric field from the spectrometer. They are
subsequently measured in coincidence and their momentum imaged using a position- and time-sensitive detector.
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quadrupole lenses) were used to collimate the beam. To switch
ion beams from H2

+ to D2
+ or HD+, the gas in the source was

exchanged.
To separate the H2

+ from other ion constituents in the
beam, the beam was passed through consecutive 25◦ and
60◦ mass-selection magnets. These, in addition to electro-
static horizontal and vertical deflectors, were used to steer
the beam. A pair of four-jaw slits defined the final path
and size of the beam. We estimate the cross-section of
the ion beam at the laser interaction point to be about
0.6 × 0.6 mm2.

The laser and ion beams were crossed at 90◦ to one
another, as depicted in Fig. 2. The crossing occurred in the
presence of a static electric field applied in the direction of ion
beam propagation using an axial electrostatic spectrometer.
The focus of the laser could be scanned in the direction of
the laser propagation to provide intensity control through
an intensity-selective scan (ISS) technique [57]. That is, if
the ion beam crossed the central portion of the laser focus,
the highest intensity obtainable was sampled. If the ion
beam crossed an off-center portion where the laser was more
de-focused, it sampled a lower intensity but larger interaction
volume. This technique has the benefit that, at low intensity
where dissociation and ionization rates typically fall off quite
rapidly, the signal was enhanced by the larger interaction
volume. A detailed comparison between the ISS technique
and the more traditional power attenuation method [32] used
to control intensity has been reported by Sayler et al. [58].
The results show that the two methods are consistent with
one another.

Molecules that interact with the laser typically disso-
ciate (H2

+ + nh̄ω → H+ + H), or are ionized, resulting in
Coulomb explosion (H2

+ + nh̄ω → H+ + H+ + e−). These
mechanisms impart kinetic energy, known as KER, to the
fragments. If a molecule is aligned along the ion-beam
propagation direction, the KER will result in a time spread
between the first and second fragments to reach the detector
shown in Fig. 2. In other words, in the center-of-mass frame of
the molecule, one fragment gets a “kick” toward the detector
from the breakup, while the other gets a kick away from it (due
to momentum conservation). If instead the molecule is aligned
perpendicular to the ion-beam direction, the KER results in
a spatial spread of the fragments in the plane orthogonal to
the ion beam. By measuring the time and position of the
fragments using a microchannel plate and delay-line anode
detector, the angle between the molecular breakup axis and
the laser polarization, θ , and the KER can be retrieved (i.e.,
the three-dimensional momenta of the fragments is calculated).
In addition to detecting each hit we require a coincidence
between a pair of fragments for a true event to be recorded.
Furthermore, momentum conservation is imposed to reduce
random coincidences.

The electric field in the interaction region is important
because it accelerates the charged fragments (i.e., H+) toward
the detector while not affecting the neutral fragments. In this
way, the H+ ions are separated clearly from the H atoms in
flight time to the detector. Thus, a coincidence between H+ and
H denotes a dissociation event, while H+ and H+ denotes an
ionization event. Similarly, for HD+, the dissociation channel

H+ + D is distinguished from H + D+ and from ionization,
H+ + D+.

III. RESULTS AND DISCUSSION

A. Dissociation

The strong-field dissociation dynamics of H2
+ have been

studied extensively in the past (see, e.g., Ref. [1] and references
therein), particularly for pulses that are longer than a few
cycles. Often the best representation to describe the dynamics
has been the dressed-states Floquet picture (e.g., Ref. [59]).
While strictly speaking this is a continuous-wave model, it
nevertheless provides useful insight for ultrashort pulses. The

FIG. 3. (Color online) (a) Dressed-states potential energy curves
of H2

+, showing the diabatic and adiabatic curves at 1 × 1013 W/cm2.
The notation |2pσg − 1ω〉 indicates the 2pσu state dressed by one
photon, for example. The labels 1ω, 3ω, and 5ω denote the curve
crossings of 2pσu with the 1sσg ground state. Calculated unperturbed
vibrational levels are shown by the horizontal lines. (b) Same as
(a) but for diabatic curves only and including the dressed H(2l)
states.
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dressed-states representation is completely equivalent to that
shown in Fig. 1 but, instead of illustrating excitation steps
using photons, the Born-Oppenheimer potential energy curves
are dressed with the net number of photons absorbed.

Figure 3(a) shows the diabatic and adiabatic dressed-
states of H2

+ at 1 × 1013 W/cm2—we refer the reader to
Refs. [60,61] for more information on the dressed-states
Floquet approach. The advantage of the dressed-states repre-
sentation is that it allows us to track the dissociation pathway
of a molecule more easily. For example, the net two-photon
pathway shown in Fig. 1, involving three-photon absorption at
resonance R3 followed by one-photon emission at resonance
R1, is easily traceable in Fig. 3(a). First the population emerges
through the |1sσg − 0ω〉 → |2pσg − 3ω〉 crossing [labeled 3ω

in Fig. 3(a)] and then follows the adiabatic route to the asymp-
totic two-photon limit, |1sσg − 2ω〉. We will use this repre-
sentation exclusively throughout the rest of our discussion.

In Fig. 4 we present measured KER and angular (cosθ )
distributions for the dissociation of H2

+ (left column), HD+
(middle column), and D2

+ (right column) beams using 7 fs
pulses as a function of intensity, as indicated on the figure.
Recall that θ is the angle between the laser polarization
and the measured fragmentation axis of the molecule. The
counts are binned as a function of cosθ since an isotropic
spherical distribution is uniform in that representation [33].
The composite figure maps out two trends: the KER-cosθ
distributions as a function of intensity and as a function of
nuclear mass. In essence we find an enhancement in high-order
ATD with an increase in both parameters that is described in
the discussion that follows.

1. Low intensity

We begin with H2
+ dissociation at 2 × 1013 W/cm2

[Fig. 4(d)]. Note that this experimental intensity refers to the
peak intensity of the focal volume. There are unavoidable
contributions to the spectra from lower intensities due to
focal-volume averaging (see, e.g., Refs. [1,32]), although the
narrow width of our ion beam helps to limit this.

For low intensity, the dominant dissociation mechanism
is a one-photon transition from the 1sσg state to the 2pσu

state. This can be viewed as a transfer of population from
|1sσg − 0ω〉 → |2pσu − 1ω〉 through the 1ω crossing in
Fig. 3(a). Vibrational states (v ∼ 9 for H2

+) with energy near
the 1ω crossing (at R = 4.8 a.u.) dissociate early in the laser
pulse. These states result in an expected KER centered about
0.8 eV in accordance with the peak of the distribution in
Fig. 4(d). This KER value is obtained by simply taking the
energy difference between the 1ω crossing energy and the
asymptotic limit of the |2pσu − 1ω〉 state. Moreover, because
it is a simple one-photon transition, one expects the angular
distribution for v = 9 dissociation to closely follow a cos2θ

distribution [28,29,33], in good agreement with that measured
[see, for example, Fig. 10(d)].

As the intensity of the laser pulse increases on its leading
edge, the gap at the 1ω crossing widens, leading to bond
softening [24,62,63]. This process allows states with energy
below the 1ω crossing to dissociate. This gap is responsible
for the diamond-like shape in the KER-cosθ plot centered at
KER = 0.8 eV; that is, states below the resonance (v = 5–8)
result in lower KER while those above it (v = 10–13) result
in higher KER. The narrowing of the angular distribution on

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

FIG. 4. (Color online) Experimental KER-cosθ density plots of dissociation of H2
+ [(a)–(d)], HD+ [(e)–(g)], and D2

+ [(h)–(k)] at intensities
indicated (in W/cm2) for 7 fs, 800 nm laser pulses.
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FIG. 5. (Color online) Theoretical KER-cosθ density plots of
dissociation of H2

+ using 7 fs pulses at intensities indicated (in
W/cm2). The false-color scale denotes the dissociation probability
density. The data are plotted over the same dynamic range as the
experiment in Fig. 4.

either side of the v = 9 energy due to bond softening can be
explained by the need for higher intensity for those states to
dissociate. In these cases, molecules more aligned to the laser
polarization will preferentially dissociate, where the intensity
component along the internuclear axis is largest, commonly
referred to as geometric alignment [64] (the effective intensity
along the molecular axis is given by Ieff = Icos2θ , where I is
the peak intensity).

The behavior observed in the experiment is confirmed by
our theoretical calculations shown in Fig. 5. While experiment
and theory should not be directly compared, because these
theoretical plots neglect the effects of volume averaging,
the gross features are similar; for example, both display the
aforementioned diamond-like structure at low intensity. It is
indeed shown by the theory at 1 × 1013 W/cm2 in Fig. 6, which
shows the individual contributions from different channels,
that the main diamond shape arises from a one-photon process
since the final population in the relevant KER range ends up
on the 2pσu state (following a one-photon transition from
1sσg). The separate peak near 0 eV in the calculations is due
to a process referred to as zero-photon dissociation [65,66].
However, in the present experiment, this peak could not be
measured due to the influence of the Faraday cup (which
blocked the low-momentum fragments). Further studies of this
feature will be presented elsewhere [67].

Above-threshold dissociation is already evident in the
theory for 1 × 1013 W/cm2 in the narrow pointed tail visible
in Fig. 5(d) near KER = 1.75 eV. While it may belong to
a one-photon dissociation, this tail can also be the sign of

FIG. 6. (Color online) Theoretical KER-cosθ density plots of
dissociation of H2

+ using 7 fs pulses at 1 × 1013 W/cm2. The
false-color scale denotes the dissociation probability density. (a) The
1sσg dissociation probability which includes zero-photon (0ω) and
two-photon (2ω) dissociation. (b) The 2pσu dissociation probability,
including one-photon (1ω) and three-photon (3ω) dissociation. Note
that the dissociation probability density in this plot spans a range two
orders of magnitude greater than that in Fig. 5(d).

net two-photon or direct three-photon ATD, explained as
follows: In the net two-photon process, population transfers
from |1sσg − 0ω〉 to |2pσu − 3ω〉 by three-photon absorption,
with the subsequent emission of a photon to |1sσg − 2ω〉—see
the adiabatic pathway illustrated in Fig. 3(a). In the direct three-
photon process, rather than emitting a photon, the population
follows the diabatic path and stays on the |2pσu − 3ω〉
state.

Inspection of the KER-cosθ plots for the individual states,
shown in Fig. 6, indicates that the portion responsible for
the pointed tail in Fig. 5(d) is predominantly one-photon
dissociation along 2pσu but with some contribution from two-
photon ATD along 1sσg . There is additionally a contribution
at higher KER from three-photon ATD along 2pσu that is not
visible in Fig. 5(d) due to the chosen lower limit of the color
scale. The three-photon contribution is clearly visible in the
KER distributions in Fig. 7(d) and has an amplitude similar to
that of the two-photon process.

In the theory for 2 × 1013 W/cm2, the pointed KER tail
in Fig. 5 begins to grow. The tail at this intensity is a
combination of two-photon and three-photon ATD, as both
processes increase in amplitude and start to merge in KER
as seen in Fig. 7. This would suggest that the similar feature
seen in the experiment at this same intensity [Fig. 4(d)] is
likewise a mixture of two-photon and three-photon ATD.
Since it requires more photons than one-photon dissociation,
ATD requires higher intensity and, therefore, preferentially
dissociates the molecules that are aligned along the laser
polarization, accounting for the angular narrowness of the
feature. This high-energy part of the spectra will remain the
main focus of our discussion on ATD.

2. High intensity

As the experimental intensity increases in Fig. 4 for H2
+

from 2 × 1013 to 7.5 × 1015 W/cm2 in Figs. 4(d) through 4(a),
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FIG. 7. (Color online) Theoretical KER distributions for disso-
ciation of H2

+ using 7 fs pulses at intensities indicated (in W/cm2).
The labels in panel (b) denote the final electronic states and are the
same for all panels. The labels in panel (c) indicate to which photon
process the peaks correspond.

two distinct trends are observed. The maximum KER progres-
sively gets larger while the distributions, as a whole, become
more aligned. Indeed, at 2.5 × 1015 W/cm2 it appears that
this trend has saturated because there are no further apparent
changes in the spectra following the intensity increase to
7.5 × 1015 W/cm2.

Again using theory to guide us (Figs. 5 and 7), the increase
in the high KER cutoff is the signature of further ATD
occurring. Surprisingly, the ATD can come from two possible
sources, as first discussed in [22]: coupling between the 1sσg

and 2pσu states of the H(1l) manifold (as just discussed), or
coupling with the much more highly excited H(2l) manifold
of states (see the upper-lying states in Fig. 1).

Referring to Fig. 7, for 1 × 1013 to 5 × 1013 W/cm2, the
main ATD source is two-photon and three-photon dissociation.
At 1 × 1014 W/cm2 there is an additional non-negligible
source of dissociation from the H(2l) states. This might be
considered unexpected because the H(2l) states lie much
higher in energy than the H(1l) states (∼10 eV) and, therefore,
are much harder to reach. However, as Fig. 7(a) shows, for
KER > 3.2 eV, the H(2l) states are the dominant source
of dissociation, although after focal-volume averaging of
intensities to better represent the experiment, their relative
contribution will be smaller.

To examine closely the source of dissociation for differ-
ent electronic states, Figs. 8(a)–8(c) show the dissociation
probability (solid bars) of three H2

+ vibrational states at
1 × 1014 W/cm2, leading to the different final electronic

FIG. 8. (Color online) (a)–(c) The solid bars show the calculated
dissociation probabilities (left axis) of H2

+ vibrational states using
7 fs, 1 × 1014 W/cm2 pulses leading to dissociation on the (a) 2pσu,
(b) 1sσg , and (c) H(2l) electronic states. The dashed lines show the
Franck-Condon weighted probabilities (right axis); that is, the product
of the dissociation probability times the Franck-Condon population
[see panel (d)]. (d) Franck-Condon population distribution of H2

+

vibrational states.

states. Note that, for an ion-beam experiment, the individual
vibrational state contributions sum incoherently to produce the
final spectra.

In Fig. 8(a) dissociation along 2pσu is peaked at v = 9
corresponding to one-photon dissociation with only a small
dissociation probability for v = 3 and v = 4 coming from
three-photon dissociation.

The 1sσg state, on the other hand [Fig. 8(b)], displays
a peak at v = 4 from net two-photon dissociation (through
the 3ω crossing) and a second larger peak at v = 17 coming
from below-threshold dissociation; specifically, zero-photon
dissociation [65,66]. We note that, although the dissociation
probability of the high-v states is larger in this case, their
population is much smaller than for the low-v states, as shown
by the Franck-Condon population distribution in Fig. 8(d).
Thus, the Franck-Condon weighted contribution (probability
times Franck-Condon population) from the high-v states will
not be as large in the final spectra as shown by the dashed
curves in Figs. 8(a)–8(c).

For the H(2l) states [Fig. 8(c)], two peaks are observed in
the dissociation probability distribution. The first is at v = 9
and the second is at v = 16. The peak at v = 16 is likely due to
a direct transition from the 1sσg state to a H(2l) state, such as

023405-8



CONTROLLING STRONG-FIELD FRAGMENTATION OF H . . . PHYSICAL REVIEW A 85, 023405 (2012)

4f σu following the absorption of nine photons, as illustrated
on the Floquet diagram incorporating the H(2l) states shown
in Fig. 3(b). For high v, the energy gap to the H(2l) states
is smaller, making direct transitions more likely. The peak at
v = 9 may similarly involve a direct transition, or alternatively
involve a two-step dissociation process. The two-step process
is initiated by bond softening through the 1ω crossing with
2pσu. Then, at larger R where the energy gap to the H(2l)
states is smaller, the population is further excited to a H(2l)
state, such as 2sσg following the additional absorption of seven
photons. This is the same mechanism that Gibson et al. report
to have observed [68].

Looking more specifically at the v = 1, 3, and 9 states of
H2

+ that are nearest in energy to the 5ω, 3ω, and 1ω crossings
in Fig. 3(a), respectively, their final KER distributions at 1 ×
1014 W/cm2 are shown in Fig. 9. We note that, in general, the
peaks for all of the spectra are quite broad in KER due to the
large bandwidth (∼0.5 eV) of the short laser pulses.

For v = 1 [Fig. 9(a)], the 2pσu state displays a broad
peak centered at KER ∼ 2 eV. This peak can be ascribed
to net three-photon dissociation through either the 3ω or 5ω

crossings, identified based on KER. The 1sσg state displays
one peak below 1 eV for net two-photon dissociation via the 3ω

crossing and a second peak at ∼3.5 eV from net four-photon

FIG. 9. (Color online) Theoretical KER distributions for select
vibrational states of H2

+ using 7 fs, 1 × 1014 W/cm2 pulses:
(a) v = 1, (b) v = 3, and (c) v = 9. (d) The individual contributions
from the H(2l) states are shown for v = 9. The labels denote the final
electronic states.

dissociation via the 5ω crossing. The H(2l) contribution is
negligible for v = 1.

For v = 3 [Fig. 9(b)], the 2pσu state shows a peak similar
to v = 1 and is again from three-photon dissociation through
the 3ω crossing. For 1sσg , the peak observed at 3.5 eV for
v = 1 is suppressed for v = 3 since four-photon dissociation
is much less likely for v = 3 because this state is farther from
the 5ω crossing than v = 1. Dissociation on the H(2l) states is
now visible at high KER and is indeed dominant at the highest
KER.

In contrast to the lower-v states, the spectra for v = 9
[Fig. 9(c)] are dramatically different. The 2pσu state shows
a dominant peak centered just below 1 eV from one-photon
dissociation. The 1sσg state shows a peak at zero energy
from below-threshold dissociation and a peak at 2 eV from
two-photon dissociation. The H(2l) excited states now display
multiple peaks over a broad range of KER, clearly identifiable
in the individual H(2l) state contributions shown in Fig. 9(d).
These peaks can be assigned to ATD from the H(2l) states
where a net sum of 8 or more photons are absorbed.

As an example, for v = 9, we attempt to relate some of the
observed peaks in the H(2l) spectra to specific dissociation
pathways in the Floquet diagram in Fig. 3(b). The energy
difference between v = 9 and the |3dσg − 8ω〉 and |2sσg −
8ω〉 dissociation limits is 1.6 eV. The 2sσg state in Fig. 9(d)
has a large dissociation peak at ∼1.6 eV consistent with the
Floquet pathway, while the 3dσg state is inconsistent, peaking
rather at 0 eV and again at 3.2 eV. Indeed, this spacing is
the energy of two photons, suggesting ATD transitions to this
state.

From Floquet, the pathways involving |4f σu − 9ω〉 and
|3pσu − 9ω〉 should both give a KER of 3.2 eV. This value
seems to agree with the main peak for 4f σu but is somewhat
higher than the broad peak centered at ∼2.5 eV for 3pσu. So,
in general, some of the assignments from the Floquet pathways
work well but others are less agreeable—possibly because they
involve more complicated mixing of pathways.

Overall, we can draw two conclusions from the theoretical
spectra (see also Ref. [22]). First, despite the H(2l) states
often being omitted from calculations, our calculations show
that, at high intensity, not only may dissociation occur along
the H(2l) states, but there are also ATD peaks associated
with these peaks. In particular, for high KER, the H(2l)
states are the dominant dissociation channel. Second, the tail
observed in the experimental H2

+ KER-cosθ plot in Fig. 4(a)
extending to above 2.5 eV is likely to be from a mixture
of two-photon, three-photon, and H(2l) ATD, although the
relative contribution of the latter channel is reduced due to
focal-volume averaging.

3. Angular dependence

The narrowing of the H2
+ dissociation angular distributions

for increasing intensity seen in the experimental KER-cosθ
plots is demonstrated in the one-dimensional (1D) angular
plots in Fig. 10. In these plots, the dissociation yield has
been integrated across all KER. At 2 × 1013 W/cm2 the
distribution follows cos2θ consistent with the fact that the
dominant contribution is from one-photon dissociation. For
higher intensity, this broad underlying cos2θ distribution
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FIG. 10. (Color online) Experimental angular distributions for
H2

+ and D2
+ dissociation, integrated over all KER, using 7 fs pulses

at the intensities indicated. The data (symbols) are fit with cosnθ

distributions (solid lines) as marked. The H2
+ and D2

+ distributions
are normalized to each other’s peak.

persists as vibrational states near the 1ω crossing continue to
dissociate on the leading edge of the laser pulse, and also from
low-intensity, high-volume contributions due to focal-volume
averaging. However, on top of this cos2θ distribution there
appears a narrower ridge. At 6 × 1014 W/cm2, it is fit with
cos10θ for H2

+ (open circles) while at 2.5 × 1015 W/cm2 it is
fit with cos14θ , with the order of fit chosen empirically to give
the best agreement with the data. It does not appear to become
any narrower above 2.5 × 1015 W/cm2.

This angular trend with intensity is also reproduced qualita-
tively by the calculations (see Fig. 5)—although the narrowing
is more pronounced in the theory, likely because the intensity
averaging was not performed. The calculations reveal that there
are two reasons for the narrowing:

First, the onset of higher-order ATD processes at higher
intensity naturally leads to a more aligned angular distribution
since only the most aligned molecules effectively experience
the highest intensity along the molecular bond, often referred
to as geometric alignment. The second explanation involves
molecular rotation. At high intensity, more and more photons
are continuously absorbed and emitted. Each absorption and
emission step adds (or subtracts) angular momentum to (from)
the molecules, exciting a broader range of rotational J states
of the system. For the calculations at 1 × 1014 W/cm2 we
find rotational excitation up to about J = 40. Physically, the
laser torques the molecules and induces rotational motion.
This tends to align the molecules along the laser polarization,
a process often referred to as dynamic alignment [64]. Our
calculations show that alignment may indeed occur after the
pulse [69].

Additionally, there is experimental and theoretical evidence
that the alignment depends on the nuclear mass. For example,
at 6 × 1014 W/cm2, experimental data in Fig. 10(c) shows
that the narrow ridge of D2

+ (cos8θ ) is slightly broader than
that of H2

+ (cos10θ ), although there does not appear to be any
significant differences at the other intensities we have explored.
Our calculations also show substantial differences between
H2

+ and D2
+ where, in the comparison with Figs. 12(a)–12(c)

and 12(d)–12(f), D2
+ is clearly much broader in angle than

H2
+ for all pulse durations.

4. Nuclear mass

Returning our attention to Fig. 4, we now compare the ex-
perimental differences in dissociation for H2

+, HD+, and D2
+.

Aside from the small differences in angular distribution already
described, at high intensity the more massive isotopologues
display a much larger high-KER tail. This is emphasized in
the 1D KER plots in Fig. 11 where D2

+ at 7.5 × 1015 W/cm2

shows a tail extending to 4 eV compared to H2
+ whose tail

falls off to a similar amplitude below 3 eV.
As identified from our theory, the high KER is pre-

dominantly evidence for high-order ATD through the H(1l)
states with some contribution from the H(2l) states. The
mechanism for the additional high-order ATD in D2

+ was
discussed briefly in the introduction. Since D2

+ is the most
massive isotopologue, its nuclear wave packet requires longer
to travel a given distance. For example, for D2

+ dissociating
on |2pσu − 3ω〉, if the laser pulses are sufficiently short, the
|2pσu − 3ω〉 → |1sσg − 2ω〉 crossing will be closed before
the D2

+ wave packet can reach it. This leaves the D2
+ wave

packet on the |2pσu − 3ω〉 state to follow the diabatic path
to direct three-photon ATD yielding a higher KER. The H2

+

FIG. 11. (Color online) Experimental KER distributions for
(a) D2

+, (b) HD+, and (c) H2
+ using 7 fs pulses at 2 × 1013and 7.5 ×

1015 W/cm2 corresponding to the plots in Fig. 4. The distributions are
all normalized to their peak values. Error bars denote the statistical
error in the data.
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FIG. 12. (Color online) Theoretical KER-cosθ distributions for
[(a)–(c)] H2

+ and [(d)–(f)] D2
+ at 1 × 1014 W/cm2 and pulse durations

of 5, 7, and 10 fs as indicated. The color bar denotes the probability
density. Plots for H2

+ and D2
+ are over the same dynamic range.

ion, on the other hand, is less massive and stretches faster
than D2

+. It requires less time to reach the |2pσu − 3ω〉 →
|1sσg − 2ω〉 crossing and is therefore more likely to follow
the adiabatic path and end up with net two-photon ATD. As a
result, D2

+ can be expected to display more high-order ATD
than H2

+, consistent with the findings in Figs. 4 and 11 (see
also theory in Ref. [70]). In HD+, the effect is in between that
of H2

+ and D2
+. This is further affirmed by the observation

that, at low intensity (2 × 1013 W/cm2), the distributions of
all three isotopologues look more similar (Fig. 11) because
very little ATD occurs and the distributions are dominated by
one-photon dissociation which is relatively independent of the
nuclear mass.

The qualitative differences between H2
+ and D2

+ are
reproduced fairly well by theory. Figures 12(b) and 12(e), and
13(b) and 13(e), compare H2

+ and D2
+ dissociation at 7 fs,

1 × 1014 W/cm2. Concentrating on the KER range between
2.0 and 3.5 eV, Fig. 13 shows that, for D2

+, in comparison to
H2

+, the 1sσg two-photon contribution diminishes while the
2pσu three-photon contribution increases [see regions marked
by arrows in Figs. 13(b), 13(c), 13(e), and 13(f) as an example].
This indicates that the diabatic three-photon pathway for D2

+ is
enhanced at the expense of the adiabatic two-photon pathway.
In fact, Fig. 14, which directly compares dissociation along
2pσu, shows that, for the same pulse duration, the relative
amount of three-photon ATD (∼2–3.5 eV) is approximately
an order of magnitude higher for D2

+ than for H2
+.

5. Pulse duration

It is also interesting to compare the dependence of high-
order ATD on pulse duration. Since the enhancement of the
high-order ATD is purely a temporal effect—D2

+ having less
time than H2

+ to follow the lower-order adiabatic pathways—
for shorter pulses we also expect more high-order ATD [22].
This is precisely what the theory shows. With decreasing pulse
duration three-photon ATD is enhanced (see, e.g., Fig. 14).
Moreover, as shown by Hua and Esry [71], and by Madsen [72],

FIG. 13. (Color online) Calculated KER distributions for [(a)–
(c)] H2

+ and [(d)–(f)] D2
+ at 1 × 1014 W/cm2 and pulse durations of

5, 7, and 10 fs as indicated. The labels in panel (a) denote the final
electronic state and are the same used for all panels.

the “effective” pulse duration scales with the square root of the
nuclear mass ratio. For example, since D2

+ is twice as massive
as H2

+, it dissociates
√

2 slower. Thus, D2
+ in a 10 fs pulse

behaves similarly to H2
+ in a 7 fs pulse, as seen in Figs. 12

and 14. Likewise, D2
+ in a 7 fs pulse is equivalent to H2

+ in
a 5 fs pulse. This provides an attractive, although somewhat
limited, way to access the physics of extremely short pulses
without needing to produce them, which is still technically
rather challenging.

To test the pulse duration dependence we repeated the
experiments on D2

+ but at 10 fs and compared them with those
at 7 fs in Fig. 15. At both 6 × 1014 and 7.5 × 1015 W/cm2, the
7 fs results show a larger contribution at higher KER consistent
with the theoretical predictions. This seems to confirm the link
between the high KER that comes from high-order ATD and

FIG. 14. (Color online) Comparison of the calculated KER
distributions for dissociation on the 2pσu state of H2

+ and D2
+ at

1 × 1014 W/cm2 and pulse durations of 5, 7, and 10 fs as indicated.
The distributions are all normalized to the peak of the H2

+, 10 fs total
probability density.
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FIG. 15. (Color online) Experimental KER distributions for
dissociation of D2

+ using 7 and 10 fs pulses at 6 × 1014 and 7.5 ×
1015 W/cm2 as indicated. The distributions are all normalized to their
peak values. Error bars denote the statistical error in the data.

the effective time for dissociation. For either shorter pulses or
more massive systems the nuclear wave packet has less time
to follow the adiabatic dissociation route and is forced into the
higher-order ATD channels. It is important to bear in mind that
the larger bandwidth of the shorter laser pulses can have an
effect too. Larger pulse bandwidth can lead to dissociation at
smaller internuclear distance and thereby contribute to higher
KER, following the trend observed in the experiment. Careful
consideration of our theory suggests that this bandwidth effect
is likely to be smaller than the effect of the enhanced high-order
ATD but cannot be completely discarded.

The mass scaling predicted by theory, however, was not so
well reproduced by experiment. When we directly compared
the 7 fs H2

+ data with the 10 fs D2
+ data (comparison not

shown), the dissociation yield at large KER (∼3.0 eV) of
H2

+ was below that of D2
+. It is unclear why, but we note

there are many parameters that can influence an accurate direct
comparison of the experimental spectra.

B. Ionization

In addition to dissociation, we have also measured the
intense-field ionization of H2

+ and D2
+ using few-cycle pulses.

The KER distributions for 7 fs pulses at a selection of
intensities are displayed in Fig. 16 along with KER-cosθ
distributions at 7.5 × 1015 W/cm2. We note that the angular
distributions in Figs. 16(d) and 16(e) show that the molecules
are preferentially ionized along the laser polarization direction,
consistent with our measurements reported in Refs. [30,73].
While our coincidence experimental technique allows us
to clearly distinguish dissociation events (ion-neutral coin-
cidence) from ionization events (ion-ion coincidence), the
ionization channel does suffer from the possibility of false
coincidences due to the much larger rate of dissociation events.
That is, if two ions coming from two different dissociation
events arrive at the same time and happen to satisfy the
momentum conservation conditions imposed in our analysis,
they may be mistaken for ionization. This can be particularly
problematic since the dissociation channel is dominant when
starting from an ion-beam target. Fortunately, these random

FIG. 16. (Color online) Experimental KER and KER-cosθ distri-
butions for ionization of H2

+ and D2
+ (as labeled) using 7 fs pulses at

intensities indicated (in W/cm2). The H2
+ and D2

+ distributions are
normalized to the peak of each other. Error bars denote the statistical
error in the data.

events have “low KER,” which is the reason we do not display
the spectra below 3 eV in Fig. 16.

In Fig. 16 we observe two trends. The first is that with
increasing intensity, the distribution shifts to larger KER (as
is also observed in studies of H2 double ionization [74]). The
reason for this shift is easily understood by considering the
energy gap between the H(1l) states of H2

+ and the 1/R

ionization threshold as shown in Fig. 1. At low intensity the
laser can only excite the molecule to the 1/R state at relatively
large R where the gap is smaller. Thus, the molecule is likely
to start dissociating and stretch before being ionized. Since
one-photon dissociation of H2

+ ion beams can begin early
on the leading edge of the laser pulse, the molecules have
sufficient time to stretch significantly even with few-cycle
pulses. Under the reflection approximation, a KER in the
range of 4–7 eV, as observed at 6 × 1014 W/cm2 [Fig. 16(c)]
indicates ionization at R ∼ 4–8 a.u. [75]. This is in the range
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FIG. 17. (Color online) Experimental KER distributions for
ionization of D2

+ using 7 and 10 fs pulses (as labeled) at 7.5 × 1015

W/cm2. The distributions are normalized to the peak of each other.
Error bars denote the statistical error in the data.

of the enhanced ionization predicted for H2
+ [76–78] and is

also consistent with the above-threshold Coulomb explosion
peaks observed by Esry et al. [73,79]. At higher intensity,
ionization to the 1/R curve can occur at smaller R where the
energy gap is larger. Since the molecules explode from smaller
internuclear distance where the nuclear charge repulsion is
greater, the KER is larger. Hence, we observe a progressive
shift of the distribution to higher KER with increasing
intensity.

The second feature we observe is that D2
+ ionization

consistently displays larger KER than H2
+. This aspect can

be assigned to temporal effects. The D2
+ nuclei are more

massive and therefore can stretch less than H2
+ within the

same pulse duration. As a result of stretching less, D2
+ is

ionized at smaller R, giving larger KER. Applying the same
reasoning, we predict that shorter pulse durations similarly
lead to larger KER (see also H2 studies [74]). Figure 17 shows
the ionization spectra of D2

+ at 7.5 × 1015 W/cm2 for 7 and
10 fs pulses. One notices that the spectrum at 10 fs is shifted
to lower KER with respect to 7 fs, consistent with the D2

+
molecules having more time to stretch before the 10 fs pulse
peaks.

C. Summary and Outlook

In conclusion, we have presented a study of the dissociation
and ionization of hydrogenic molecular-ion beams in few-
cycle laser pulses. In particular, the focus has been on the
enhancement of high-order (three-photon or more) ATD by
using effectively shorter laser pulses [22].

We have shown that, if one can slow down the timescale
for dissociation by using a more massive system (i.e., D2

+), an
enhancement of about a factor of ten in three-photon ATD is
witnessed at the expense of two-photon ATD. Furthermore, an
equivalent enhancement is observed when the pulse length
is scaled by the reduced mass. This demonstrates a very

simplified form of control whereby one can manipulate
the dissociation pathway of a molecule. Additionally, our
three-dimensional calculations that describe the experimental
results to a high degree indicate a significant fraction of
dissociation on the excited H(2l) states at 1 × 1014 W/cm2,
thus illustrating the importance of including these states in
future calculations at high intensity. Moreover, there are a
number of other intriguing features in the data—for example,
the theory predicts strong dynamic alignment using few-cycle
pulses, an effect for which we found tentative evidence in our
experiment.

In the measurements of ionization of H2
+ beams using few-

cycle pulses, we observe time-dependent effects similar to
dissociation. In particular, we find that D2

+ ionization displays
larger KER than H2

+, which can be assigned to the slower
stretching motion of the D2

+ molecule compared to H2
+ before

ionization. This too is consistent with our observations that the
KER is larger for a given isotopologue for shorter pulses.

Looking to the future, there are a number of approaches
that could be used to enhance the effectiveness of the simple
dissociation control scheme employed here. One obvious
approach would be to use a more massive system. While
T2

+ is not practical, there are many other H2
+-like systems

that would be equally good. For example, Ar2
+ has potential

energy curves that in many respects resemble those of H2
+ and

would similarly produce ATD (see light-induced potentials
studies by Wunderlich et al. [80,81]). Since the timescale
for a dissociating Ar2

+ wave packet to travel between curve
crossings is much longer than in H2

+ (tens of femtoseconds for
Ar2

+), the effect of using a short pulse to enhance high-order
ATD is expected to be more dramatic.

Alternatively, we can envision the use of a pump-pump-
probe scheme in the near future. An extremely short infrared
pulse (a few femtoseconds duration) or even an attosecond xuv
pulse could be used to ionize D2 and launch a well-localized
coherent vibrational wave packet in D2

+. A second short
infrared pulse timed to open the 3ω crossing as the wave packet
passes through it would initiate three-photon dissociation.
Then, the presence or absence of a carefully timed third short
infrared pulse could be used to gate the ATD process by
steering the wave packet along the two-photon or three-photon
pathway.
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