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Stabilization of circular Rydberg atoms by circularly polarized infrared laser fields
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The ionization dynamics of circular Rydberg states in strong circularly polarized infrared (800 nm) laser
fields is studied by means of numerical simulations with the time-dependent Schrödinger equation. We find that
at certain intensities, related to the radius of the Rydberg states, atomic stabilization sets in, and the ionization
probability decreases as the intensity is further increased. Moreover, there is a strong dependence of the ionization
probability on the rotational direction of the applied laser field, which can be understood from a simple classical
analogy.
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I. INTRODUCTION

Photoionization of atoms and molecules by a single photon
impact has been studied since the early days of quantum
mechanics. For the simplest atomic system in nature, hy-
drogen, which has a binding energy of 13.6 eV, absorption
of a single photon with an energy exceeding this value
will induce direct breakup of the system. With increasing
photon flux, additional photons can be absorbed, giving rise
to multiphoton processes and above-threshold ionization (ATI)
[1,2]. From perturbation theory calculations, a general increase
in breakup probability with intensity of the imposed radiation
field is expected. It therefore came as a big surprise to many
when, more than 20 years ago, theoretical studies of atomic
hydrogen in ultraintense, high-frequency laser fields showed
some evidence of the complete opposite scenario, i.e., that
the atom may eventually become more stable as the ionizing
radiation gets stronger [3–11]. This rather counterintuitive
phenomenon, called atomic stabilization, has since then been
studied extensively; see, e.g., [12–15] and references therein.
It has also been argued that atomic stabilization has a classical
counterpart [16,17]. (See also [12] and references therein.)
Very recently, the stabilization dynamics of helium in intense
xuv laser pulses was investigated [18,19].

Primarily a high-frequency phenomenon, atomic stabiliza-
tion is expected to be important at photon energies exceeding
the binding energy of the system at hand and for very
high intensities. In the case of the hydrogen atom, photon
energies exceeding 13.6 eV and intensities on the order of
1016 W/cm2 or more are required [9,20,21]. Up to present
times, experimental confirmation of atomic stabilization in
tightly bound atomic systems, such as neutral atoms in their
ground state, has been obstructed due to lack of the laser
technology required to produce the necessary conditions.
The possibility of observing the phenomenon in excited
atomic states was pointed out early [4,22–25], and the first
experimental signature of atomic stabilization in low-lying
Rydberg atoms was reported in 1993 [26,27] and later
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confirmed [28], irradiating 5g circular states in neon by intense
(∼1013–1014 W/cm2) 620-nm linearly polarized laser pulses.
The experimental findings are consistent with theoretical
predictions [29–32].

In this work, we investigate atomic stabilization of circular
Rydberg states in hydrogen exposed to short, intense circularly
polarized laser pulses, using parameters well within reach of
conventional Ti:sapphire lasers. The m quantum number is set
equal to l for the initial state, so that the electron is “orbiting”
the nucleus in a counterclockwise fashion. Furthermore, the
field polarization vector is chosen to lie in the plane defined by
the initial circular state. We show that stabilization occurs
for a range of pulse durations and different initial states,
and that the radius of the circular initial state determines at
which intensities stabilization sets in. It is also shown that
the polarization direction of the applied field has a significant
impact on the ionization dynamics for lower lying Rydberg
states. Specifically, at 800 nm the 5g circular state is orders
of magnitude more likely to ionize with counterclockwise
(co-rotating field) as opposed to clockwise (counter-rotating
field) polarization at lower intensities, but both enter the
stabilization regime at the same intensity. This difference
disappears for more highly excited states, such as the 10l

circular state. Classical ensemble calculations are performed
to investigate the underlying mechanisms.

Atomic units, where me, h̄, and e are scaled to unity, are
used throughout unless stated otherwise.

II. METHOD

In this paper we study the ionization dynamics of hydrogen
when the atom is excited to a low-lying circular Rydberg state
and exposed to a rotating electric field. To that end we solve
numerically the time-dependent Schrödinger equation (TDSE)
in full dimensionality. The Hamiltonian of such a system,
described in the frame of the velocity gauge and the dipole
approximation, reads

H = p2

2
− 1

r
+ Ax(t)px + Ay(t)py. (1)

Each component of the circularly polarized laser field,
here represented by its vector potential, is modulated by a
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sine-squared carrier envelope,

Aj (t) = A0 sin2

(
πt

T

)
sin(ωt + φj ), (2)

where A0 = E0/ω, E0 is the peak amplitude of the electric
field, ω is the laser frequency, and T is the total pulse duration.
To make the field rotate in the xy plane, there is a phase
difference between the two components. We define the field to
be rotating clockwise (as seen from above) if φx = 0 and φy =
π/2, and counterclockwise if the phases are interchanged.

The radial and angular ranks of the wave function are
expanded in B splines and spherical harmonics, respectively,

�(r,t) =
∑
k,l,m

cklm(t)
Bk(r)

r
Ylm(�). (3)

The wave function, expressed as a vector of the expansion
coefficients cklm, is propagated forward in time using the
unconditionally stable Cayley-Hamilton form of the time
propagator(

S + i�t

2
H

)
c(t + �t) =

(
S − i�t

2
H

)
c(t). (4)

Here H is the Hamilton matrix of the TDSE and S, with Sij =∫
Bi(r)Bj (r) dr , is the B-spline overlap matrix. The need for

an overlap matrix stems from the fact that B-spline functions
are not orthogonal.

This propagation scheme calls for solving a linear system
of equations in each time step. The set is too large to be solved
directly, and an iterative method must therefore be applied. The
selected one is the so-called generalized minimum-residual
method (GMRES) [33,34], a Krylov subspace method well
suited for non-Hermitian systems of equations, which is the
case in Eq. (4). As the system is rather stiff, a preconditioning
of the matrix (S + i�t/2H) is required to ensure a reasonable
convergence of the GMRES iterations. For this purpose the
incomplete LU factorization [34] is employed to provide an
approximation M to the matrix. Thus we are in practice solving
the system M−1(S + i�t/2H)c = M−1(S − i�t/2H)c, rather
than the one in Eq. (4). Even so, a Krylov subspace spanned
by up to 40 vectors are required to converge within a tolerance
of 10−13 at the highest field intensities.

The large spatial extension of the Rydberg states requires
large radial boxes when propagated in time. In our com-
putations we use boxes with an upper bound between 600
and 2000 a.u., depending on the initial state and the electric
field strength. We use a number of seventh-order B splines
corresponding to one spline per unit length, and let them be
equally distributed throughout the range. The angular basis is
truncated at l = 41 in computations where E0 � 0.3 a.u., and
at l = 63 otherwise.

The ionization probability is found through projection of
the wave function onto hydrogen bound states,

Pion = 1 − |〈�(r,T )|ψbound〉|2. (5)

Another approach, i.e., projecting the final wave function onto
continuum state wave functions (Coulomb waves), has also
been applied to a selection of test cases in order to verify
consistency with the bound state analysis.

All velocity gauge calculations were performed with
the PYPROP framework [35], a PYTHON/C++ based software
package for solving the TDSE; details may be found else-
where [36,37]. Additional calculations were made with a
split-operator approach using the acceleration form of the
light-matter interaction (the Kramers-Henneberger frame of
reference) [21,38], to independently check the reliability of
our results.

III. RESULTS

The majority of the TDSE simulations were performed
with a 5g (m = 4) initial state. This is a circular state, i.e.,
the probability density is roughly torus shaped. The torus is
positioned in the xy plane symmetrically with respect to the
z axis. We define the major radius of the torus to be equal
to the expectation value of r , viz. 27.5 a.u. Our case differs
from the scenario studied earlier [26–32] in that we apply
(in-plane) circularly polarized pulses, with components in the
x and y directions, instead of z polarized fields. Thus, the
axial symmetry of the problem is broken, resulting in a strong
m mixing. In addition, we model a Ti:sapphire laser pulse
with a wavelength of 800 nm. For all initial states considered,
the photon energy h̄ω exceeds the binding energy Ei , viz.
h̄ω > Ei , and atomic stabilization is expected to occur at high
intensities [12]. The ionization and stabilization dynamics are
studied for pulses of different durations and varying peak
intensities.

In the following discussion the reader will notice that we
continually refer to the term “excursion amplitude.” By this
we mean the spatial displacement of a classical free electron
influenced by an electric field. This quantity, also known as
the quiver amplitude, is given by α = E0/ω

2.
At the considered wavelength, nondipole effects are

expected to play a role when the intensity exceeds
1016 W/cm2. As the majority of the calculations were per-
formed at intensities significantly lower than this, nondipole
effects were not expected to be important here. To further
confirm this, additional calculations including nondipole terms
were conducted [21,39]. Regarding relativistic effects, these
should also be negligible, because the maximum quiver veloc-
ity (v = E0/ω) attained by the electron in our calculations is
less than 9% of the speed of light.

We first consider the TDSE calculations for the 5g initial
state; see the left panels in Fig. 1. These depict the ionization
probabilities as a function of the peak intensity of the laser
pulse, for a number of pulse durations, ranging from 4 to 12
optical cycles. In all cases, stabilization, i.e., a local maximum
in the ionization probability, occurs for excursion amplitudes
in the vicinity of 〈r〉 = 27.5 a.u., indicated by a dashed vertical
line in the figure. The probability density of the initial state is
shown as a shaded shape at the bottom of the lower panel. With
circularly polarized light, there are two field configuration
options: the field either co-rotates or counter-rotates relative to
the electronic probability current in the torus. The upper (left)
panel in Fig. 1 depicts the results for the co-rotation scenario,
while the lower panel shows the corresponding results for
the counter-rotation case. There is a slight difference in the
position of the stabilization threshold for the two cases: 21 a.u.
for counter-rotation and 28 a.u. for co-rotation.
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FIG. 1. (Color online) Ionization probability as function of
excursion amplitude and laser intensity for the circular 5g (m = 4)
state. The laser wavelength is 800 nm. The left panels are TDSE
results, and the right panels are results from classical trajectory Monte
Carlo (CTMC) calculations. For the upper panels a circular field that
is co-rotating with respect to the electronic motion was used. The
curves, from bottom up, represent laser pulses with 4, 6, 8, 10, and 12
optical cycles. The lower panels are the results for the corresponding
counter-rotating case. Here, the curves, from bottom up, represent
laser pulses with 4, 6, and 8 optical cycles. The shaded function in
the bottom left panel is the shape of the radial probability distribution
of the initial (quantum mechanical) state, and the histogram in the
bottom right panel represents the distribution of initial radii for the
electrons in the CTMC simulations. The dashed lines mark the radial
expectation values 〈r〉 in the two cases, and the lighter shaded areas
indicate the widths of the initial probability distributions, here taken
to be the standard deviation.

When comparing the upper and lower (left) panels in
Fig. 1, it is worth noting the different behavior at low
intensities. While the curves for the co-rotation set out with a
steep inclination, for the counter-rotation case they display a
much more gradual increase. Quantum mechanically, the great
difference in ionization yields between the co- and counter-
rotation cases for lower field strengths is simply connected to
a correspondingly great difference in their respective electric
dipole couplings. For a circular state, the dipole selection rules
for the absorption of one photon from the field are

Counter-rot.: �m = −1, Co-rot.: �m = +1,

�l = ±1, �l = +1.
(6)

Thus, as long as one-photon absorption is the dominant
ionization channel, the co-rotating field is more likely to ionize
the system, simply because the relevant dipole couplings are
about an order of magnitude larger (for the n = 5 circular
state) than those relevant to the counter-rotating field. For more
highly excited circular states, the difference between co- and
counter-rotation is less pronounced, as can be seen in Fig. 2.

FIG. 2. (Color online) Ionization probability as function of
excursion amplitude and laser intensity for the circular 10l (m = 9)
state in circularly polarized electric fields with the wavelength
800 nm. The shaded function is the shape of the radial probability
distribution of the initial state, and the dashed line marks its radial
expectation value. The width of the torus, represented by the standard
deviation of the radial distribution, is shown in a lighter shade of grey.

It is no coincidence that the value of the excursion amplitude
at the point of stabilization coincides with the radius of
the initial state probability density torus. When selecting the
10l (m = 9) state as the initial state (see Fig. 2), whose
torus radius is 105 a.u., we get the stabilization threshold at
110–115 a.u., well within the “width” of the torus. Note that
the co- and counter-rotating cases yield very similar results in
this case, especially for the lower excursion amplitudes (field
intensities), the reason being that the electron’s (classical)
“orbit” frequency is very low compared to the field frequency,
making the difference between the co- and counter-rotating
scenarios less important. We observe the same with a 7i (m =
6) initial state (not shown here), where again the stabilization
threshold occurs at excursion amplitudes that approximately
correspond to the torus radius, which in that case is 52.5 a.u. We
made sure this connection also existed when using a different
laser frequency, and if we used an in-plane linearly polarized
laser field instead. Figure 3 shows the results for an x polarized
laser pulse on a 5g (m = 4) initial state for pulses of 4, 6, and
8 optical cycles, and the results are, in fact, in qualitative
agreement with the results in Fig. 1.

The observed close correlation between the torus radius
〈r〉 and the value of the excursion amplitude (electric field
strength) at the stabilization threshold, has a simple intuitive
explanation. During the action of an intense pulse, the electric
field will drive the torus-shaped electron “cloud” around, while
the heavy nucleus is nearly stationary (completely so in our
model). When the excursion amplitude approaches the radius
of the initial-state torus, the strong electric field pulls the
densest part of the electron cloud into the nucleus. In the
case of circularly polarized fields, the entire length of the torus
may then be pulled through the “nuclear area,” with the conse-
quence that there is a high likelihood for the electron to interact
strongly with the nucleus. Keeping in mind that interaction
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FIG. 3. (Color online) Ionization probability as function of
excursion amplitude and laser intensity for the 5g (m = 4) state
in a linearly polarized electric field along the x direction with the
wavelength 800 nm. The shaded function is the shape of the radial
probability distribution of the initial state, and the dashed line marks
its radial expectation value. The width of the torus, represented by
the standard deviation of the radial distribution, is shown in a lighter
shade of grey.

with the nucleus is the catalyst for ionization, it should be of no
surprise that the point of maximum ionization approximately
coincides with the excursion of the initial (circular) state. For
lower intensities and excursion amplitudes, the nucleus will
remain inside the torus, causing less ionization. Similarly, at
larger excursion amplitudes beyond the stabilization point, the
torus is displaced to such an extent that it no longer intersects
the nucleus, and less ionization occurs. However, since the
central attractive force is no longer centered inside the torus,
the latter will start to disperse, in effect ionizing. The balance of
these two mechanisms qualitatively explains the local minima
of the ionization probability after stabilization has occurred.

Looking at the probability density function during the pulse
for the different orientations, see Fig. 4, we notice that in
co-rotating scenarios, part of the electron cloud is quickly
pulled in close to the nucleus. This does not happen to the same
extent in the counter-rotating scenarios. Specifically, Fig. 4
shows the probability density in the xy plane for half a cycle
of the pulse when this phenomenon can easily be observed.
The figure shows the developments for the co- and counter-
rotating cases side by side. The arrows indicate the direction
and strength of the electric field. The force on the electron
works in the opposite direction. Looking at the left panels
in Fig. 4, showing the counter-rotating scheme, we see little
action. For the co-rotating case, on the other hand, a sizable
portion of the electron probability is pulled to the nucleus at
an early stage, making a spiraling tail structure behind the
nucleus.

The ionization dynamics of Rydberg atoms in circularly
polarized fields has been studied before in terms of classical
mechanics [40,41]. The classical approach may facilitate the
interpretation of the results from the quantum-mechanical

FIG. 4. (Color online) Snapshots of the probability density in the
z = 0 plane, during half an optical cycle early in the laser pulse.
The initial wave function is the circular 5g (m = 4) state, and the
laser pulse contains four optical cycles. The peak intensity is 0.44 ×
1014 W/cm2, corresponding to an excursion amplitude of 8 a.u., but
the figure depicts the probability density function when the intensity
is in the range 0.1–0.4 × 1014 W/cm2, or for an excursion amplitude
of 3–7 a.u. The left panels show the clockwise rotation of the electric
field, and the right panels show the co-rotation. The arrows illustrate
the size and direction of the electric field. For the counter-rotating
pulse, the ionization probability is 0.02, and the probability of staying
in the initial state is 0.97. For the co-rotating pulse, the ionization
probability is 0.24, and the probability of staying in the initial state is
0.71.

calculations, and provide further insight into the underlying
physical mechanisms [40,41]. We therefore made support-
ing calculations using the classical trajectory Monte Carlo
(CTMC) method [42,43]. Solving the Newtonian equations
of motion for a large number (∼30 000) of individual elec-
tron trajectories, corresponding to different initial conditions
picked at random from a microcanonical ensemble [44–46], a
classical estimate for the ionization probability Pion is obtained
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simply by taking the ratio between the number of trajectories
corresponding to a free electron after the pulse and the total
number of trajectories. To mimic the initial circular quantum
state, only orbits fulfilling the constraint (m − 1/2)h̄ < Lz <

(m + 1/2)h̄, m = l = n − 1 being the quantum numbers of
the hydrogenic circular state and Lz the z component of the
angular momentum, were selected.

The results of the classical calculations are shown in the
right panels in Fig. 1. Comparing left and right panels, i.e.,
the quantum and classical results, respectively, the similarity
is striking. The agreement could be seen as a manifestation
of Bohr’s correspondence principle [47]. In particular, the
stabilization phenomenon is clearly seen to have a classical
counterpart [12,16,17]. The classical ensemble calculations
further support the close relationship between the radius of
the initial state (distribution) and the point (field excursion
amplitude) at which stabilization sets in.

As is apparent from the CTMC results in Fig. 1, the classical
approach is well suited for these stabilization simulations. It
stands to reason that the different behavior for low intensities
should have a classical explanation as well as the quantum-
mechanical explanation given above. This may also give
us a more intuitive feel for the mechanisms involved. First
we adopt the CTMC view of the initial state, that of an
ensemble of independent electrons orbiting the nucleus. All
the electrons will orbit in a counterclockwise fashion, with
approximately the same angular momentum, but varying
degree of eccentricity. The electric field, when it is turned on,
rotates much (∼ ×9) faster than the electrons orbit the nucleus.
The perturbations from the field drive the electrons into
trajectories with a “telephone cord” appearance, in particular
for higher field strengths. Regardless of rotational direction,
the field will always alternately accelerate and decelerate the
electron. This, however, is where the difference between co-
and counter-rotation comes in. The periods of acceleration and
deceleration will be longer in the co-rotating case than in the
counter-rotating case, because the field and the electron are
rotating in the same direction in the former case. The closer
the frequency of the laser field is to the electron’s rotation
frequency, the longer the periods. For electrons in sufficiently
eccentric orbits that pass close to the nucleus when the field
is approximately aligned with the velocity of the electron, a
large transfer of energy may occur in the co-rotating case. The
eccentricity of the orbit is here crucial for the ionization to take
place, since the instantaneous electronic rotation frequency
should match the field frequency when the electron is closest to
the nucleus. This field-assisted “slingshot maneuver” scenario
[48,49] is illustrated in Fig. 5, where a single ionizing trajectory
is shown, together with energy and angular frequency as
a function of time. Here, the electron clearly receives two
“kicks” when passing close to the nucleus, before entering an
open, ionizing orbit. Although for the sake of simplicity, only
a single classical trajectory is shown in the figure, we would
like to emphasize that, in the limit of weak fields, all ionizing
orbits will indeed exhibit a very similar behavior to the one
depicted in Fig. 5. As such, the chosen example contains all
essential features of the ionization dynamics in the limit of
weak fields. In the counter-rotating case the slingshot effect
becomes much less efficient, simply due to the counter-rotating
fashion of the field, effectively causing less ionization. This

FIG. 5. (Color online) Left panel: The trajectory of a classical
electron in an elliptical orbit being kicked out when closest to the
nucleus (black dot). The red arrow indicates the direction of the
force from the field acting on the electron (blue dot) at the very
moment when the ionization takes place. Upper right panel: The
angular frequency of the electron, relative to the origin, as function
of time. Lower right panel: The energy of the electron as function
of time. The two times the distance between electron and nucleus is
minimized are marked by vertical dashed lines in the right panels. For
the sake of illustration, the pulse applied in this figure is somewhat
longer (30 cycles) than the pulses used throughout. The peak intensity
is 1.08 × 1011 W/cm2.

explains the great difference in the ionization yields between
the co- and counter-rotation cases in Fig. 1.

IV. CONCLUSION

By means of quantum simulations with the time-dependent
Schrödinger equation supported by classical simulations using
the classical trajectory Monte Carlo method, the ionization and
stabilization dynamics of circular Rydberg states in hydrogen,
subjected to circularly polarized 800-nm (Ti:sapphire) laser
pulses, have been studied under experimentally realistic
conditions. It is shown that at certain intensities, intimately
related to the radius of the initial Rydberg states, atomic
stabilization sets in. Both co- and counter-rotating fields with
respect to the direction in which the electron orbits the nucleus
were considered, and great differences in the corresponding
ionization yields were identified, in particular for the lower-
lying Rydberg states, but both enter the stabilization regime
at similar intensities. These differences were reproduced
in classical calculations, providing further insight into the
underlying ionization mechanisms.
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