
PHYSICAL REVIEW A 84, 023633 (2011)

Thermal calcium atom interferometer with a phase resolution of a few milliradians based
on a narrow-linewidth diode laser
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A symmetrical atom interferometer with a thermal calcium atom beam has been developed using a narrow
linewidth diode laser stabilized to the resonance of a high-finesse cavity. The linewidth of the diode laser was
estimated to be less than 1 Hz relative to the cavity resonance in noise measurement over the range of 100 Hz to
1 MHz, and the phase instability of the interference fringes obtained from the Allan deviation was improved to
2 mrad at an integration time of 300 s. Using this atom interferometer, the ac Stark phase shift between the
1S0 and 3P1 states of a Ca atom was measured as a function of a laser power near the resonance of the
1S0-1P1 transition at a wavelength of 423 nm. The decay rate of the 1P1 state was determined to be γ =
1.91(33) × 108 s−1.
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I. INTRODUCTION

Atom interferometers have been developed as sensitive de-
tectors for precision measurements and for fundamental tests
in quantum physics, because of their phase sensitivity and wide
range of applications owing to their mass and internal structure,
which are different from those of electron, neutron, and photon
interferometers [1]. In particular, optical Ramsey-Bordé atom
interferometers employing beam splitters and deflectors based
on a resonant one-photon process are powerful tools for precise
frequency and phase measurements in modern science [2].
These interferometers can be classified into symmetrical and
asymmetrical configurations [3–5]. Optical Ramsey-Bordé
atom interferometers were first developed in the space domain
using thermal atomic beams [6]. Subsequently, those in the
time domain using laser-cooled atoms and light pulses have
been developed [7] and are commonly used for various
applications, because the interrogation time of the atom in
the interferometer can be markedly increased [8]. However,
to measure the phase shift of particles moving in the vector
potential, such as the shift due to the Aharonov-Casher effect
[9] and the Röntgen effect [10], atom interferometers in the
space domain are still necessary.

Interferometers with asymmetrical configurations require
two pairs of counterpropagating running waves and enclose
trapezoidal areas. Such interferometers are sensitive to the
frequency detuning of lasers; therefore, they have been used
in several methods of high-precision spectroscopy of narrow
atomic lines to realize optical clocks because of their advan-
tages over single-pulse (Rabi) spectroscopy [11]. In optical
clock experiments, the frequency of the laser interrogating the
clock transition is locked to the center of the Ramsey fringe
under the condition that the external perturbations that cause
a frequency shift of the resonance are carefully suppressed
[12]. However, in terms of measuring the quantum phases
induced on atoms, the phase resolution of the Ramsey-Bordé
atom interferometer is limited by frequency fluctuations of
the laser over a long integration time. On the other hand,
symmetrical configurations comprised of four copropagating
running waves enclose parallelogram-shaped areas [4]. The
phase of interference fringes, in principle, depends on the

laser phase difference �φL= − φ1 + φ2 + φ3 − φ4,
where φi is the laser phase of the ith running wave, adding
to the perturbation phase. Therefore, interferometers with
symmetrical configurations are far less sensitive to frequency
fluctuations of the laser and act as white-light interferometers.

Previously, our group developed a symmetrical atom
interferometer based on the 1S0-3P1(mJ = 0) transition of Ca at
657 nm [13]. We obtained interference fringes with a visibility
of about 0.15 for an interval of 8 mm between the first and
second laser beams. The visibility of the interference fringes
decreased as the beam interval increased. The phase fluctuation
of the fringes was about 300 mrad and was independent of the
integration time. A laser system with a linewidth of tens of
kilohertz was used. The most probable velocity of the atomic
beam was about 800 m/s, so that the atoms needed 10 μs from
the first laser beam to the second one. It led to a frequency
fluctuation of 5 kHz while an atom was in the interaction
region. It is necessary to suppress the fluctuation of the laser
phase �φL while an atom interacts with four laser beams,
in order to obtain a higher phase resolution and detect small
perturbations. For example, a laser system with a frequency
fluctuation of 16 Hz in 10 μs will be required to achieve a
phase resolution of less than 1 mrad, even if a symmetrical
atom interferometer is used.

In this paper we present the performances of a symmetrical
atom interferometer based on a narrow-linewidth diode laser.
First, we describe our diode laser system, which is stabilized
to the resonance of a high-finesse cavity isolated from acoustic
and vibrational noise and heat conduction to suppress the
phase fluctuation. Next, we evaluate the phase stability of the
interference fringes and the linewidth of the laser by measuring
the Allan deviation. Finally, we use the atom interferometer
to measure the ac Stark phase shift on the 1S0-3P1(mJ = 0)
transition by applying a laser power near the resonance of the
1S0-1P1 transition at 423 nm (see Fig. 1). The decay rate of the
1P1 state was obtained from the ac Stark phase shift.

II. EXPERIMENTAL SETUP

A schematic of the experimental setup is shown in Fig. 2.
The laser system, which operated at 657 nm, was based
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FIG. 1. (Color online) Partial energy level diagram of 40Ca. λ,
resonant wavelength; τ , lifetime.

on an external cavity diode laser (ECDL) consisting of an
antireflection(AR)-coated diode laser, a holographic diffrac-
tion grating of 1800 lines/mm, and a mirror mounted on a
piezoelectric transducer (PZT), which formed a 12-cm-long
extended cavity in the Littman configuration for the first-order
diffracted beam. The typical output power of the ECDL was
3 mW at a diode laser current of 62 mA. Part of the laser output
was frequency tuned by a double-pass acousto-optic modulator
(AOM) and transferred to a reference cavity via a 10-m-long
polarization maintaining (PM) single-mode optical fiber. The
reference cavity consisted of two ultralow-expansion (ULE)
glass mirrors optically contacted on a 10-cm-long cylindrical
ULE glass spacer. The cavity finesse was determined to be
3.8 × 105 by the cavity ring-down method, which corresponds
to a cavity full-resonance linewidth of 3.9 kHz. The cavity
was housed in double aluminum radiation shields placed in
a vacuum chamber to maintain a stable cavity temperature.
To isolate the cavity from acoustic and vibrational noise and
heat conduction, the cavity and the inner radiation shield were
supported by small elastomer (Viton) pieces, and the vacuum
chamber was mounted on a vibration-isolation table with a
resonance frequency of 0.5 Hz enclosed in a soundproof box.
The transferred laser via the optical fiber was phase-modulated
at 15 MHz by an electro-optic modulator (EOM) and coupled
to the reference cavity. The error signal obtained by the
Pound-Drever-Hall (PDH) method [14] was fed back to the
diode laser current and the PZT to stabilize the laser frequency
to a resonance of the cavity. According to an estimation of
the intensity noise of the reflected light of the cavity, the
frequency fluctuation of the stabilized laser was 500 Hz over
the range of 100 Hz to 1 MHz. Assuming the white frequency
noise in this regime, the laser linewidth was estimated to be
0.8 Hz relative to the cavity resonance [15]. To obtain a more
reliable estimation of the laser phase stability, optical beat
measurement with another laser with a comparable linewidth
is in progress.

A Ramsey-Bordé atom interferometer with a symmetri-
cal configuration was realized on a thermal calcium atom
beam interacting with four copropagating laser beams [13]
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FIG. 2. (Color online) Experimental setup of the thermal calcium
atom interferometer based on a diode laser stabilized to a reference
cavity by the Pound-Drever-Hall method. DL, diode laser; ECDL,
external cavity diode laser; PZT, piezoelectric transducer; AOM,
acousto-optic modulator; EOM, electro-optic modulator; OSC, RF
oscillator; DBM, double balanced mixer; PD, photo diode; BS, beam
splitter; PS, phase shifter; and PMT, photomultiplier tube.

perpendicular to the atomic beam as shown in Fig. 2. An oven
at a temperature of 1123 K produced the thermal calcium
atom beam with the most probable velocity of 840 m/s,
corresponding to a de Broglie wavelength of 8.2 pm, which
was collimated by apertures inserted before and after the
interaction region. An AR-coated diode laser was injection
locked to the ECDL output to amplify the power up to a
maximum of 50 mW, which was power-controlled by an
additional AOM, mode-cleaned to a nearly perfect Gaussian
beam profile by a pinhole of 50 μm diameter, collimated at a
beam radius of 0.55 mm, and divided into four copropagating
parallel beams by a beam splitter and an optical parallel plate.
Then the four beams were introduced into the interaction
region perpendicular to the atomic beam. The separation D

between laser beams 1 and 2 (3 and 4) depicted in Fig. 2
was tunable from 4 to 16 mm, while that between laser
beams 1 and 3 (2 and 4) was fixed to 20 mm; thus the total
length of the interaction region was from 24 to 36 mm. The
power of each laser beam was adjusted so as to maximize
the amplitude of interference fringes. A phase shifter (PS)
made of fused silica with a refractive index of 1.4564 at
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room temperature was inserted into the path of laser beam
4 to scan the laser phase �φL. A magnetic field of 0.48 mT
was applied perpendicular to both the atomic beam and the
laser beams in the interaction region, which caused the first
order Zeeman shifts of ±10 MHz on the mJ = ±1 sublevels
of the 3P1 state, respectively. The polarization of each laser
beam was set parallel to the magnetic field so that atoms were
excited to the mJ = 0 sublevel. Spontaneous emission from the
3P1(mJ = 0) excited state to the 1S0 ground state was detected
by a photomultiplier tube (PMT) in the detection region with
length ld = 50 mm located at l = 250 mm downstream from
the interaction region. Note that the lifetime τ = 430 μs of
the 3P1 state [16] was comparable to the mean time until
atoms reached the detection region after interacting with
the laser beams; therefore, the velocity distribution of atoms
contributing to the interference signal was weighted by the
factor exp[−l/(vτ )] {1 − exp[−ld/(vτ )]}. Taking this factor
into account, we used va = 830 m/s as the typical velocity of
atoms.

III. MEASUREMENT

A. Phase stability

For the alignment and frequency tuning of the laser beams,
we observed the fluorescence spectrum of the 1S0-3P1(mJ = 0)
transition obtained by a retroreflected laser beam perpendicular
to the atomic beam. Figure 3 shows a typical observed spec-
trum, in which the laser frequency was controlled by tuning
the modulation frequency of the double-pass AOM inserted
between the ECDL and the reference cavity. The 10 MHz full
width at half maximum (FWHM) of the spectrum was Doppler
broadening due to the residual transverse velocity of the atomic
beam, while the 500 kHz linewidth of the Lamb-dip spectrum
was mainly due to the transit time of 2 μs of atoms through the
laser intensity distribution. Each laser beam was aligned so that
the Lamb-dip spectrum approached the center of the Doppler
spectrum, and then the laser frequency was set to the center of
the resonance before starting interference measurement.

The laser phase �φL was scanned by periodically sweeping
the angle of the phase shifter at 10 Hz, and the interference
fringes were observed repeatedly for 40 ms every 100 ms. The
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FIG. 3. Typical fluorescence spectrum of the 1S0-3P1(mJ = 0)
transition of the thermal calcium atom beam excited by a retrore-
flected laser beam pair.
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FIG. 4. (Color online) Visibility as a function of the laser power.

visibility of the interference fringes was measured as a function
of laser power, as shown in Fig. 4. The visibility reaches a
maximum at a laser power exceeding 0.6 mW, which is known
as the π /2 pulse area [17]. Figure 5 shows a typical interference
fringe integrated for 80 000 scans under the beam separation
of D = 16 mm. The laser phase of the x axis was calibrated
from the incident angle of the laser beam to the phase shifter.
The origin of the x axis corresponds to the incident angle of
zero. The center level of the interference fringes fluctuated
within 10% of the fringe amplitude during the measurement.
This corresponds to the laser power fluctuation of 1% or the
oven temperature fluctuation of 1 K, which were consistent
with the experimental conditions. The laser power fluctuation
around 0.6 mW causes the slight variation of visibility as
shown in Fig. 4, and the oven temperature fluctuation does not
influence the visibility. For a single scan, the intensity noise of
the interference signal was 5%, which was consistent with the
photocurrent shot noise of the present condition. The visibility
of the observed interference fringe was 0.14, which was in
good agreement with the calculation in Ref. [13] upon taking
the present residual Doppler linewidth into consideration. The
visibility had no noticeable dependence on D, as shown in
Fig. 6. This suggests that the fluctuation of the laser phase while
atoms passed through the interaction region had disappeared
completely.
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FIG. 5. (Color online) Typical interference fringe integrated for
80 000 scans under the beam separation D = 16 mm.
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FIG. 6. (Color online) Visibility as a function of the beam
separation. •: Present results.� : Results with 10 kHz linewidth laser.
The dashed lines are a guide to the eye.

The phase stability of the interference fringe was in-
vestigated by calculating the Allan deviation at different
integration times. Sequentially observed interference fringes
for 40 ms were integrated every 20 scans (the integration time is
0.8 s) and fitted by a sine function sin[�φL − ϕ (n)] to obtain
their phase ϕ(n), where n is the number of the data every
20 scans. A typical fitting uncertainty of ϕ(n) was 7 mrad.
Figure 7(a) shows the Allan deviation calculated from the
4000 data set of the interference phase ϕ(n) as a function of the
integration time. In the short-term regime, the Allan deviation
decreased with increasing integration time because of the
improved signal-to-noise ratio. Although it was indicated that
the interference fringe had no significant phase noise because
the amplitude of the fringe did not decay during integration
for 80 000 scans in Fig. 5, the Allan deviation increased in the
long-term regime. This is mainly due to the drift of the laser
phase �φL, which is related to the refractive index of the phase
shifter depending on the temperature, which was estimated to
be 25 mrad/K. The interference phase ϕ(n) depends on the
phase drift linearly because the drift adds only on the φ4. The
linear phase drift of �φL increases the Allan deviation linearly
with the integration time.
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FIG. 7. (Color online) Allan deviation calculated from data sets
of (a) the phase ϕ(n) and (b) the differential phase ϕ(2n) − ϕ(2n − 1)
of the interference fringes as a function of the integration time.

For the detection of an atomic phase shift induced by
an applied perturbation, the long-term phase drift can be
canceled out by comparing the interference phase with a
perturbation with that without a perturbation in a short cycle
and integrating the differential phase to improve the signal-
to-noise ratio. The Allan deviation calculated from the data
set of the differential interference phase ϕ(2n) − ϕ(2n − 1)
with subsequent integration decreased even in the long-
term regime and reached 2 mrad at an integration time of
300 s as shown in Fig. 7(b). The phase stability of 2 mrad
corresponds to the frequency fluctuation of 16 Hz of the laser
during interaction with an atom. In the longer integration
time, the Allan deviation may be limited by the present
linear phase drift of 30 μrad during 40 scans, which will be
suppressed by stabilizing the temperature of the phase shifter.
Simultaneously, the influence of the frequency fluctuation of
the laser and the differential refractive index of air on the
paths of four laser beams may be the limitation of the phase
resolution. In future experiments, suppressing the photocurrent
shot noise by increasing the atomic beam flux and optimizing
the detection of the fluorescence will allow us to investigate
the phase stability of the submilliradian range at the integration
time of 100 s.

B. ac Stark phase shift

Using the present atom interferometer, the ac Stark phase
shifts of the 1S0-3P1 line of the Ca atom were measured for a
perturbing laser wavelength of 423 nm near the resonance of
the 1S0-1P1 transition. Previously, the phase shifts due to the
ac Stark effect were investigated using asymmetrical atom
interferometers of Mg and Ca atoms; however, there was
no successful quantitative comparison with the decay rate
[18–20].

The ac Stark phase shift induced on atoms moving with
velocity va in the ac Stark potential U of the perturbing laser
is given by

ϕac = −1

h̄

∫
U dt = 1

h̄va

∫
αI

2ε0c
dx, (1)

where α is the electric dipole polarizability of atoms, which
depends on the laser frequency, laser polarization, and atomic
state; I is the local laser intensity; ε0 is the electric constant;
and c is the speed of light in vacuum. When the perturbing
laser has a Gaussian beam profile with a beam radius of w, the
phase shift of the interference fringe is given by

�ϕac = α(3P1) − α(1S0)√
2πh̄ε0cwva

P, (2)

where P is power of the perturbing laser. The electric dipole
polarizability α of atoms in a specific state for laser frequency
ω is generally described as the summation of the contributions
from all dipole transitions between the state and upper states
k with respective decay rates γk , Clebsch-Gordan coefficients
ck , and transition frequencies ωk:

α = 6πε0c
3
∑

k

c2
kγk

ω2
k

(
ω2

k − ω2
) . (3)

If the perturbing laser is tuned to the resonance frequency
ω0 of the 1S0-1P1 transition with detuning � = ω − ω0 (Under
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this condition, the contributions of the other transitions from
both the ground 1S0 and excited 3P1(mJ = 0) states, the
largest of which is from the 4s4p3P1 − 4p2 3P2 transition at
428.423(1) nm, are 10−3 times less than that of the 423 nm
transition, and the counterrotating term is also negligible
[21].), then the polarizability of atoms in the ground state is
described as

α(1S0) = −3πε0c
3γ

ω3
0

1

�
, (4)

where the decay rate γ = 2.15(2) × 108 s−1 of the
423 nm transition is precisely determined from photoasso-
ciation spectroscopy [22].

The perturbing laser was based on an infrared laser system
consisting of an ECDL at 846 nm as the master oscillator,
an isolator, and a tapered amplifier. The blue light at 423
nm was generated by second harmonic generation (SHG)
using a periodically poled KTiOPO4 (KTP) crystal placed in
a laboratory-built bow-tie optical cavity. The laser frequency
was determined by saturated absorption spectroscopy of the
1S0-1P1 transition of Ca atoms in a discharge cell. The power
of the output laser was controlled by an AOM, mode cleaned
by a pinhole, collimated at a beam radius of w = 1.2 mm, and
incident perpendicular to the atomic beam with its polarization
parallel to the magnetic field. The perturbation region was
between the 657 nm laser beams 1 and 2, where atoms were
in the superposition state of 1S0 and 3P1(mJ = 0). The beam
radius w of the perturbing laser was about twice as large as
that of the 657 nm laser beams; thus, we assumed that atoms
contributing to the interference fringe passed through the
center of the Gaussian intensity distribution of the perturbing
laser.

In the phase measurement sequence, the interference
fringes with and without the perturbing laser were recorded
at odd and even n, respectively. Typical interference fringes
integrated at n = 80 for several powers of the perturbing laser
at detuning �/(2π ) = 1.6 GHz are shown in Fig. 8. With the
increase in the power of the perturbing laser, the phase was
clearly shifted, while the amplitude of the fringes decreased
with increasing phase shift owing to their dispersive features.
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FIG. 8. (Color online) Interference fringes with the ac Stark
shift for the perturbing laser power of (a) 0.0, (b) 1.0, (c) 2.1, and
(d) 3.5 mW.
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FIG. 9. (Color online) Amplitude of the interference fringes as a
function of the perturbing laser power.

Figure 9 shows the amplitude of the fringes as a function of
the power of the perturbing laser.

Figure 10 shows the phase shift of the interference fringe as
a function of the power P of the perturbing laser at detuning
of �/(2π ) = 1.6 GHz. The obtained power dependence of
the phase shift was 690(6) rad/W. From Eqs. (2) and (4), the
decay rate was derived to be γ = 1.91(33) × 108 s−1 which
included systematic uncertainties estimated as follows. The
power fluctuation of the perturbing laser was included in the
error bar of each datum in Fig. 10 as the fluctuation of the phase
shift. The uncertainty of the detuning of the perturbing laser
was less than 100 MHz and was due to the uncertainty of the set
point before each measurement and the frequency drift during
the integration. The beam radius w = 1.2 mm of the perturbing
laser was measured by a beam profiler with an uncertainty
of 0.1 mm. We assumed 10% uncertainty for the velocity
va = 830 m/s of atoms contributing to the interference fringe,
which is the typical value for the velocity distribution of a
thermal atom beam as described in Sec. II. The value of γ

determined from this measurement was in agreement with the
known value within an uncertainty.
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FIG. 10. (Color online) Phase shift of the interference fringe as a
function of the power of the perturbing laser at detuning of 1.6 GHz.
Error bar of each plot corresponds to the Allan deviation of the data
set measured for n = 80.
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Thus, we could measure the ac Stark phase shift
as a function of the power of the perturbing laser with an
uncertainty of 1%, although the decay rate γ was deduced with
an uncertainty of 17% due to the large uncertainties of thermal
atomic velocity and the laser beam radius. Therefore, this atom
interferometer will be useful to measure the nondispersive
effect; the phase shift does not depend on the velocity of each
atom. We are attempting to use the present atom interferometer
based on the 1S0-3P1(mJ = 0) transition of Ca to verify the
nondispersive Röntgen effect [10], whose phase shift is
estimated to be about 5 mrad, when the dc voltage of 20 kV/cm
and the magnetic field of 20 mT are applied for a 10 mm
length in the interrogation zone of the interferometer [23].

IV. CONCLUSIONS

In conclusion, we developed a symmetrical atom interfer-
ometer in space domain based on a narrow-linewidth diode
laser. The diode laser was stabilized to the resonance of a
high-finesse cavity by using the Pound-Drever-Hall method
and its linewidth was evaluated at less than 1 Hz relative to
the cavity resonance in noise measurement over the range
of 100 Hz to 1 MHz. The visibility of interference fringes
had no noticeable dependence on the beam separation till

16 mm. From the Allan deviation, the phase stability of
the atom interferometer was evaluated to be 2 mrad at an
integration time of 300 s.

Using this atom interferometer, the ac Stark phase shifts of
the 1S0-3P1(mJ = 0) line of the Ca atom were measured for a
perturbing laser wavelength of 423 nm near the resonance
of the 1S0-1P1 transition. We could measure the ac Stark
phase shift as a function of the power of the perturbing
laser with an uncertainty of 1% and the decay rate was
derived to be γ = 1.91(33) × 108 s−1, which was in agreement
with the known value within an uncertainty. Using the atom
interferometer developed in the present experiment, we are
now trying to verify the Röntgen effect which is not yet
observed experimentally.
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