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The influence upon molecular photoionization dynamics of vibrational motion of the nuclei in both the initial
(neutral) state and the final (molecular ion) state is examined using a consistent theoretical treatment applied
to the wide range of existing experimental data for the benchmark CO C 1s−1 K-shell ionization. This allows
comparisons to be made against cross sections, lab-frame β-parameter measurements, and molecule-frame
photoelectron angular distributions that have all been recorded both with, and without, ion vibrational-state
resolution. A relatively simple multiple-scattering treatment works well in all these applications, its performance
comparing very favorably with alternative relaxed core Hartree-Fock methods. The calculations are extended to
examine possible effects of vibrational excitation in the neutral, and show marked effects that extend to energies
lying away from the obvious center of the CO σ ∗ shape resonance.
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I. INTRODUCTION

The importance of coupling between electronic and nuclear
motions in electron-scattering and photoionization phenomena
has long been recognized. This has been especially investi-
gated in the vicinity of shape resonances, when a temporary
trapping of the mobile electron promotes electron-molecule
interaction. As a result, alongside the anticipated resonant
cross-section enhancement, pronounced non-Franck-Condon
final-state vibrational distributions are often encountered.
Some of the very earliest full photoionization dynamics
calculations drew attention to this, and showed how such
vibrational effects could be incorporated into realistic mod-
eling of the resonant cross sections, σ , and electron anisotropy
parameters, β [1,2]. Nevertheless, the majority of calculations
in the intervening few decades have been carried out in a
fixed-nuclei approximation. Although frequently drawing on
the generic qualitative lessons from these earlier calculations
for discussion purposes, the additional computational effort
was largely devoted to improving treatments of the purely
electronic problem, including correlation effects.

Experimental developments, aided by the growing avail-
ability of tunable, polarized synchrotron radiation, have
meanwhile provided a wealth of new data at vibrational
resolution that demand the inclusion of nuclear motion for
full understanding and insight. In recent years Poliakoff,
Lucchese, and co-workers have provided a series of com-
bined experimental-theoretical studies that fully examine
vibrationally resolved, non-Franck-Condon, photoionization
cross sections (vibrational branching ratios), and a seeming
breakdown of symmetry selection rules, in a range of small
molecular systems [3–7].

Another parallel experimental trend has been for the mea-
surement of recoil-frame photoelectron angular distributions
through the development of angle discriminating electron-
ion coincidence detection techniques [8–15]. The molecule-
frame photoelectron angular distributions (MF-PADs) that
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can be inferred from such angle-resolving photoelectron-
photoion coincidence (ARPEPICO) measurements provide,
in principle, the most powerful probe of the photoionization
dynamics, being sensitive to continuum electron phase shifts.
Current ARPEPICO measurements are now starting to yield
vibrationally resolved data, affording a fresh opportunity to
investigate electron-nuclear coupling in photoionization.

Probably the most extensively studied system of vibra-
tionally resolved MF-PADs is that of the carbon C 1s K-
shell ionization of the CO molecule [16–19]. These results
now complement an earlier investigation of the vibrationally
resolved C 1s−1 cross sections and β parameters [20]; similar
data have also been obtained for the alternative O 1s−1

photoionization of the same molecule [21,22].
The first photoionization calculations incorporating nu-

clear motion effects [1,2], referred to above, used the then-
new continuum multiple-scattering treatment with Xα local-
exchange potential (CMS-Xα) [23,24] to obtain electronic
matrix elements. Since then, the use of more rigorous elec-
tronic treatments for small, symmetric molecules has become
routine. Neverthless, Cherepkov and co-workers have shown
that, in the context of CO K-shell ionizations, a modified
CMS-Xα treatment proves to be least as good as more
sophisticated ab initio level relaxed core Hartree-Fock (RCHF)
calculations for reproducing the detail of nonvibrationally
resolved experimental MF-PADs [25,26].

One of the objectives of the present work is to show that
this success of the CMS-Xα method is maintained when it
is extended to examine the vibrationally resolved CO data
now available. A general advantage of the simple CMS-Xα

method is that it scales easily, permitting application to
much bigger, low-symmetry systems. In particular, it is one
of only two methods that have been applied to examine
photoionization dynamics in nonsymmetric chiral molecules
such as camphor (C10H16O) [27]. These systems are of
growing interest as, when ionized with circularly polarized
radiation, they display the phenomenon of photoelectron
circular dichroism (PECD) [28]—a chiral asymmetry in the
PAD from randomly oriented enantiomers that can be as large
as 20%–32% [29–31]. The nature of the electron-scattering
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dynamics in PECD further means that it is uniquely sensitive
to chemical substitution and conformation changes, even when
these may occur at some distance from the site of an initially
localized orbital [28]. By the same token, one may anticipate an
unprecedented sensitivity to nuclear vibrational motion even in
nonresonant situations [32,33]. While extending the CMS-Xα

method to address vibrationally resolved PECD in large chiral
molecules, it is useful to benchmark and validate the approach
through application to a much simpler system, CO, and this is
attempted here.

A secondary objective is to provide some realistic predic-
tions of the likely variation of MF-PADs where vibrationally
resolved initial-state ionization is concerned.1 This seems
especially pertinent given a growing trend to probe nonequi-
librium reaction product populations created in time-resolved
experiments via measurement of their MF-PADs [34–36]. The
present model studies may offer some general guidance for the
interpretation of MF-PAD data obtained from neutral species
that may be vibrationally excited.

II. METHOD

A. Formalism

The formal inclusion of nuclear motion into the pho-
toionization dynamics treatment is briefly recapped here,
following approaches adopted by the groups of Lucchese [4]
and Cherepkov [19]. Full electric dipole matrix elements for
the photoionization can be written

Dif = 〈�(−)
f |

∑
j

ê · rj |�i〉. (1)

In the adiabatic approximation the initial state, �i , can be
expanded as χ ′′

v′′ (Q)ψi(r; Q) and for the final state �
(−)
f =

χ+
v+(Q)ψ (−)

f,�k (r; Q) where the χv(Q) are vibrational wave
functions for quantum number v over the nuclear coordinates,
Q. For the independent electron model ψi(r; Q) is the
Born-Oppenheimer electronic wave function for the ionizing
orbital with electron coordinates r and having a parametric
dependence on Q. Similarly, ψ

(−)
f,�k (r; Q) is the appropriately

normalized function for the continuum electron, momentum
k. Hence, the vibrationally resolved matrix element is

Dv′′v+
if �k = 〈χ+

v+ (Q)ψ (−)
f,�k (r; Q)|ê · r|χ ′′

v′′ (Q)ψi(r; Q)〉,
= 〈χ+

v+ (Q)|dif �k(Q)|χ ′′
v′′ (Q)〉, (2)

where dif �k(Q) is the electronic matrix element for fixed nuclear
geometry, Q. A subsidiary assumption made in the Franck-
Condon approximation is that dif �k(Q) is effectively constant
for variations in Q, so that the electronic matrix element can
removed from the integration over Q implied in Eq. (2) and

Dv′′v+
if �k = dif �k

∫
0
χ+

v+ (Q)χ ′′
v′′(Q) dQ, (3)

1Some of the preceding studies have considered vibrationally
excited states of the ion, but only when generated from vibrationless
ground-state neutrals.

introducing the Franck-Condon factor as the integrated product
of vibrational wave functions. If, however, invariance of
electronic matrix element to change in the nuclear geometry
is not to be assumed then Eq. (2) indicates the necessity to
average dif �k(Q) over the vibrational coordinate Q, weighted
by the initial and final vibrational functions:

Dv′′v+
if �k =

∫
χ+

v+ (Q)dif �k(Q)χ ′′
v′′(Q) dQ. (4)

B. Computational details

Electronic matrix elements, dif �k(rCO), were calculated
for CO at selected internuclear separations, rCO, by the
CMS-Xα method [23,24] using a potential constructed from
overlapping atomic spheres that are enclosed in an outer
spherical region. Atomic sphere radii were determined by
the Norman procedure [37] with an empirically determined
0.80 scaling factor. This reduction from the usual default
scaling of 0.88 [38,39] has the effect of increasing the net
attractiveness of the model potential and was selected here to
optimize alignment of the calculated shape resonance energy
with the experimental cross-section data to better than 0.25 eV
(see Discussion). The overlap of C and O atomic spheres then
ranged from 45%, at the shortest internuclear distance treated,
to 33% at the longest. The angular basis of spherical harmonic
functions was truncated at �max = 4 on the atomic spheres’
centers, �max = 6 in the outer sphere region; for the final
state these limits were increased to �max = 6,8 respectively.
Values of the statistical exchange parameter, α, were taken
from Schwarz [40].

The trial molecular potential, developed from the averaged
atomic charge densities, was iterated to self-consistency
following Slater’s transition-state method [41] in which the
occupation of the C 1s orbital whose ionization was to be
modeled was reduced by 0.5 electron. Once converged, the
transition-state potential was modified in the asymptotic region
to have the correct Coulombic potential for the separated ion
plus photoelectron. The perturbation incurred by the initial
levels as a result of this modification was assessed, and both the
core 1s orbital and the continuum function for a photoelectron
k were recalculated in this adapted transition-state potential,
to allow the matrix elements dif �k(rCO) to be evaluated. For
this step the dipole operator was used in its acceleration form,
having the advantage that the interstitial region then makes no
contribution; this volume has in any case been minimized by
the use of overlapping rather than touching atomic spheres.

The integration of dif �k(rCO), weighted by the product of
neutral and ionic-state vibrational wave functions, to yield the
vibrationally resolved Dv′′v+

if �k [Eq. (4)] was accomplished by
a 21-point quadrature. Preliminary testing was performed to
verify that this sampling of coordinate space rCO gave reliable
results from the integration step.

Interconversion between the experimental photon energy
scale and the corresponding electron energies was accom-
plished using the adiabatic CO C 1s−1 ionization potential
(296.07 eV [42]) with appropriate allowance for any vibra-
tional excitation being considered.
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III. RESULTS

An overview of the fixed-nuclei calculations for cross
sections and β-parameter curves that were obtained at the
21 discrete sampled geometries employed for the numerical
integration of Eq. (4) is presented in Fig. 1. It is clearly evident
that the σ ∗ shape resonance responds significantly to changes
of the internuclear separation; the peak in the cross section
becomes narrower and shifts to lower energy as the separation
increases, as does the dip in the β parameter. This finding
could be anticipated from earlier studies of shape resonances,
including the original studies of N2 and O2 from Dehmer and
Dill [1,2]. Evidently, as they pointed out, in such cases one
needs to consider an appropriate average of the rCO separations
to fully explain experimental observations.

A. Nonresolved ion vibrational states

For data where the final ion vibrational state is not resolved
this averaging can effectively be achieved by weighting the
matrix element at each separation, rCO, by the square of the
initial neutral vibrational wave function,

Dv′′
if �k =

∫ [
χ ′′

v (rCO)
]2

dif �k(rCO) drCO. (5)

FIG. 1. (Color online) C 1s−1 photoionization cross-section (top)
and β-parameter (bottom) curves calculated for fixed internuclear
separations, rCO, that span the v′′ = 0 motion of CO. The curves at the
equilibrium separation, re=1.128 Å, are distinguished by shading.

Assuming, then, the molecule to be ionized from its
vibrational ground state, its wave function was generated using
the well established vibrational parameters for the neutral
CO molecule (ωe = 2169.81 cm−1, ωexe = 13.29 cm−1,
re=1.128 Å; Ref. [43]). The initial dipole matrix elements
were thus averaged according to Eq. (5) and used to obtain C
1s−1 cross sections, σ , and angular distribution β parameters
from threshold to well above the shape resonance region,
as shown in Fig. 2. These calculations are compared to
experimental data [20,44,45] in this figure. It should be noted
that the narrow features observed experimentally in both σ

and β around hν=301 eV are attributed to double-electron
excitations [20,44], and are not therefore reproduced by any of
the independent electron model treatments of the CO K-shell
ionization discussed here or elsewhere in the literature.

Also included in Fig. 2 are the CMS-Xα results from
a fixed-geometry calculation at the equilibrium separation,
re = 1.128 Å. It is immediately apparent that the rCO-averaged
dipole matrix elements lead to a much improved quantitative
agreement for the cross section, but a somewhat smaller
improvement on the fixed-nuclei result is obtained for the β

parameter.
Data sets such as those in Fig. 2 tend to focus attention

on the reliability of the modeling of the shape resonance
dynamics. Molecule-frame PADs, by contrast, provide richer
dynamical information that allows a broader view to be

FIG. 2. (Color online) Cross-section (top) and β-parameter (bot-
tom) curves for C 1s−1 ionization to vibrationally unresolved CO+.
The CMS-Xα rCO-averaged results (solid lines) are contrasted with
the fixed-nuclei results for re=1.128 Å (broken lines). Experimental
data taken from Ref [44] (open triangles); Ref. [20] (filled circles);
Ref. [45] (filled inverted triangles).
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taken. In Fig. 3 MF-PADs recorded with circularly polarized
light at energies at, below, and above the σ ∗ resonance are
presented. To facilitate visual comparison, the theoretical MF-
PADs have been renormalized for plotting by a least-squares
fitting optimization to the experimental data. The resulting
χ2 parameters also provide one possible criterion, or figure
of merit, for judging performance of alternative theoretical
models. The vibrationally averaged CMS-Xα calculations are
seen to be in overall good agreement with experiment [17,46],
and perform very favorably in comparison to previous RCHF
calculations [17,47], having significantly better χ2 residuals
at the four photon energies below the shape resonance. The
hν = 300.7 eV MF-PAD lies close to the region of double
excitations, but nevertheless is well described by the present
calculation. At the center of the σ ∗ resonance, 306.1 eV, the
RCHF calculation performs rather better, while above this
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FIG. 3. (Color online) Fixed-molecule PADs for CO C 1s−1 pho-
toionization to nonresolved ion vibrational states. The CO molecule
is oriented as shown with the oxygen atom towards the right (at
0◦). Left-circularly polarized light, at the photon energies indicated,
propagates into the plane of the page. Theoretical results: CMS-Xα

calculations (solid blue line), this work; fixed-nuclei (re) RCHF(TS)
calculations, Ref. [47] (red dotted line); RCHF calculations, Ref. [17]
(orange dot-dashed line). Experimental data: from Ref. [46] (circles);
from Ref. [17] (diamonds). For the shape resonance at 306.1 eV
the PAD also includes a single, fixed-nuclei CMS-Xα calculation
at re (green dashed line). Each distribution is scaled for plotting to
minimize its χ 2 residual with the experimental data.

region, at hν = 320.7 eV, the two calculations and experiment
are all in excellent agreement.

A comparison with fixed-nuclei CMS-Xα calculations at re

has also been made, but the results are omitted from Fig. 3 for
clarity, as they do not differ significantly from the vibrationally
averaged result. The one exception is for the 306.1-eV shape
resonant MF-PAD where, as can be seen in the figure, the lobe
lying to 180◦ is more extended in the fixed calculation at re

than in either the vibrationally averaged or experimental data.
An alternative approach, or subsequent step, is investi-

gation of the circular dichroism in the angular distribution
(CDAD), defined as an asymmetry between the PADs, I (θ ),
measured with left- and right-circular polarizations: ACD(θ ) =
[Ilcp(θ ) − Ircp(θ )]/[Ilcp(θ ) + Ircp(θ )]. Figure 4 contains the
available experimental CDAD results for the nonresolved
C 1s−1 ion state, and the corresponding CMS-Xα calcu-
lations for this property. The first experimental report [46]
specifies the angular resolution on ion and electron detection,
and RCHF calculations [47] (also shown in Fig. 4) were
accordingly convoluted with an instrumental function for more
direct comparison. In the present work a similar reasoning
was applied, and so the CMS-Xα results shown include
integration over molecular orientations lying in a 10◦ cone,
representing the finite experimental angular acceptance. The
298.3-eV CDAD data come from a later paper [17], albeit
using the same apparatus, where the chosen angular acceptance
is not specified. However, increasing the cone of molecular
axes to 17◦ for the CMS-Xα calculation provided a small, yet
useful, further improvement in the experiment-theory fit. It
seems probable that the single RCHF calculation presented for
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FIG. 4. (Color online) CDAD asymmetry factors, ACD. The angle
θ is measured from the C→O direction. Theoretical results: vibra-
tionally averaged CMS-Xα (blue solid line); fixed-nuclei (re) CMS-
Xα (green dashed line, lower left panel); fixed-nuclei (re) RCHF(TS)
calculations, Ref. [47] (red dotted line); RCHF calculations, Ref. [17]
(purple dot-dashed line). Experimental data: from Ref. [46] (circles);
from Ref. [17] (diamonds).
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298.3 eV [17] makes no allowance for an instrument function.
While the fit with experiment is worse than any of the other
calculated curves in Fig. 4, the discrepancy is far larger than
the changes brought about by the inclusion of such a treatment
for the raw CMS-Xα results.

Fixed-nuclei calculations at re were also compared with the
vibrationally averaged CMS-Xα CDAD results. Negligible
differences were noted, except for at the σ ∗ resonance
(306.1 eV) where a minor degradation, a slightly more peaked
profile, was evident. These are, therefore, again omitted from
the figure.

B. Resolved ion vibrational states

Several determinations for the CO+ C 1s−1 state vibrational
parameters have been reported [20,48–51]. These reports
proceed by a Franck-Condon fitting exercise to the above-
threshold vibrational intensity patterns observed in the high-
resolution x-ray photoelectron spectrum (XPS), and are agreed
on a shortening of the bond length in the core ionized state.
The ion vibrational wave functions derived from these various
parameter sets have all been fully evaluated in calculations
made with rCO averaged CMS-Xα matrix elements, Eq.
(4), and vibrationally resolved cross sections are compared
with experiment in Fig. 5. The earlier harmonic oscillator
fits [20,48] performed significantly less well overall than the
anharmonic Morse potential models [49–51], while for the
latter, the best experimental agreement obtained in Fig. 5 is
achieved with the parameters reported by Matsumoto et al. [51]

FIG. 5. (Color online) CMS-Xα calculated cross sections for C
1s−1 ionization to vibrationally resolved CO+. A v′ = 0 anharmonic
vibrational wave function (Ref. [43]) was used for the neutral state
in all these calculations. For the CO+ ion, anharmonic vibrational
wave functions, χ+, were evaluated using parameters (re,ωe,ωexe)
from either Ref. [49] (curves labeled Anh1) or from Ref. [51] (curves
labeled Anh2); harmonic oscillator ion wave functions (re,ωefrom
Ref. [48]) were employed for the curves labeled Hrmn. Experimental
data (circles) taken from Ref. [20]. Note the change in vertical scale
between top and bottom row.

(ωe = 2479.0 cm−1, ωexe = 23 cm−1, re = 1.077 Å). It may
be noted that these authors specifically argue the need to apply
the Franck-Condon analysis surprisingly far above the shape
resonance energy—in this case �80 eV from threshold—
evidently with some justification.

A similar comparison of vibrationally resolved experi-
mental and calculated β parameters is presented in Fig. 6.
Differences between the alternative anharmonic parameter sets
are here less pronounced, and the agreement with experiment
is again very good (noting as before that the double excitation
features at ∼301 eV in both Figs. 5 and 6 are excluded from
these theoretical treatments).

Anticipating the MF-PAD results that will follow, the
differences between the various vibrational parameter sets
were here less pronounced than was evident in the cross-
section data and, indeed, largely insignificant. Nevertheless,
because of the superior intensities obtained in Fig. 5, the
Matsumoto parameters [51] will be used for the ion vibrational
state in the CMS-Xα calculations that follow.

Figure 7 compares CMS-Xα calculations for specific ion
vibrational levels with experimental MF-PADs for the case of
linear polarization parallel to the molecular axis [16], while
a similar comparison with experimental MF-PADs obtained
using circular polarization [17] is provided in Fig. 8. In
both cases the CMS-Xα results capture the variation in the
experimental MF-PADs seen with both increasing photon
energy and ion vibrational state. This is so even for the
300.7-eV PADs recorded with circular polarization, which
may be affected by the double excitations expected around
this photon energy, and not therefore covered by the theoretical
model.

As before, CDAD measurements provide an alterna-
tive perspective from which to consider the ionization
with circular polarization, and Fig. 9 shows the 298.3eV
CDAD asymmetries for the resolved ion vibrational states
v+ = 0,1,2, comparing the CMS-Xα results with RCHF

FIG. 6. (Color online) CMS-Xα calculated β-parameter curves
for C 1s−1 ionization to vibrationally resolved CO+. Details as for
Fig. 5.
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FIG. 7. (Color online) Molecule-frame PADs for resolved ion vibrational states. The linear polarization and the CO molecule are both
aligned along the horizontal axis (with the O atom to the right, pointing at 0◦): CMS-Xα calculations, this work (blue solid line); RCHF
calculations, Ref. [16] (red dotted line). Experimental data also from Ref. [16]. Theoretical distributions have been scaled to minimize their χ2

residual with the corresponding experimental data before plotting.

calculations and experiment [17]. Presented in this fashion,
the better quantitative performance of the current calcu-
lation is more evident. CDAD in some senses facilitates
and enhances theory-experiment comparisons because of
(i) the inherent normalization of the signal, and (ii) the
ability to suppress purely instrumental asymmetries (such as
detector gain inhomogeneities) through forming a difference
(dichroism) signal. As discussed previously, it is reasonable to
suppose that a finite angular acceptance in the experiment may
create some smearing of the data. The results of simulating this
by allowing any molecular orientation tilted into a 17◦ cone
are included in Fig. 9. While the CMS-Xα fit to experiment
is slightly improved by this smearing, the changes are small
and it appears unlikely that the omission of instrumental effects
accounts for the bigger discrepancies of the RCHF calculation.

C. Vibrationally excited neutral state ionization

The influence of different initial vibrational states of the
neutral molecule can also be examined within this model.
Inevitably, one expects to find changes in the calculated cross
sections due to the different Franck-Condon factors that pertain

even when well removed from a shape resonance—and much
more dramatic variations can be anticipated in the vicinity of
a shape resonance.

Figure 10 provides some example, fully resolved ν ′′→ν+
MF-PADs for the C 1s−1 photoionization with parallel linear
polarization. To provide a reference, experimental data for the
ν ′′ = 0 ionization are also included, and these then highlight
how misleading a comparison might be if the vibrational levels
involved have not been fully identified. The parallel linear
polarization tends to produce a PAD that is oriented along the
internuclear axis. Results for the ν+ = 1 level, around the
σ ∗ shape resonance some 8–10 eV above threshold, show a
clear forward-backward orientation, but with a preponderance
in opposite directions for the ν ′′ = 0,2 and ν ′′ = 1 initial
vibrational states. Similar, equally prominent discrepancies in
the predicted orientations for the different ν ′′ levels are seen
for other examples in this figure, lying to high and low energy
of the shape resonance.

The very evident strong influence of both initial and final
vibrational state on the shape of the expected MF-PAD may
not be so surprising at the shape resonance, because of the
known propensity for strong electron-nuclei coupling in such
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FIG. 8. (Color online) C 1s−1 MF-PADs for left-circularly polarized radiation (at indicated photon energies, below the shape resonance)
propagating into the plane of the page. The CO molecule is aligned horizontally, O atom to the right. Each row shows data for a resolved
ion vibrational state. CMS-Xα calculations (blue solid line); experimental data (circles), and RCHF calculations (red dotted line), both from
Ref. [17]. Theoretical distributions have been scaled to minimize their χ2 residual with the corresponding experimental data before plotting.

a circumstance. Figure 11 provides further results for fully
vibrationally resolved MF-PADs, this time corresponding
to ionization by circularly polarized light, at a series of
energies that all fall below the shape resonance region. Again,
experimental results for the ν ′′ = 0 ionization are included as
a point of reference for comparing the CMS-Xα calculations.
Some interesting trends may be discerned. For the ionization
to ν+ = 0 and ν+ = 1 the assumed initial level, ν ′′, seems to
have little impact at the lowest electron energies around 1 eV,
though this increases above ∼3 eV. This might appear a little
counterintuitive, since the photoelectron would be expected
to have most sensitivity to vibrational motion of the ion core
when emerging most slowly, but perhaps is indicative of the
reach of shape resonance dynamics down into this seemingly
nonresonant region.

In apparent contrast the ν ′′ = 0,1 and ν ′′ = 2 circular
polarization MF-PADS are distinctively different at the lowest
electron energies, but are perhaps rather more similar at ∼4 eV.

IV. DISCUSSION

The range and quality of the experimental data available for
the CO C 1s−1 photoionization has increased significantly in
recent years. The theoretical treatments that have accompanied
this progress have nearly all been performed using a relaxed

core Hartree-Fock (RCHF) approach [14,16–19,47], and
have generally shown significant improvements over earlier
treatments—when such comparisons may be made. However,
it has been demonstrated that the older CMS-Xα method,
adapted to use more realistic partitioning of the potential,
can perform at least as well as these RCHF approaches
for description of CO O 1s−1 and C 1s−1 nonvibrationally
resolved, linear polarization MF-PADs in the fixed-nuclei
approximation [25,26,52]. The present work corroborates and
extends this favorable comparison.

Both CMS-Xα and RCHF are independent electron treat-
ments. The validity of relying on this approximation for
the CO K-shell ionizations has been justified by random
phase approximation (RPA) calculations that demonstrate
many-electron correlation effects to be negligible [18,25].
With a primary assumption thus satisfied, this creates a
favorable situation, allowing a fair comparison of the per-
formance of the relatively simple CMS-Xα method with the
RCHF approaches and with experiment in this particular
system.

A generic difficulty for calculating the continuum elec-
tron functions lies in securing a potential with the correct
attractiveness, such that the electron energy scale matches
experiment. This problem is most apparent in comparison with
experimental cross-section and β-parameter curves, where the
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FIG. 9. (Color online) CDAD asymmetry, ACD, at hν=298.3 eV
for resolved v+

0,1,2 vibrational levels of CO+. CMS-Xα calculations
before (gray dashed line) and after (blue solid line) allowance for finite
angular acceptance in the experiment. Experimental data (diamonds)
and RCHF calculations (orange dot-dashed line) are from Ref. [17].

energy of resonant continuum features may appear displaced; it
would be less immediately obvious when comparing, e.g., MF-
PADs, at one or more fixed photon energies. The simultaneous
comparison, as offered here, of a single model’s results for σ , β
curves (i.e., as continuous functions of energy) alongside the
more detailed angular distributions that have been obtained,
but for just a few discrete energies, allows a better opportunity
to assess whether the MF-PAD models may be compromised
by inaccurately reproduced binding energies. A pragmatic
solution to such difficulties is sometimes to apply post hoc
an offset to the electron energy scale, although the limitations
for this are obvious and some attempt to improve the physical
approximations would be preferred.

The original formulation of the RCHF method [53] called
for calculation of the continuum wave function in the potential
of a variationally reoptimized (N–1)-electron core state—
allowing for the relaxation and screening of the core hole by
the remaining electrons. Experience shows, however, that the
relaxation effects tend to be overestimated by this approach.
A subsequent modification [14,47]—which we here denote
RCHF(TS)—adopted Slater’s transition-state method [41], in
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FIG. 10. (Color online) CMS-Xα calculated MF-PADs for CO
C 1s−1 ionization by linearly polarized light aligned parallel to the
molecular axis (shown) and from neutral states having ν ′′ = 2 (blue
solid line); ν ′′ = 1 (green dashed line); ν ′′ = 0 (red dotted line).
Calculations are at the indicated electron kinetic energies and for
ionization to the ν+ = 0,1,2 states in the top, middle, and bottom rows,
respectively. For reference the experimental data for ν ′′ = 0 ionization
(Ref [16]) are also included (circles). All PADs are normalized to the
peak in the ν ′′ = 2 calculation to emphasize comparison of their
shapes.

which orthogonal initial- and final-state orbitals are calculated
in the same, self-consistent potential with a half-electron
core hole vacancy. This is exactly the approach used for
the CMS-Xα calculations here. It is worth noting that Slater
introduced the transition state with a 1 1

2 electron orbital
occupancy by showing that it satisfies the condition for the
orbital eigenvalue in the Xα local-exchange potential to equal,
to better than second order, the ionization energy [41]. One
can, however, understand how this half-ionized transition state
may reproduce the twin effects of an increased binding energy,
due to the core hole charge, balanced by its partial screening
by relaxation of the remaining electrons.

Use of the transition-state potential for the present CMS-Xα

calculations provided a very significant improvement over that
of the N-electron CO molecule. A further fine tuning, of up to
∼0.5 eV, was finally performed by varying the atomic sphere
radii (specifically the reduction factor applied to the Norman
sphere sizes [37]), until the position of the calculated shape
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FIG. 11. (Color online) CMS-Xα MF-PADs for ionization by left-circularly polarized light propagating into the plane of the page and from
neutral CO having ν ′′ = 2 (blue solid line); ν ′′ = 1 (green dashed line); ν ′′ = 0 (red dotted line). Experimental data for the ν ′′ = 0 ionization
(Ref. [17]) are included as a reference. The top row shows data for nonresolved ion vibrational levels, the rows beneath are for the indicated
ion vibrational level, and are at the indicated electron kinetic energies. All distributions are normalized to the peak in the ν ′′ = 2 calculation.

resonance best aligned with experiment, as viewed in Fig. 2.
All subsequent CMS-Xα calculations presented here used this
parametrization.

In studies of the CO C 1s−1 photoionization it was found
that while RCHF calculations generated a 2-eV offset in
the calculated continuum energy scale [16], a 3–4-eV offset
was still being inferred for RCHF(TS) calculations [14,26].
Consequently, in a further modification of the RCHF method,
Cherepkov and co-workers [18] have introduced the use
of a fractional core hole charge, ze, that is treated as an
adjustable parameter. At the same time the restriction requiring
orthogonal orbitals was also relaxed. Initial and final states
are thus calculated in more physically appropriate potentials.

When applied for the calculation of CO K-shell cross sections
and β parameters, the optimal value of the parameter ze

was found to be somewhat dependent on the exact property
being calculated [18,25]. This revised RCHF method does
not, however, appear to have been applied to the calculation of
MF-PADs.

When the earlier RCHF variants are applied to reproduce
the nonvibrationally resolved CDAD data (Fig. 4) or the MF-
PADS obtained with circular polarization (Fig. 3), RCHF cal-
culations that assume a fully depleted core hole potential [17]
appear to perform rather less well than do the RCHF(TS)
calculations [47] even though the latter calculations are
carried through only in the fixed-nuclei approximations at re.
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Moreover, the present CMS-Xα calculations for these MF-
PADs perform at least as well as, and for the CDAD are
better than, either RCHF calculation. These differences are not
necessarily associated with averaging over the initial-state
vibrational motion. Except as noted in the Results section, the
inclusion of vibrational averaging in the CMS-Xα calculations
was found to provide little advantage when attempting to
reproduce data for the nonvibrationally resolved CO+ ion-
ization. From the preceding discussion, the difficulty here for
the RCHF calculations may lie in fixing the energy scale in
the continuum, a problem alluded to but not fully resolved
in Ref. [47]. The same problem was clearly noted in the
closely related RCHF (full hole potential) calculations [16] for
the vibrationally resolved CO+ linearly polarized MF-PADs
(Fig. 7), where a 2-eV offset was applied to align the calculated
and experimental shape resonance positions in the calculated
cross sections. Nevertheless, the vibrationally resolved MF-
PADs of Fig. 7 are well reproduced in both CMS-Xα and
RCHF calculations. Although some differences are evident,
the χ2 parameters from the scaling to experiment indicate
little to choose between the two methods in the case of ν+

0,1,
with a slight preference for the RCHF calculations for ν+

2 .
The agreement between either of these calculations and

experiment, while still convincing, is perhaps a little less
quantitative for the circular polarization MF-PADS (Fig. 8).
Neither calculation performs consistently better than the
other as judged from the χ2 fit statistics, perhaps reflecting
a degree of uncertainty in the challenging experimental
measurements. However, when a visual comparison is made
for the corresponding, vibrationally resolved CDAD curves
(Fig. 9) the CMS-Xα results clearly are the more quantitatively
reliable.

The treatment applied here for nonresolved ion vibrational-
state data, using Eq. (5), effectively amounts to averaging over
the initial vibrational motion (i.e., the zero-point motion for the
case when ν ′′ = 0); because the matrix elements dif �k(Q) are
weighted by the square of the initial vibrational wave function,[
χ ′′

v (Q)
]2

, there is no phase information. Conversely, when
a specific excited vibrational level in the ion is considered,
using Eq. (4), the vibrational overlap, χ+

v+(Q)χ ′′
v′′(Q), that now

appears introduces a phase that varies across the vibrational
potential. Qualitatively, one may observe from Fig. 11 that
the calculations for the nonresolved ion state show the least
variation with assumed neutral vibrational state; those made
for resolved ion vibrations, and especially for v+=2, display
much more variability. Looking down the columns in Fig. 11
it is difficult to spot intuitively how the calculations made
for specific ion vibrational levels reached from, for example,
ν ′′ = 2 would combine to yield the nonresolved MF-PAD
in the top row, even allowing for the reducing vibrational
branching ratio that may be anticipated. At this level of
detail it can be inferred that the vibrational phase becomes
important.

Although there are currently no experimental data with
which to make comparison, the fully vibrationally resolved
MF-PAD calculations that are presented in Figs. 10 and 11
are very striking, showing that at this level of resolution
very significant differences emerge, depending on vibrational
states, and that these large effects are not simply confined to

the immediate vicinity of the shape resonance in the CO+
ionization. It is clearly impossible to make meaningful infer-
ences about molecular orientation (as opposed to alignment)
simply from an observed forward-backward imbalance in the
molecular-frame PAD without recourse to a full photoioniza-
tion dynamics calculation to include resonance and vibrational
effects, a conclusion that may be pertinent if photoelectron
spectroscopy is to be used to probe nonequilibrium samples,
e.g., molecular dissociation fragments. Equally, this suggests
that at some level care may be required if larger systems
that could have thermally excited vibrational modes are to be
examined. Although the experience here appears to confirm
that, in the absence of ion vibrational-state resolution, a fixed-
nuclei calculation may prove sufficient for many purposes,
the introduction of such low-frequency modes (which are also
likely to be large-amplitude vibrations), combined with the
phase changes between inner and outer regions of the potential
that would be implied by a ν ′′ 
= 0 wave function could render
this assumption less valid.

V. SUMMARY

Using a single free parameter to obtain a potential that
matches the calculated and experimental energies of the σ ∗
shape resonance in the C 1s−1 photoionization, a consistent
theoretical treatment that makes full allowance for vibrational
motion, and that covers at once the full range of available
experimental data on this system—σ and β-parameter curves
as a function of photon energy, MF-PADs in linear and
circular polarization, and CDAD asymmetries; all with and
without ion vibrational-state resolution—has been achieved.
This has been further applied to consider the likely effects of
photoionization from vibrationally state-selected neutral CO
molecules, representing a situation which one may anticipate
will become more common as experimental methods and
applications develop.

While the known importance of incorporation of vibrational
motion in fixing the width and intensity of shape resonance
features is confirmed, a comparison of nonvibrational-state-
resolved photoelectron angular distributions, measured in non-
resonant energy regions, indicates that vibrationally averaged
calculations differ little from simpler fixed-nuclei calculations
performed at the equilibrium geometry—thus providing a post
hoc justification for the very many fixed-nuclei calculations
reported. At a shape-resonant energy, however, the vibrational
averaging appears to offer a definite, though small, improve-
ment in calculated PADs.

Perhaps unsurprisingly, these conclusions change when ion
vibrational-state-resolved PADs are considered. Experimen-
tally these show a very significant variation with ion vibrational
level, and these changes are well reproduced by the full CMS-
Xα calculations that are presented here. The comparisons that
are made with various RCHF calculations show that, across the
range of data for this system, the CMS-Xα method is capable
of reproducing the experimental results at least as well as
do the RCHF calculations, corroborating a previous judgment
based on a more restricted examination of fixed-nuclei PAD
calculations [25,26]. A possible advantage here of the simpler
CMS-Xα approach is that care has been taken to generate
a potential which has a realistic attraction, such that the
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continuum energy scale is quantitatively accurate, before any
attempt to examine PADs, etc., at discrete energies. Another
advantage, particularly for future extensions, is that the
integration over nuclear coordinates is relatively undemanding
from a computational perspective in this approximation.

The comparative success of the vibrationally adapted CMS-
Xα method in this simple, well studied case should help
validate its use for other more challenging applications to
the photoionization of much larger systems that are currently
beyond the scope of more ab initio methods.
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