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When the continuum distorted wave with eikonal initial state (CDW-EIS) [D. S. Crothers and J. F. McCann,
J. Phys B 16, 3229 (1983)] theory is applied to the evaluation of ionization cross sections, many additional
approximations are assumed. However, usually, the influence of these approximations is not clear. Aiming to
estimate them, we compare the differential and total cross sections obtained with diverse approximations for
ionization of He atoms by proton impact. We analyze the post-prior discrepancy, which depends on the perturbative
Hamiltonian applied in the scattering amplitude. We study the dependence of the cross sections on the description
of the initial and final states. For this purpose, we use the 1Z and 5Z variational and numerical Optimized Potential
Model (OPM) [J. D. Talman, Comput. Phys. Commun. 54, 85 (1989)] bound states for the initial target state, and
for the final target state we set Coulomb waves with proper effective charges or the continuum state of an OPM
potential model. The cross sections resulting from OPM post and prior versions are identical and show excellent
agreement with experimental data in each case. Nevertheless, the cross section derived by the prior CDW-EIS, 5Z
initial wave, and corresponding continuum state gives comparable results, requiring shorter computational work.
Then we study the determination of the impact parameter ionization probability from the transition amplitudes,
also including an axial symmetry for the ionization process. The hypothesis of this axial symmetry saves an
angular integration in the evaluation of the probabilities.We analyze the variation of these probabilities within
the post and prior formalisms and mention initial and final states, according to the supposed symmetry. We
found that the probabilities derived with the axial symmetry concentrate at a lower impact parameter than the
usual ones and are quite sensitive to the approximations used for the CDW-EIS evaluation. Furthermore, these
probabilities underestimate distant collisions. In the last section we introduce the projectile-residual ion potential,
and we discuss the effect of the diverse approximations on the dependence of the cross section as a function
of the projectile scattering angle. We compare the projectile angular distribution resulting from a full Coulomb
interaction between the ions with the one obtained by a screened potential, but in the latter case the theoretical
distributions underestimate the experimental data. The OPM and 5Z functions give a good description of the
experimental data.
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I. INTRODUCTION

The continuum distorted wave with eikonal distortion
initial-state method (CDW-EIS) is the most extensively used
approximation for describing atomic ionization by ionic
impact at medium and high energies [1–6]. It generally gives
good descriptions of experimental single-ionization cross
sections, but the degree of accuracy depends on additional
approximations performed in the evaluation of the CDW-EIS
scattering amplitude.

The first question is whether the post or the prior version of
the CDW-EIS approach should be applied. The transition am-
plitude is the matrix element of the perturbation Hamiltonian
evaluated between the EIS initial and a two-center Coulomb
continuum final state. In the post formalism the perturbation
Hamiltonian corresponds to the final state, while in the prior
version it is derived from the initial state. For a colliding
system that contains only three particles, the prior and post
amplitudes are identical when the initial and final states are
eigenstates of the same Hamiltonian, as in proton-hydrogen
collisions. For many electron target or dressed projectiles the
post-prior discrepancy depends on the procedure applied to
describe the atomic states. These two versions were compared

using hydrogenic initial and final atomic wave functions for
ionization of He atoms by highly charged projectiles. It was
found that the prior and post versions are very sensitive to the
choice of the initial or final state, respectively [7]. Recently the
fully differential cross sections (FDCSs) for single ionization
of helium by heavy-ion impact was evaluated using the two
versions [8]. The results showed that the prior version gives a
somewhat better agreement with experiments than the post
amplitude. However, this conclusion remains limited to a
few angular distributions of the emitted electron energies
and projectile momentum transfer fixed. Here we consider
double-differential and total cross sections (TCSs), which are
obtained by integration over angular and energy variables;
they provide mean values and seem to be more reliable than
the FDCS for theoretical comparisons.

The CDW-EIS transition matrix can be given in closed
analytical form when Roothan-Hartree-Fock initial states
and pure Coulomb waves are used for the final three-body
state. We recall that there are many works discussing the
dependence of the theoretical cross sections provided by the
CDW-EIS approximation on the description of the initial
bound state [9,10]. Numerical wave functions resulting from
solving the target Schrödinger equation with model potentials
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provide the most reliable descriptions of the cross sections,
but they require computational time-consuming numerical
integrations [2–4,11]. A mean potential between the active
and the passive electrons was introduced as an alternative to
solve the target wave equation, and with this potential the
post-prior discrepancies are almost eliminated [12]. TCSs are
the most frequently used magnitudes in applications, but they
require long computational times, and therefore, it would be
convenient to determine a simpler evaluation procedure that
provides these quantities with an appropriate level of accuracy.

In the independent particle model the probability of direct
multiple ionization of N electrons is calculated by a binomial
distribution of products of the single-ionization probabilities,
considered as function of the projectile impact parameter ρ.
These probabilities can be evaluated from the transition matrix,
which is a function of the emitted electron momentum and
the projectile momentum transfer. This requires a Fourier
transform, which is usually simplified as a Bessel transform by
assuming an axial symmetry, which simplifies the calculation
somewhat [11,13,14]. However, it has been shown that this
simplification leads to differences in the electron ejection
probability and in the double-ionization cross sections [4]. We
analyzed the differences of the probabilities resulting from the
post and prior amplitudes, considering also the cross-effects
of the approximation in the Fourier transform. Furthermore,
the amplitude as a function of the impact parameter is a more
appropriate magnitude for the introduction of the internuclear
interaction in the evaluation of the cross sections.

In the impact parameter method the evaluation of the elec-
tron emission cross section usually neglects the internuclear
interaction and the contribution to the transition amplitude is
an irrelevant complex phase [15]. However, the internuclear
interaction must be included when the projectile scattering is
investigated, namely, when the ejected electron distribution is
studied for a fixed projectile scattering angle or as a function
of the momentum transferred by the projectile [6]. These
cross sections were obtained in recent experimental data from
kinematically complete measurements [16–18]. Most of the
calculations performed up to now simulate the interaction
between the projectile and the residual ion by a Coulomb
potential with an effective nuclear charge. Here we also
introduce an alternative description obtained by describing
that interaction by a screened potential.

The aim of this paper is to analyze the cross influence of
the mentioned approximations introduced in the calculation of
the cross sections with the CDW-EIS method, confronting the
corresponding theoretical results with measurements. We will
consider proton-helium ionizing collisions. Atomic units are
used except where otherwise stated.

II. THE POST-PRIOR DISCREPANCY

For the CDW-EIS approximation the initial wave function
is

χi(rT 1,rT 2,rP 1) = φ(rT 1,rT 2)E−v(rP 1)eiKi ·RPT . (1)

Here rjT and rjP are the relative coordinates between electron
j and the target or projectile, respectively, RPT is the relative
coordinate between the heavy particles, K i and v are the

momentum and velocity of the incident projectile, K f is the
final momenta of the projectile, and k1 is the momentum of
the emitted electron. When using a central potential model
or Hartree-Fock or Configuration Interaction expansions, the
initial atomic state is given by a linear superposition of terms
separable in the electrons coordinates, with the form

φ(rT 1,rT 2) = φa(rT 1)φb(rT 2)

and

E−v(rP 1) = ei
ZP
V

ln(vr
P 1 +v·rP 1).

This wave function is an eigenfunction of the three-body
Hamiltonian when the perturbation Hamiltonian is

Hi
I = − 1

2∇2
rP 1

+ ∇rP 1 · ∇rT 1 .

The final state is written as a C2 function, which ap-
proximates the more complete C3 function [19], which also
considers the internuclear interaction. The C2 wave is given
by

χf (rT 1,rT 2,rP 1,rP 2) = ψk1 (rT 1)Dk1−v(rP 1) eiKf ·RPT . (2)

Here

ψ±
k (r) = eik·rDk(∓ in,1, ± i(kr ∓ k · r))

= �(1 ± in)e− nπ
2 eik·rF11

(
∓ in,1, ± i

h̄
(kr ∓ k · r)

)
,

with n = Z/k, and Z is the charge of the heavy particle. In
this case the perturbation Hamiltonian is

H
f

I = ∇rP 1 · ∇rT 1 .

The transition matrix is

Tf i = 〈χ−
f |W |χ+

i 〉,
where W = Hi

I for the prior approximation and W = H
f †
I

for the post one. Possible dependence on the electron-electron
coordinate r12 = rT 1 − rT 2 could be introduced when varia-
tional initial atomic states or the Coulombian correlation in
the final state are used [20].

The fully differential cross section is

dσ

dk1d K f

= (2π )4 µ

Ki

|Tf i |2δ
(

K2
i

2µ
+ εi − K2

f

2µ
− k2

1

2

)
. (3)

Here µ is the reduced mass projectile-target and εi is the
ionization energy of the target. Integration on the momentum
of the projectile gives the double-differential cross section:

dσ

dk1
= (2π )4µ2 Kf

Ki

∫
|Tf i |2d
Kf

,

dσ

dEd
e

= (2π )4µ2 k1Kf

Ki

∫
|Tf i |2d
Kf

.

Further integrations lead to the simple differentials, in energy
or angle, and TCSs.

In Figs. 1 and 2 we compare the cross section doubly
differential in the angle and energy of the electron, for a fixed
emission angle θe = 0◦, as a function of the energy of the
electron emitted for 100 and 1500 keV protons impinging
on He, respectively. We show the results obtained with the
post and prior approximation and with a variational 1Z and a
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FIG. 1. Doubly differential cross section as a function of electron
energy for 100 keV protons impinging on He targets. Thick(thin)
curves: 5Z(1Z) initial functions. Solid lines: prior approximation.
Dashed lines: post approximation. Dash-dotted lines: OPM potential.
Dots: experimental data from Bernardi et al. [23].

Roothan-Hartree-Fock 5Z initial atomic wave function [21].
For a 1Z initial state we suppose that the final target ion has an
effective charge Zeff = 1.687, which is the variational charge
of the bound state with energy 0.848 a.u. This assures the
orthogonality of initial and final states. Meanwhile for the 5Z
state we set Zeff = 1.345, which results from applying the rule
Zeff = √−2εi , εi being the ionization energy corresponding
to the 5Z model, with bound energy 0.9045 a.u. A more
precise description can be given by using model potentials.
In this work we have applied the optimized potential model
(OPM) to evaluate the initial and final active electron target
states [22]. This amounts to numerically solving the radial

FIG. 2. Doubly differential cross section as a function of electron
energy for 1500 keV protons impinging on a He target. Thick(thin)
curves: 5Z(1Z) initial functions. Solid lines: prior approximation.
Dashed lines: post approximation. Dash-dotted lines: numerical
functions from OPM potential. Dots: experimental data from Lee
et al. [24].

Schrödinger equation and integrating the amplitude [11]. In
this case, the initial and final states are eigenstates of the same
atomic potentials, and the cross sections resulting from the
post and prior versions are identical. The resulting theoretical
cross sections are compared to experimental data of Bernardi
et al. [23] for 100 keV protons and those of Lee et al. [24] for
1500 keV protons.

All these theoretical approaches account for the capture to
continuum peak that depends on the electron-projectile wave,
but they are deficient in the description of their asymmetry.
For an impinging energy of 100 keV, the ridge between
the electron capture into the continuum (ECC) and the soft
peaks is underestimated, whereas it is better described for
a 1500 keV collision; this clearly shows that the CDW-EIS
approach improves at high impact energies. This indicates
that in the CDW-EIS the interaction between projectile and
electron is somewhat weak and should be enforced, so as
to increase the probability of finding the electron in the
potential saddle between the ions. A larger spatial proba-
bility in this region suggests a higher cross section in the
energy ridge. The depth of this saddle should decrease as
the projectile velocity increases, and this mechanism could
justify the better agreement observed for the 1500 keV
case. Gulyás and Fainstein [25] show that the description
of the ridge at intermediate energies can be improved by
replacing the EIS approximation in the projectile-electron
wave function with a full Coulomb distortion. A mathematical
comparison clearly shows that a hypergeometric function
is more concentrated at small distances than an eikonal
wave.

The cross section obtained with the prior version and
5Z initial state agree quite well with the OPM results and
gives a better description of the experimental data than
the other approaches. In the prior version the perturbation
potentials, which are differential operators within the CDW–
EIS approximation, operate on the initial state, while in the
post version they operate on the final state.

The differential nature of the perturbation potentials makes
the prior(post) version more sensitive to the quality of the
initial(final) states, on which they respectively operate. This
has been demonstrated by using hydrogenic initial bound and
final continuum wave functions with effective charges for
proton-He ionizing collisions and varying these charges [7].
In particular, in the post version it may be possible to change
the final effective charge to make it closer to the prior version,
without the introduction of a mean potential [12]

The 5Z wave function for the initial bound state that we
are using here can be regarded as a very good one, but the
same cannot be stated for the final continuum state with an
effective charge. The angular distributions evaluated with a
prior amplitude, with the 5Z initial state, depend slightly on
changes in the final effective charge. Therefore use of the
prior version is a more accurate procedure for application of
the CDW-EIS formalism. Furthermore, we should note that
for atomic targets precise bound states are currently available,
but finding accurate effective charges for the final continuum
state remains a speculative problem.

The deviations between prior and post versions are more
significant for highly charged projectiles, because they are
determined by the Sommerfeld parameter ZP /v [7].
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FIG. 3. Total cross section as a function of incident projectile en-
ergy, for He ionization by proton impact. Thick(thin) curves: 5Z(1Z)
initial functions. Solid lines: prior approximation. Dashed lines: post
approximation. Dash-dotted lines: numerical functions from OPM
potential. Dots: experimental data from Shah and Gilbody [26].

In Fig. 3 we compare the TCSs with the experimental
data [26]. This figure displays the post and prior approaches
for the initial states and effective final charges described above.
The cross sections evaluated with the 1Z initial state are
larger than those obtained with the 5Z state over the whole
range of projectile energies. The prior CDW-EIS version
exhibits smaller values than the post version for both initial
functions when the electron-target final state is represented
by a Coulomb state. The post and prior formalisms give
comparable results for the initial 5Z functions and converge
to OPM results and experimental data for energies higher than
200 keV. The ionization energy associated with the 5Z function
is higher than for the 1Z state and, therefore, allows for smaller
cross sections, as shown in Fig. 3. The cross section evaluated
with the 1Z function in the post version is larger than that
given by the prior version over the whole energy range. This
is a consequence of the sensibility of the post version to the
final charge; a change in this charge could produce a better
convergence. Evaluation of the TCS requires an integration on
vdE of the angular distributions, and the differences shown
in Fig. 1 at high electron velocities become more significant.
For the lower displayed energies the overestimation of the
TCS is virtually due to the description of the atomic state and
related to the ionization energy as stated before. The CDW-EIS
method is in very good agreement with the experimental results
in the case of H targets where exact atomic wave functions
are available [1]. The analogous situation is presented here
with the precise numerical OPM functions for the ground and
continuum states of He. This approach is in good agreement
with the experimental data over the entire projectile energy
range considered. Above 500 keV the differences between
the different approximations, except for the 1Z post, are quite
small. Meanwhile, for energies higher than 200 keV the 5Z
wave approach gives an excellent description with consider-
ably less computational work than for the numerical approach.

III. ELECTRON EMISSION PROBABILITIES

The usual models employed for evaluation of multiple-
ionization cross sections are the independent electron and the
independent event models, which consider the process as a
sequence of direct single ionizations produced by the projectile
of each single electron. In the independent electron model the
probability of direct ionization of N electrons is calculated
by a binomial distribution of products of the single atomic
ionization probabilities. These probabilities can be evaluated
from the transition matrix defined in the former section, using a
Fourier transform. A usual approximation assumes a symmetry
in the azimuthal angle of the transferred momentum [11,14].

The transition matrix Tf i is a function of k1 and K f , but
it can also be expressed as a function of the transferred mo-
mentum Q = K i − K f . By energy conservation, the matrix
element depends only on the transversal component η of Q,
in the plane perpendicular to the incident direction; that is,
η · v = 0. Then

dσ

dk1dη
= (2π )4 1

v2
|Tf i |2. (4)

A Fourier transform gives the scattering amplitude in terms
of the impact parameter ρ, which also lies in the plane
perpendicular to the impact velocity:

Af i(ρ,k1) = 1

2π

∫
e−iρ·ηTf i(η,k1) dη, (5)

Tf i(η,k1) = 1

2π

∫
eiρ·ηAf i(ρ,k1) dρ, (6)

and

dσ

dk1
= (2π )4

v2

∫
|Af i(ρ,k1)|2dρ. (7)

The use of Af i(ρ,k1) instead of Tf i(η,k1) also allows for the
introduction of the internuclear interaction, as shown below.
Equation (5) is a double integral in η and the angle ϕη between
η and a fixed axis in the plane orthogonal to K i . The direction
of this fixed axis is generally chosen as the projection of k1

in that plane. The usual approximation is to assume ϕη = 0,
meaning that η and k1 are in the same plane, and one integration
is avoided in Eq. (5) [11,14]. With this axial symmetry the
scattering amplitude can be written

A0
f i(ρ) =

∫
J0(ηρ)Tf i(η,ϕη = 0) ηdη.

This is denominated as a Bessel transform. The differences
between these two amplitudes have been thoroughly discussed
by Gulyás et al. [4]. As shown there, the single-electron-
ionization TCSs evaluated from the amplitude Af i(ρ,k1) or
A0

f i(ρ,k1) are identical, independent of the approximation
used and whether or not the internuclear interaction is
considered.

We can define two models of ionization probability for an
ion impinging with impact parameter ρ:

P (ρ) =
∫

|Af i(ρ,k1)|2dk1, (8)

P 0(ρ) =
∫ ∣∣A0

f i(ρ,k1)
∣∣2

dk1. (9)
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FIG. 4. Ionization probabilities as a function of the impact
parameter for 500 keV proton impact. Thick(thin) curves: Fourier(J0)
transform. Solid lines: results obtained by applying numerical func-
tions from an OPM potential. Dot-dashed lines: 5Z initial function
under the post approximation. Dotted lines: 1Z initial function under
the post approximation. Dashed line: 5Z initial function under the
prior approximation. Dot-dot-dashed lines: 1Z initial function under
the prior approximation.

These two functions are shown in Fig. 4 for protons
impinging on He atoms at 500 keV, evaluated with the prior
and post versions of the CDW-EIS approximation, 1Z and
5Z initial states, and final Coulomb continuum electron-target
state. They are contrasted with the case in which initial and
final wave functions are evaluated with an OPM potential.

As shown in Fig. 4, all the probabilities resulting from
the hypothesis of axial symmetry look similar, even for those
derived from the OPM model. The same observation is valid
for those derived with the full Fourier transform. For better
comparison in Fig. 5 we display the functions ρP 0(ρ) and
ρP (ρ), which are the integrands in the evaluation of the
TCSs. We observe that the Bessel transform increases the
probabilities at small impact parameters, and the Fourier
transform concentrates at intermediate ones, in every case. The
different initial waves with post or prior versions lead to quite
different probabilities and conserve the relative distribution
already shown for the TCSs in Fig. 3. Larger deviations are
observed for the 1Z wave function cases. At large impact
parameters, the ρP 0(ρ) probability falls more rapidly than
the ρP (ρ). Similar behavior was observed for other collision
energies.

The evaluation of multiple-ionization probabilities contains
products of the single-ionization probabilities. This will
increase the differences between the approximations, and the
resulting multiple probabilities will be very sensitive to the
chosen initial waves and CDW-EIS version. It is clear that
the relative relation between the prior and the post approxima-
tions will be kept even in this case. For multiple ionization the
cross section resulting from the Bessel transform will deviate
strongly from the correct one obtained from the full Fourier
transform, and the axial symmetry assumption will not be
applicable.

FIG. 5. ρP (ρ) as a function of the impact parameter for
500 keV proton impact. Thick(thin) curves: Fourier(J0) transform.
Solid lines: results obtained by applying numerical functions from
an OPM potential. Dot-dashed lines: 5Z initial function under the
post approximation. Dotted lines: 1Z initial function under the post
approximation. Dashed line: 5Z initial function under the prior
approximation. Dot-dot-dashed lines: 1Z initial function under the
prior approximation.

IV. INTERNUCLEAR INTERACTION

The internuclear interaction plays an important role in some
particular features of the ionization differential cross sections.
It can be neglected for the evaluation of cross sections that
do not explicitly depend on the momentum transferred by
the projectile in the collision, in particular, when an impact
parameter method is used [15].

Recent experimental techniques allow simultaneous mea-
surement of the momenta of the emitted electrons and the
recoiling residual-target ion. This gives direct evidence of the
momentum transferred by the projectile in the collision [18,27]
and the internuclear interaction must be considered. The
simplest way to introduce this interaction in a distorted wave
method is to first evaluate Af i(ρ) without the N-N interaction
and then define a new transition matrix with the N-N interaction
by introducing a simple phase [28]:

T N
f i (η) = 1

2π

∫
e−iρ·ηeiδ(ρ)Af i(ρ) dρ. (10)

The ion-ion phase factor results from the contraction of an
eikonal phase in the initial and final state. When the projectile-
nucleus potential is purely Coulombic [1],

eiδ(ρ) = (vρ)i
2ZP ZTf

v , (11)

where ZTf is the effective charge assumed for the residual
ion, as above. This interionic potential model is denoted C1.
Another model for He targets is to assume a projectile-screened
core potential [4], giving

eiδ(ρ) = e
i

vP
{2ZP ln(vρ)+2ZP [K0(2ZTf ρ)+ZTf ρK(ZTf ρ)]}

. (12)

In this case we assumed ZTf = 2. We denote this interionic
potential model C2.
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Cross sections for single ionization of He atoms by
proton impact, with the differential in the projectile scatter-
ing angle θP , were measured some years ago [29]. Using
a high-resolution projectile energy-loss spectrometer, these
angular distributions have been measured for particular
values of the projectile energy loss �E for He targets
[30]. Recently similar measurements were performed for
H targets. [31].

From Eq. (3) we can evaluate the differential cross sections
in the projectile scattering angle:

dσ

d
Kf

= (2π )4µ2 Kf

Ki

∫ ∣∣T N
f i

∣∣2
dk1. (13)

The scattering amplitude is evaluated by a Fourier transform
of the scattering matrix without internuclear interaction, as
in Eq. (5). Then we introduce the internuclear interaction, as
given by Eqs. (11) or (12). A further Fourier transform pro-
vides the scattering matrix that incorporates the internuclear
interaction, and by applying Eq. (13) we obtain the respective
cross sections.

In Fig. 6 we represent the differential cross sections in the
projectile final scattering angle for 300 keV protons impinging
on He atoms. We found that there are no noticeable differences
between the post and the prior cross sections in most of the
angular range displayed; deviations are observed at very small
angles. In Sec. II we saw that the difference between the post
and the prior formalisms is given by an electron–heavy-particle
kinematics differential correlation term. In a binary collision
of the projectile with a stationary electron, the maximum
deviation of the projectile could be 0.545 mrad. Therefore
larger deviations are produced by ion-ion interaction and have
a slight dependence on the prior or post formalism used.
To simplify Fig. 6, only one curve was drawn in each case.
We represent the post CDW-EIS cross sections with 1Z and

FIG. 6. Single differential cross section for 300 keV proton
impinging on He targets as a function of the projectile angular
deviation. Thick (thin) curves: C1 (C2) interionic potential model.
Solid lines: calculations without N-N interaction with OPM. Dashed
line: numerical functions from OPM potential. Dash-dotted lines: 1Z
initial state. Dotted lines: 5Z initial state. Dots: Experimental data
from Giese and Horsdal [29].

FIG. 7. Single-ifferential cross section for 500 keV protons
impinging on He targets as a function of the projectile angular
deviation. Thick(thin) curves: C1(C2) interionic potential model.
Solid lines: calculations without N-N interaction with the OPM.
Dashed line: numerical functions from OPM potential. Dash-dotted
lines: 1Z initial state. Dotted lines: 5Z initial state. Dots: experimental
data from Giese and Horsdal [29].

5Z initial states and final Coulomb continuum electron-target
state, for the two alternative interionic potential models (C1
and C2). We also show the results when the initial and final
wave functions are evaluated with an OPM potential.

The cross section resulting from the use of 1Z and 5Z
waves shows differences at large projectile scattering angles;
this feature can be inferred from Fig. 5, recalling that large
deviation angles correspond to low impact parameters. The
calculation of the CDW-EIS approximation without the N-N
factor for this distribution drops to low values rapidly above
the maximum binary collision angle.

The pure Coulombian N-N interaction (C1) provides a
better fit to the experimental data than the screened potential
model, which seems to be too weak in the large-angle region,
where a head-on collision is probable. We observe differences
between the angular distributions resulting from the 1Z and
5Z initial states with the Coulomb interionic model (C1),
but they are smaller than the screened interaction (C2). The
latter potential seems to underestimate the repulsion between
the positive charges. Similar results are shown in Fig. 7 for
a 500 keV collision, but the separation between the diverse
approximations is smaller.

For high energies the low deviation angles correspond
to distant collisions where the deflection of the proton is
determined by the net effect of the interaction with the
nucleus and target electrons. We see that in Fig. 7 the
difference between the two models becomes smaller than
in Fig. 6.

V. CONCLUSIONS

We calculated the CDW-EIS amplitude for the ionization
of helium atoms by proton impact, using three types of initial
wave functions, namely, hydrogenic 1Z, Clementi-Roetti 5Z,
and OPM states. We used Coulomb functions with effective
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charges and OPM functions, calculated from a Talman poten-
tial, for the final three-body state. Furthermore, we considered
two perturbation Hamiltonians, the first associated with the
initial state (prior approximation) and the second with the
final state (post approximation).

The DDCS evaluated with the CDW-EIS method gives the
soft and the ECC peaks but underestimates the DDCS for
the interion velocity ridge and, consequently, provides a poor
description of the asymmetry of the ECC peak, at intermediate
energies. For high energies, the theoretical description of
experimental values improves remarkably in any case, but the
best results are obtained with the more precise OPM functions.
We should note that with OPM functions there is no post-prior
discrepancy.

The prior(post) CDW-EIS approach is very sensitive to
the quality of the initial(final) states. In fact, the 5Z state
provides an excellent description of the initial wave function
and, applied to the prior version, gives cross sections equivalent
to those obtained with the OPM functions, in agreement with
data. As is well known, the CDW-EIS method improves at low
values of the Sommerfeld parameter (ZP /vP ).

The post-prior discrepancy is large in the TCS when using
the 1Z initial wave function, even for very high energies.
Furthermore, it decreases for 5Z initial states with final
Coulomb states, but the precise OPM description is required
for a good agreement with experiment at intermediate energies.
However, the differences are not as large as those observed in
the FDCS [8]. For impact energies higher than 200 keV the
prior and post versions with 5Z and OPM functions match
and agree with experiment. At any rate, the application of
the 5Z function significantly reduces the computational time
compared to that required when using the numerical OPM
functions.

We evaluated the single-ionization probability as a function
of the impact parameter by Fourier transforming the amplitude
and, also, by introducing an axial symmetry for the final
three-body system. The additional hypothesis of this axial
symmetry leads to very high probabilities at low impact
parameters, almost 5 times higher than the one resulting from
the correct description; they decrease for increasing impact
parameters. In both cases we observed a large spread of the
probabilities evaluated in the post and prior versions with a 1Z
initial wave. Instead, we observed small differences between
the 5Z and the OPM results. The axial symmetry introduced
saves one integration and gives the same TCS as when it is not
assumed. This hypothesis leads to an incorrect description of
the ionization process as a whole, focusing on the probabilities
at low impact parameters and reducing the relevance of distant
and medium-range collisions.

We also introduced two descriptions for the N-N interaction,
and no relevant post-prior discrepancy was observed. The
results showed that all approximations are larger than the
experimental data for small projectile deviation angles, which
are associated with large impact parameters (Figs. 6 and
7). At large angles, theoretical values obtained with OPM
wave functions and the full Coulomb N-Ninteraction (C1)
agree with the data. Without the N-N interaction the OPM
description becomes very small for angles larger than the
binary projectile-electron angle.The screened N-N interaction
seems too weak and it is unable to describe the cross section
at large projectile deviations. However, as the impact energy
increases, the different approximations reduce their spread.
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