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Electron-impact ionization of the water molecule at large momentum transfer above
the double-ionization threshold
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The single and double ionization of the water molecule at large momentum transfer has been studied using
a combination of (e,2e) and (e,3–1e) spectroscopy, with the binding energy spectrum being measured from 0
to 100 eV. The experiment has been performed in the symmetric noncoplanar geometry at an incident electron
energy of 2055 eV. In this way we have achieved a large momentum transfer of 9 a.u. In particular, we present
an observation of a relatively intense band at around 58 eV. Symmetry-adapted cluster configuration interaction
(SAC-CI) general-R calculations for single ionization indicate that the observed band is at least partly generated
by a cluster of satellites with small intensities, which predominantly belong to states possessing 2A1 symmetry
originating from the mixing of the (2a1)−1 state with two electron processes. Nevertheless, it has been found that
the entire spectrum above the lowest double-ionization threshold cannot be understood, even qualitatively, with
the SAC-CI calculations. This result suggests that the (e,3–1e) double-ionization processes have a significant
contribution to the observations.
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I. INTRODUCTION

Ionization spectra have long provided detailed information
regarding the electronic structure of atoms and molecules.
In particular, ionization-excitation or shake-up processes and
double-ionization processes provide a wealth of information
about electron correlation in the target, as the simultaneous
excitation of two electrons cannot occur without electron
correlation effects. Although a large number of photon-impact
experiments have given excellent insights into photoionization
dynamics [1], the information they could provide concerning
electron correlation has often been hidden in the dipole
matrix elements. In this respect, electron-impact single- and
double-ionization experiments at large momentum transfer
are of interest. This is because the target-ion overlap in the
single ionization matrix element can be very sensitive to
correlations [2,3] and double ionization is expected to provide
direct information on the correlated motion of electrons in the
target [4–7].

The reader can refer to excellent review articles [2,3,8–15]
for electron-impact single-ionization experiments at large mo-
mentum transfer or electron momentum spectroscopy (EMS),
so here we note briefly electron-impact double ionization at
large momentum transfer. To obtain all of the spectroscopic
information regarding the target structure from electron-
impact double ionization requires kinematically complete
(e,3e) spectroscopy [16], where the energies and momenta
of all incoming and outgoing electrons are determined. So far,
this method has been employed to obtain direct information
about target-electron correlation in two experiments; studies
at a momentum transfer of 2.3–2.7 a.u. for Mg(3s)−2 by
El-Marji et al. [17] and at 0.8 a.u. for He(1s)−2 and Ar(3p)−2

by Lahmam-Bennani et al. [18]. Both of these studies have
presented evidence that the character of the angular distribution
of the center of mass of the ejected electron pair alludes to
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an “initial-state two-electron wave function.” However, the
general extension of this method beyond these studies has
been hampered due mainly to the experimental difficulties
in measuring the differential cross section that becomes
significantly smaller as the momentum transfer increases.

With practicable experiments in mind, Popov et al. [19]
proposed a technically more feasible method, (e,3–1e) spec-
troscopy [20–24], in which only two of the three outgoing
electrons produced by electron-impact double ionization at
large momentum transfer are detected and the remaining
outgoing electron is left undetected. Bolognesi et al. [25]
performed the first (e,3–1e) experiment along this line to
examine the angular distribution of He(1s)−2. By employing
the symmetric coplanar geometry at an incident electron
energy of 580 eV, they achieved momentum transfer values
in the range 3.2–6.1 a.u. More recently, (e,3–1e) studies on He
at much larger momentum transfer have been conducted both
experimentally and theoretically by Watanabe et al. [26,27]. In
these studies of our research group, the symmetric noncoplanar
geometry has been employed at incident electron energies
of 2080 and 4260 eV, with momentum transfers of ca. 9
and 12 a.u. being achieved, respectively. Comparisons of the
(e,3–1e) experiments with second-order Born-approximation
(SBA) calculations, as well as those employing the first-order
plane-wave impulse approximation (PWIA) [28], have shown
that the momentum dependence of the experimental results
is well reproduced at the PWIA level provided a highly
correlated wave function is employed, though there still
remains noticeable higher-order effects due to the two-step
(TS) mechanisms [29,30] rather than distorted wave effects.

Since the (e,3–1e) technique has been successful for the
two-electron target, one of the next steps may be to extend this
method to many-electron targets. However, (e,3–1e) studies
on many-electron targets impose an additional experimental
difficulty; ionization-excitation processes can occur above
the double-ionization threshold, and they may coexist with
double-ionization processes to produce a composite spectrum.
In heavier atomic targets, such as Ne [31,32], satellite bands
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exhibiting well-defined peak structures above the double-
ionization threshold have been well investigated in terms of the
shake-up mechanism; however, studies on double ionization
are extremely scarce. As such, the understanding of ionization
above the double-ionization threshold is still in its infancy,
with even the ratio of direct double to single ionization
being unknown for all but the He case [33]. Furthermore,
to the best of our knowledge, there have been no explicit
studies to observe binding energy spectra of molecules at
large momentum transfer over extended binding energy ranges
where both single- and double-ionization processes occur.
Under these circumstances, we have performed a simultaneous
(e,2e) and (e,3–1e) experiments on water over a binding energy
range from 0 to 100 eV.

Water is the most abundant molecule on Earth’s surface
and a major constituent of all living organisms. It is also an
important constituent of Earth’s atmosphere and is found in
many forms throughout the cosmos and general interstellar
space. For these reasons, structural and dynamical information
about water has been attracting broad interest from a diverse
range of studies. Indeed, photoelectron spectroscopy [34–36]
and EMS [37–41] have provided an excellent picture of the
single ionization of water below the vertical double-ionization
threshold (∼39 eV [42]). This has been complemented by
years of assiduous effort devoted to studying the double
ionization of this molecule, which have included Auger
electron spectroscopy [43,44], photoion-photoion coincidence
spectroscopy [45], double charge transfer spectroscopy [46],
photoelectron-photoelectron coincidence spectroscopy [42],
and electron-impact dissociative double-ionization cross-
section measurements [47,48]. Nevertheless, to the best of
our knowledge there have been no attempts to measure
(e,2e) and (e,3–1e) spectra at large binding energies for this
molecule, which may provide highly sensitive information on
the correlated motion of electrons. This fact has provided a
strong motivation for the present study.

In this paper we report binding energy spectra of water,
measured at high precision, over a wide binding energy range
from 0 to 100 eV. The experiment has been conducted at
an incident electron energy of 2055 eV using a symmetric
noncoplanar (e,2e) spectrometer [49] that features high col-
lection efficiency by simultaneously covering wide binding
energy and momentum ranges [50]. Here a large momentum
transfer of ca. 9 a.u. has been achieved. In this first instance
we wish to clarify the contributions of (e,2e) and (e,3–1e)
processes at high binding energy for molecules. To achieve
this, the measured spectra, as a function of both energy and
momentum, will be discussed with the aid of calculations
using the symmetry-adapted cluster configuration interaction
(SAC-CI) general-R method [51].

II. EXPERIMENTAL METHOD

For electron-impact single-ionization and double-
ionization processes of H2O, conservation of linear
momentum and energy requires:

pH2O+ = p0 − p1 − p2, (1)

Vi = E0 − E1 − E2, (2)

FIG. 1. (Color online) Schematic of the symmetric noncoplanar
geometry for the study of (e,2e) and (e,3–1e) reactions at large
momentum transfer.

and

pH2O2+ + p3 = p0 − p1 − p2, (3)

E3 + V 2+
i = E0 − E1 − E2. (4)

Here the pj ’s and Ej ’s (j = 0,1,2,3) are momenta and
kinetic energies of the incident and outgoing electrons,
respectively. pH2O+and pH2O2+ represent the recoil momenta
of the residual singly (H2O+) and doubly (H2O2+) charged
ions, respectively. Likewise, Vi and V 2+

i denote the respective
single- and double-ionization potentials of H2O. Since the
present experiment involves the detection of both energy and
momenta of two fast outgoing electrons in coincidence, pH2O+

and Vi are fully determined from Eqs. (1) and (2). In this way an
(e,2e) binding energy spectrum can be measured as a function
of pH2O+ . On the other hand, for the (e,3–1e) process ( pH2O2++
p3) and (V 2+

i + E3) are determined. Thus, an (e,3–1e) binding
energy spectrum can be measured as a function of ( pH2O2++
p3). For the sake of simplicity, both pH2O+ in (e,2e) and
( pH2O2++ p3) in (e,3–1e) are called momentum q here.

Figure 1 shows a schematic diagram of the symmetric
noncoplanar geometry that has been widely used for (e,2e)
spectroscopy at large momentum transfer [2,3,6,8–15]. In
this kinematic scheme, two outgoing electrons having equal
energies (E1 = E2) and making equal polar angles (θ1 =
θ2 = 45◦) with respect to the incident electron beam direction
are detected in coincidence. The magnitude of the momentum
q is then expressed by

q =
√

(p0 −
√

2p1)2 + [
√

2p1 sin(�φ/2)]2, (5)

where �φ (= φ2 – φ1 – π ) is the out-of-plane azimuthal
angle difference between the two outgoing electrons detected.
If the incident electron energy E0 and momentum p0 are fixed,
a given ionization transition (Vi) can be selected simply by
the choice of detection energy (E1 = E2) and then q can be
determined only by �φ. The same is also true for (e,3–1e)
experiments, if we detect two fast outgoing electrons with
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equal energies in the symmetric noncoplanar geometry while
leaving one slow outgoing electron undetected.

In the present work an electron-electron-fragment ion triple
coincidence spectrometer [49] has been employed to carry out
(e,2e) and (e,3–1e) measurements of water simultaneously.
Although the spectrometer has been developed for (e,2e)
experiments with fixed-in-space molecules [52], it can be used
to produce (e,2e) and (e,3–1e) data by detection of the two
fast outgoing electrons only. Details of the spectrometer have
been described elsewhere [49], so only a brief summary of the
electron experimental aspects is given here. An electron gun
incorporating a tungsten filament produces an electron beam
of typically 60 µA in the interaction region, as measured
with a Faraday cup. The interaction volume is created by
the overlap of the electron beam and the target gas, which
is introduced by eight gas nozzles. A pair of 0.5-mm apertures
restrict the electrons leaving the interaction volume so that
only those with polar angles of θ = 45◦ and azimuthal angles
φ1 and φ2 in the ranges between 70◦–110◦ and 250◦–290◦ are
accepted into a spherical analyzer. Note that we have employed
here a rather large polar acceptance angle of �θ = ±1.5◦ in
order to achieve a higher collection efficiency, although this
deteriorates the obtainable energy and momentum resolutions.
The accepted electrons are dispersed, based on their kinetic
energies, by the spherical analyzer before being detected by
a pair of position-sensitive detectors placed behind an exit
aperture. Since a spherical analyzer maintains the azimuthal
angles of the electrons, both the energies and the angles can be
determined from the arrival positions at the detectors. Thus, by
combining a spherical analyzer with a pair of position-sensitive
detectors, it is possible to sample the (e,2e) and (e,3–1e)
cross sections over a wide range of binding energies (Ebind =
E0 − E1 − E2) and momenta (q) in parallel. This technique
significantly improves sensitivity and accuracy of the data
compared with conventional single-channel measurements, as
drifts in electron beam current and fluctuations in target-gas
density affect all channels in the same way.

Water (Kanto Chemical Co., Inc. 11307-79) was subjected
to repeated freeze-pump-thaw cycles before use. The pure wa-
ter sample was held in a refrigerated water bath at 10 ◦C and its
vapor was leaked into the interaction region through the eight
gas nozzles. The simultaneous (e,2e) and (e,3–1e) experiment
was performed at an incident electron energy of 2055 eV, while
keeping an ambient sample gas pressure at ca. 3.0×10−4 Pa.
Two outgoing electrons having energies on the order of 1.0
keV were detected in coincidence. The instrumental energy
and momentum resolutions obtained were ca. 4.2 eV full width
at half maximum (FWHM) and 0.34 a.u. at �φ = 0◦ for the
experiment. In this way, experimental results were obtained by
accumulating data for 2 months, with no detectable impurities
being observed in the binding energy spectra.

III. THEORETICAL BACKGROUND

(e,2e) spectroscopy at large momentum transfer has long
been regarded as a probe of molecular orbitals in momentum
space [2,3,6,8–15]. A full discussion of the relevant scattering
theory can be found in the literature, so we do not repeat those
details again here. Briefly, however, within the PWIA the triple
differential cross section (TDCS) for (e,2e) single ionization

is given by

d3σ(e,2e)

d�1d�2dE1
= (2π )4 p1p2

p0
fee

×
∑

av

∣∣〈 p2 �N−1
f |ei( p0− p1)·r1 |�N

i

〉∣∣2
. (6)

Here �N
i and �N−1

f are the N-electron initial neutral and
(N−1)-electron final ion target wave functions, respectively.
r1 denotes the spatial coordinate of the target electron be-
fore/after ionization. �av represents an average over the initial
state degeneracies and a sum over the final states that are unre-
solved in the experiment. For molecular targets, it also involves
a spherical average over the random orientations of the gaseous
target. The electron-electron collision factor fee is given
[3,53] by

fee = 1

4π4

2πη

exp (2πη) − 1

[
1

| p0 − p1|4
+ 1

| p0 − p2|4

− 1

| p0 − p1|2
1

| p0 − p2|2
cos

(
ηln

| p0 − p2|2
| p0 − p1|2

)]
, (7)

with

η = 1

| p1 − p2|
. (8)

Further, if the (e,2e) reaction takes place so that it is
described within the binary encounter approximation [3,8],
which assumes a single collision between the incident and
target electrons such that there is a clean knockout of the
bound electron and the residual ion acts as a spectator, the
momentum of the target electron before ionization, p, is
equal in magnitude but opposite in sign to the ion recoil
momentum q:

p = −q = p1 + p2 − p0. (9)

The symmetric noncoplanar geometry employed here is
best suited to see (e,2e) reactions under such clean-knockout
conditions, where the momentum transfer (| p0 − p1|) is large
and all of the momentum transferred to the target is absorbed
by the ejected electron. Using Eq. (9), we obtain

d3σ(e,2e)

d�1d�2dE1
= (2π )4 p1p2

p0
fee

∑
av

∣∣〈 p �N−1
f

∣∣�N
i

〉∣∣2
. (10)

The structure factor |〈 p �N−1
f |�N

i 〉|2 in Eq. (10) is simply
the square of the momentum space representation of the quasi-
particle or Dyson orbital. While the Dyson orbital can be fully
evaluated in a configuration interaction picture, it can often be
well approximated, in the weak-coupling approximation [2,3],
by the ionized Hartree-Fock (HF) or Kohn-Sham (KS) [54]
orbital, φα(p), by introducing a spectroscopic factor or pole
strength, Sf

α , such that

〈
p �N−1

f

∣∣�N
i

〉 =
√

Sf
αφα ( p) . (11)

Within this picture, the spectroscopic factors satisfy the
following sum rule: ∑

f

Sf
α = 1, (12)
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where the sum runs over all possible final states belonging
to the α-symmetry manifold. These are the so-called target
HF [3,8] or KS approximations [55–57] and are valid only
when the respective HF or KS wave function yields a good
description of the initial target state, �N

i . Using Eq. (11), the
final form of the TDCS within the PWIA is

d3σ(e,2e)

d�1d�2dE1
= (2π )4 p1p2

p0
fee

∑
av

Sf
α |φα ( p)|2. (13)

Thus, (e,2e) spectroscopy at large momentum transfer
enables one to look at electron orbitals in momentum space.
This is the underlying reason why the technique is also called
EMS.

Likewise, following an extension of the PWIA for (e,3–
1e) double ionization of He at large momentum transfer
proposed by Popov et al. [19] to many electron molecules,
we obtain the following fourfold differential cross section
(4DCS):

d4σ(e,3−1e)

d�1d�2dE1dE3
= (2π )4 p1p2p3

p0
fee

∫
d�3

×
∑

av

∣∣〈 p2 �N−1
f, p3

∣∣ei( p0− p1)·r1
∣∣�N

i

〉∣∣2
.

(14)

Once again, the sum represents an average over the initial
states and sum over final state degeneracies, but now there
is also an integration over the directions of the undetected
electron. �N−1

f, p3
is the target’s final (N−1)-electron wave

function having (N−2) bound electrons and one continuum
electron with momentum p3. In this case the doubly ionized
state is created by the shake-off mechanism [29], where one of
the originally bound electrons is simultaneously ejected due
to the sudden change in potential originating from the ejection
of the first electron.

Finally, it is worthwhile to note the potential information
regarding the target’s electron correlation obtainable in (e,3–
1e) spectroscopy. As previously noted by Popov et al. [19],
the form of Eq. (14) is comparable to that of the TDCS for
(e,2e) single ionization [see Eq. (6)]. However, in this case
the structure amplitude is the Fourier transform of the initial
state’s projection onto a shake-off final state that has (N−2)
bound electrons and one continuum electron with momentum
p3. While the low energy of the continuum electron requires a
complete treatment of its interaction with the doubly charged
ion core, it is advantageous to consider the electron as a plane
wave and neglect any orbital relaxation upon double ionization.
With this simplification, we can see that the structure ampli-
tude reduces to the partial two-electron momentum density,
|�N

if ( p, p′)|2, the absolute square of the projection of the
initial-state wave function onto the doubly ionized state in the
momentum representation [5]. It is this information regarding
the two-electron density, and hence electron correlation, that
is only available through the (e,3–1e) contribution. While the
ionization-excitation processes provide sensitive information
about the target structure in their own right, it is this potential
to extract unique information regarding electron correlation
from the double-ionization contribution that creates a need
to assess the respective contributions of single and double

ionization to the spectral intensity at energies above the first
double-ionization potential.

In the present work, in order to obtain a qualitative assess-
ment of the contributions from ionization-excitation processes
of water to the measured spectra, we have performed SAC-CI
general-R calculations [51] using GAUSSIAN 03 [58]. In the
calculations, we have used the relatively small augmented
correlation consistent valence double-ζ basis set [59], which
we have expanded by adding Rydberg functions on the
oxygen atom [60]. The included excitation operators have been
restricted up to triples.

IV. RESULTS AND DISCUSSION

In Fig. 2 we show representative (e,2e) and (e,3–1e)
binding-energy spectra of H2O obtained concurrently at an
impact energy of 2055 eV, which were constructed by plotting
the number of true coincidence events detected, after a
correction for variations in the detector collection efficiency,
as a function of the binding energy (Ebind). The binding energy
spectra at three specific azimuthal angle differences, �φ = 0◦,
6◦, and 12◦, are shown to illustrate the momentum dependence
variation between individual ionization bands. Vertical bars
indicate the presently obtained binding energies for single-
ionization, as well as double-ionization thresholds reported by

FIG. 2. (Color online) (e,2e) and (e,3–1e) binding energy spectra
of H2O at (a) �φ = 0◦, (b) �φ = 6◦, and (c) �φ = 12◦, obtained
at an incident electron energy of 2055 eV. For ease of comparison,
the data for binding energy above 45 eV are scaled by a factor of 15.
The dashed lines represent fitting curves and the solid lines are their
sums. See text for details.
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Auger electron spectroscopy [44] and assigned by a Green’s
function method [61]. Here the observed spectra, in the
outer- and inner-valence single-ionization regions (Ebind < ca.
45 eV), are consistent with those of the previous (e,2e) studies
[37–41], although the individual outer-valence orbitals cannot
be completely resolved with the present experimental energy
resolution. Note that in the present study we have opted, at
the expense of energy resolution, to achieve higher collection
efficiency over a large binding energy range that includes the
previously unexplored range from 50 to 100 eV. The spectra
in Fig. 2 are now discussed in detail.

First, the outer-valence region of the present spectra reveals
one spectral envelope corresponding to the ionization of
the three outermost orbitals: 1b1,3a1, and 1b2. The second
prominent feature belongs to the inner-valence 2a1 orbital. One
can see that this feature is particularly broad, mainly resulting
from a significant breakdown of the independent-particle
picture [37–41,62]. In order to reproduce the 2a1 experimental
spectra, a fitting procedure determined the appropriate weights
for three Gaussian curves with FWHM of 4.6, 4.8, and 6.7 eV,
centered at Ebind = 28.0, 32.5, and 36.5 eV, respectively. It
is evident from Fig. 2 that the momentum dependence of
the (e,2e) cross section is strongly sensitive to the transition
in question. Nevertheless, they can be classified from their
dominant behavior into two broad categories; s and p type. For
instance, the three outermost 1b1,3a1, and 1b2 orbitals have
their maxima in the (e,2e) cross section at nonzero momentum
and are hence characterized as p type. On the other hand, the
main band (Ebind = 32.5 eV) in the 2a1 orbital manifold has
its maximum intensity at the momentum origin and is thus
characterized as s type. Further, the cross sections for the two
satellite bands exhibit the same momentum dependence, which
is expected from Eq. (13). While in previous higher-resolution
experiments more fitting functions have been employed, this
intensity is distributed into our broader fitting functions as
they share the same momentum dependence. Note that these
observations, for Ebind < 45 eV, are fully supported by the
findings of previous (e,2e) studies [37–41] and validate our
present experimental procedure. We can therefore confidently
examine the previously unexplored higher-binding-energy
region.

For ease of comparison, the binding-energy spectra for
Ebind > 45 eV are rescaled by a factor of 15 in Fig. 2. In
this binding-energy region the spectral intensity is seen to
monotonically decrease as the binding energy increases, with
the exception being at around Ebind = 58 eV, where a broad
band having a peaklike structure is clearly observed. Apart
from this peak feature, the observed binding-energy spectrum
at each �φ does not exhibit any noticeable structure, although
spectral intensity is present across the entire higher-binding-
energy range covered. Furthermore, by comparing the spectra
at each �φ , we can observe that the maximum of the spectral
intensity always lies in the low-momentum region (�φ = 0◦).
In order to facilitate the interpretation of the present spectra
in the first instance, throughout the proceeding sections we
limit our discussions to the framework of ionization-excitation
processes within the PWIA weak-coupling expansion of the
target ion overlap [2,3]. Within this picture this maximum
spectral intensity in the low-momentum region indicates a
dominant s character. This observation suggests that the

s-character 2a1 orbital is a major contributor to the spectral
intensity.

On the other hand, to gain qualitative insights into the
origins of the broad band at around 58 eV, we initially compare
the present result to that observed for the isoelectronic Ne
atom. For Ne, the satellite bands exhibiting well-defined peak
structures have been well studied using both EMS [31,32] and
high-energy photoelectron spectroscopy [63]. For instance,
two prominent satellite bands at 78.90 and 88.32 eV have
been assigned to transitions to the 2s−12p−1(3P )3p 2S and
2s−12p−1(1P )3p 2S states, which belong to Rydberg series
that converge to the 2s−12p−1(3P ) and 2s−12p−1(1P ) double-
ionization potentials at ∼88 and 98 eV [64], respectively. Thus,
the observed band at around 58 eV for water is expected to have
origins in the series of p−1s−1np states that converge to the
known p−1s−1 double-ionization potentials. This qualitative
assignment appears to be supported by the momentum (�φ)
dependence of the observed band presenting with s character,
because the momentum dependence of the (e,2e) cross section
for a satellite transition is similar to that of the main ionization
transition.

A rigorous discussion concerning the assignment of the
peak structure can be made with Fig. 3 where a theoretical
binding energy spectrum using the monopole intensities
[65,66] generated by the SAC-CI general-R calculations is
presented. Here the calculated monopole intensities have been
convolved with the present experimental energy resolution. For
ease in visualizing the higher-binding-energy contributions
and comparing with experiment, the calculated spectral in-
tensity has been rescaled by a factor of 15 for binding energies
above 45 eV. While the present calculations are quite limited
in terms of both the basis set size and excitation operators
included, they still provide an excellent description of the
primary ionization bands as well as satellites at relatively low
binding energies. For instance, the calculated value for the
shake-up onset of 27.76 eV is in excellent agreement with
experiment [38]. It is therefore expected that the theoretical
binding-energy spectra in Fig. 3 provide at least a qualitative
interpretation of the behavior in the previously unexplored
higher-binding-energy region. Indeed, this spectrum indicates
a significant increase in binding-energy spectra at around
58 eV, supporting the assignment to ionization-excitation
processes. However, it should be noted that in contrast to the
Ne case the resulting feature at 58 eV is due to a cluster of
satellites with small intensities that originate from the mixing
of the (2a1)−1 state with two-electron processes. Furthermore,
some of the major poles include dominant configurations, such
as (3a1)−2(na1) or (1b2)−1(1b1)−1(na2), suggesting that the
observed feature cannot unequivocally be interpreted as a state
or series of states converging to the p−1s−1 double-ionization
potentials.

The SAC-CI result also indicates that the bulk of the
single-ionization intensity over the entire high-binding-energy
region arises from states possessing 2A1 symmetry. This is
particularly true in the vicinity of the peak structure at around
58 eV, where the states of 2B1 and 2B2 symmetry have very
small intensities. In this respect, analysis of the one-hole
final-state configuration interaction coefficients suggests that
the monopole intensity originating from the majority of the
3a1 orbital is accounted for in the outer-valence energy region
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FIG. 3. (Color online) Theoretical binding energy spectra gen-
erated by convolving the SAC-CI monopole intensities with the
present experimental energy resolution. Also shown are the spectral
components for each molecular symmetry. For ease of comparison
with the experiment, the calculated values for binding energy above
45 eV are scaled by a factor of 15. See text for details.

and accordingly supports our observation that the s-character
2a1 orbital is the major source of the spectral intensity over
the entire high-binding-energy region. However, the observed
experimental momentum dependence is somewhat different
from that for the main 2a1 profile. Here the main transition
decreases more rapidly than the satellite transition with the
increase in momentum. This discrepancy suggests that the
ionization-excitation processes cannot fully account, within
the PWIA target HF or KS approximation, for the experimental
behavior.

Moreover, a distinct difference in the spectral intensity
distribution of the experiment and SAC-CI calculations is
observed. Although the experimental intensity, on the whole,
decreases monotonically with the increase in binding energy,
the SAC-CI calculations show minima in intensity at around
49 and 67 eV. A possible clue for understanding the difference
may be to consider what is obviously lacking in describing the
experiment in terms of only the SAC-CI calculations, that is, a
contribution from double-ionization processes for transitions
to the p−1p−1 and p−1s−1 states which are accessible in this
binding-energy region. Furthermore, the location of minima
in the theoretical SAC-CI spectrum not seen experimentally
suggests that there is a significant contribution of (e,3–1e)

double-ionization processes to the observed binding-energy
spectra.

While significant insights have been gained regarding the
ionization behavior at high binding energies and large momen-
tum transfer, the present experimental results eagerly await
a detailed analysis by sophisticated theoretical calculations.
Within the framework of PWIA, the spectral intensity distri-
bution and its momentum dependence should be examined by
evaluating the direct overlap of the initial neutral and final ion
target wave functions (Dyson orbital) for each single ionization
transition, beyond the target HF and KS approximations,
by using Green’s function and SAC-CI methods including
larger basis sets and higher-order excitations. The extension
of these methods to (e,3–1e) double ionization is also awaited
to account for the observed difference between the experiment
and SAC-CI calculations, although such treatments may
be challenging. Beyond the first-order PWIA, comparisons
with theoretical models including the TS mechanisms in
addition to the shake-off mechanism would also be inter-
esting. The recent theoretical approaches using approximate
three-Coulomb or Brauner-Briggs-Klar methods to study
the double ionization of H2O at small momentum transfer
[67,68] should also be extended to large-momentum-transfer
kinematics. Similar (e,3–1e) experiments with higher energy
resolution would also be informative and may help to identify
individual ionization processes. Work in these directions is
already under way in the hope of yielding a more complete
description of the ionization process at large momentum
transfer and the relative contributions of single and double
ionization.

V. SUMMARY

We have presented an (e,2e) and (e,3–1e) spectroscopy
study of the ionization of H2O above the double-ionization
threshold. This represents the first extension of (e,2e) spec-
troscopy of molecules at large momentum transfer over an
extended binding energy range spanning multiple double-
ionization potentials. A relatively intense band has been
observed at around 58 eV, which is at least partly com-
posed of a cluster of small satellites resulting from the
(2a1)−1 state mixing with two-electron processes. However,
the entire spectrum above the double-ionization threshold
cannot be understood, even qualitatively, with the SAC-CI
calculations for single ionization. This result suggests that
the (e,3–1e) double-ionization processes have a significant
contribution to the observations. At the same time, it highlights
the need of theoretical assistance to quantitatively obtain
insights into the electron-impact ionization of molecules
at high binding energies under large-momentum-transfer
kinematics.
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