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Cavity QED in a molecular ion trap
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We propose a class of experiments using rotational states of dipolar molecular ions trapped near an on-chip
superconducting microwave cavity. Molecular ions have several advantages over neutral molecules for such
cavity quantum electrodynamics experiments. In particular, ions can be loaded easily into deep rf traps and are
held independent of their internal state. An analysis of the detection efficiency for, and coherence properties of,
the molecular ions is presented. We discuss approaches for manipulating quantum information and performing
high-resolution rotational spectroscopy using this system.
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I. INTRODUCTION

Studies of ultracold molecules present opportunities to test
fundamental laws of physics [1–7], manipulate quantum infor-
mation [8–10], and better understand low-temperature chem-
istry [11]. Trapping, cooling, and manipulating molecules has
thus been a long-standing goal. Progress has been difficult
because excited electronic states decay to a number of internal
vibrational and rotational states, rendering laser cooling
ineffective in most molecules (although recent progress in this
direction is promising [12]). Despite this difficulty there has
been substantial success recently both with clouds of neutral
molecules and with clouds of molecular ions created using a
variety of methods (see, e.g., Refs. [13–17], and for reviews
see, e.g., Refs. [18,19]).

One interesting application of ultracold molecules is as
a component of a hybrid quantum information processing
system. One class of hybrid architecture employs a high-
finesse cavity as an interface to a natural quantum system
[20–23]. In particular, a recent proposal described ideas for
employing an all-electrical interface between rotational states
of neutral polar molecules and superconducting cavities [9].
Proposals with neutral molecules have also suggested using
thermal clouds [10] or self-assembled dipolar crystals [24]
as a quantum memory for solid-state qubits. If successfully
implemented, this system would represent a novel pathway
for control of long-lived rotational degrees of freedom and a
significant step forward in quantum information processing.

To date, there have not been any experimental realizations
of these promising proposals, partially because of the difficulty
in trapping sufficient densities of neutral molecules and detect-
ing their rotational state. Many of these challenges arise from
the dc Stark trap generally used to hold neutral molecules
[14,25], a type of trap that is based on the shift of the
rotational states due to the trapping fields. Such traps only
allow depths less than the rotational transition energy [∼1 K
(≈20 GHz) for species of interest here]; moreover, for
hybrid quantum devices the molecules must be held at high
density (n ∼ 1012 cm−3). Hence, even for initial experiments
the proposed schemes using neutral molecule–based hybrid
devices require a molecular phase-space density that is difficult
to reach—particularly taking into account the need to integrate
the molecule trap with a cryogenic apparatus suitable for
superconducting cavities. Furthermore, the rotational ground

state cannot be confined in such a dc Stark trap; hence,
relaxation causes not only loss of information but also loss
of molecules. Finally, because shifts of the rotational states
are used for trapping, dephasing of rotational superpositions
is typically severe (with dephasing rate comparable to the trap
depth); this can be mitigated sufficiently only if the molecules
are ultimately cooled to extremely low temperatures [9].

Here we present an alternative approach, employing molec-
ular ions (rather than neutral molecules) held inside a super-
conducting cavity integrated with an ion trap. We show that
ions address several of the obstacles present in realizing neutral
molecule–based experiments of this type. Molecular ions can
use a planar surface electrode Paul trap [26,27] integrated into
the microwave cavity. Such planar traps typically have depths
of ∼1000 K (≈0.1 eV) and are fabricated lithographically,
allowing micron-scale traps to be realized. This trapping
is independent of the internal state of the molecular ion
and, with appropriate cooling, should hold the molecules for
hours or longer. We find that molecular ions can have much
longer internal-state coherence times than neutral molecules
at similar, experimentally realizable temperatures. Moreover,
ion crystals containing many thousands of molecular ions
have been realized [28], making ensemble-based schemes
potentially viable. Just as for neutral species, here thermal
motion causes the molecules to experience different electric
fields inside the trap, leading to the dephasing of rotational-
state superpositions. However, in an ion trap, the ion’s charge
guarantees that the molecule is trapped at a position where the
net average electric field is zero. For all molecules, the dc field
null corresponds to a “clock point” or “sweet spot” [29], where
the splittings between rotational states are sensitive to electric
field fluctuations only at second order [9]. This substantially
reduces the effect of several possible dephasing mechanisms.

Owing to these properties, molecular ions could present
a practical route for realizing an all-electrical coupling to
polar molecules, with current technology. However, with these
advantages also come new challenges due to, for example,
space-charge effects and the use of large rf trapping fields. As
we discuss below, such effects ensure that, even with molecular
ions, cavity quantum electrodynamics (QED) experiments will
remain technically challenging. Nevertheless, we believe this
type of experiment to be sufficiently interesting that it warrants
the investigation here.
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We analyze three classes of experiments. In one, the aim is
to perform rotational spectroscopy on a cloud of molecules in a
cryogenic buffer gas. This is motivated by the fact that, despite
their importance in many areas of chemistry and physics
[30–32], there is a relative paucity of spectroscopic data on
molecular ions [33–35] (as opposed to neutral molecules),
especially for species other than hydrides. Our proposed
methods would provide a different way to determine rotational
constants and hyperfine structure of many species. The other
two types of proposed experiments, to be performed in
ultrahigh-vacuum conditions, focus on the manipulation of
quantum information. In one, we use a single molecule as a
qubit; in the other, a single chain of molecular ions is used as
a quantum memory. Our goal for the qubit experiment is to
reach the strong-coupling limit of cavity QED [36]. A quantum
memory relaxes the requirement for single-molecule strong
coupling but is not sufficient by itself for quantum computing.
Instead, a large number of molecules which collectively
achieve this limit are used to store quantum information from a
solid-state qubit [10]. There are two requirements for a useful
memory: the coupling should be strong enough to transfer
a state in less than a qubit lifetime and simultaneously the
decoherence rate of the memory must be significantly less than
that of the qubit. For each of these experiments, we discuss
the strength of the molecule-cavity coupling, sources and rates
of decoherence, and the time required to measure the relevant
parameters of the system.

II. DESCRIPTION OF EXPERIMENTAL SETUP

Our experiments require dipolar molecular ions to be
trapped in close proximity to a high-finesse cavity. Two-
dimensional surface electrode Paul traps have been demon-
strated in a variety of geometries and sizes [26] and have
recently been made from superconducting thin films, which
have also been used for fabricating suitable microwave trans-
mission line cavities [37]. In order to have coupling between
the cavity and the molecules, they should be suspended close
to an antinode of the microwave electric field. Though there
are several viable geometries [26], one possibility is shown
in Fig. 1. Trapping is achieved by applying an even mode
[�, Fig. 1(b)] rf voltage to the two center electrodes. At
the same time, a microwave frequency voltage on the odd
mode [δ, Fig. 1(c)] of the center electrodes couples to the
rotational dipole. A high-finesse microwave cavity is formed
using inductive shorts as mirrors, which set the wavelength
λ and resonance frequency ωr . The cavity decay rate κ and
quality factor Q = ωr/κ are set by the inductance of the
shorts. This geometry yields an efficient coupling and should
be scalable in width w from millimeters to microns.

We consider diatomic species where the rotational states
have energies EJ = h̄BJ (J + 1), where B is the molecular
rotation constant and J is the angular momentum quantum
number, giving transition frequency ω01 = 2B between the
J = 0 and J = 1 rotational states. For concreteness, we take
CaCl+ as an example molecular ion, chosen for its convenient
B/2π = 4.5 GHz and its large dipole moment µ ∼ 12 D
[38,39], corresponding to a transition dipole moment p =
µ/

√
3 � 3ea0, where a0 is the Bohr radius. While CaCl+ is

a promising candidate species, in principle any molecule with
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FIG. 1. (Color) (a) Schematic of molecular ions trapped inside
an integrated microwave resonator and split-ground ion trap. The
inset shows contours of constant electric field magnitude (|E |) in
response to voltages on the two center electrodes. The two center
electrodes are used both for trapping and for coupling molecules to
the cavity. Electric field contours are colored from low (blue, outer
countor) to high (red, inner countor) |E |. (b) The trapping (�) mode,
when driven at �rf , forms a dynamically stable minimum between the
two electrodes. (c) The coupling (δ) mode is coplanar-stripline with
inductive shorts forming a half-wave (λ/2) microwave cavity at the
molecular rotation frequency (ω01 ∼ 10 GHz). At the trap location,
the δ mode has a saddle point in |E |, with a large electric field for
coupling to the molecules’ rotational dipole.

B/2π ≈ 1–20 GHz and µ > 1 D should be feasible, enabling
the use of a large class of molecules.

The strength of the cavity-molecule coupling is critically
important in all three classes of experiment, with larger
values always preferable. This strength is best characterized
by the rate at which a photon is coherently absorbed and
emitted by a molecule inside the cavity, known as the vacuum
Rabi rate, g. For a single molecule in a resonator with
wave impedance Z0 ≈ 50 � and width w, this is given by
g = g1 ≡ β[p/(ew)][Z0/(2Rq)]1/2ω01 [40]. Here β is the
ratio of the electric field at the molecule’s location to the
maximum field in the resonator and Rq = h̄/e2 is the resistance
quantum. Surface electrode traps have been made as small
as w ≈ 40 µm limited primarily by optical access [27]. The
minimum theoretical size of an ion trap has been estimated at
wmin ∼ 100 nm [26]. We discuss traps with w ∼ 1000 to 10
µm, where β ≈ 1/2 is typical and hence g1/2π ∼ 65 Hz to
6.5 kHz. The coupling gN to an ensemble of N molecules in
the cavity is substantially enhanced compared to the single-ion
coupling: here for molecules near the center of the resonator,
g = gN ≡ g1

√
N [41]. Increasing w at constant ion density

ni does not alter the collective coupling because the gain in
number of ions is canceled by the reduction in g1. The density
ni is established when the Coulomb repulsion of the ions is
comparable to the trapping force. Under typical conditions,
ni ≈ (10 µm)−3.

In addition to the coherent coupling between the molecules
and cavity, it is also important to consider the coupling to
the continuum, which determines the ability to initialize and
extract the state of the molecules. This interaction is quantified
by the spontaneous emission rate of the molecules’ rotation.
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In free space, this relaxation rate is inconveniently slow:
	free/2π ≈ 10−7 Hz. In the one-dimensional environment of
a transmission line, the rate 	tx = g2/ω01 can be enhanced by
a factor of λ2/w2 ≈ 102–106. It can be further enhanced by
placing it in a near-resonant cavity giving 	κ ≈ g2/κ (with a
maximum rate of κ/2). By dynamically detuning the cavity
frequency [42] from the rotational transition of the molecules,
emission can also be suppressed, allowing more time for
coherent operations.

The ion trap design has a significant influence on the
coupling strength of molecules to the cavity as well as on the
decoherence properties of superpositions of rotational states
of the molecules. In order to understand the scaling of both
coupling strength and decoherence rates with trap parameters,
it is useful to review ion trap dynamics. An ion with charge Qi

and mass m is trapped at the node of an ac electric quadrupole
field created by a voltage Vrf , applied at drive frequency �rf .
The trap is dynamically stable (in the absence of additional dc
fields) when the Mathieu q parameter

q = QiVrf
1
2mr2

0 �2
rf

(1)

satisfies q � 0.5, where r0 ∼ 2w is the effective radius of the
trap. This requirement links the drive voltage (and thus trap
depth) and drive frequency to the size of the trap. We show
below that this linkage leads to increased decoherence rates for
rotational superpositions, as one scales to traps with smaller
values of w to get stronger couplings g. When the stability
condition is satisfied, the particles feel an effective harmonic
potential [43], with secular trap frequency ωt = 2−3/2q�rf , and
potential energy U = (r/r0)2Umax ∝ |E |2, up to a maximum
depth Umax = ηtqQiVrf/8, where E is the rf electric field and
ηt is the trap efficiency. Typically ηt ∼ 10% and r0 ∼ 2w for
a planar trap [26], and we take q = 0.2 for our estimates.

III. DECOHERENCE

Decoherence of rotational superpositions, especially de-
phasing, arises when electric fields varying in space or time
lead to uncontrolled Stark shifts. Since the ions are trapped,
the net time-averaged field they experience is identically zero.
However, any ac field still gives the rotational transitions a
second-order Stark shift h̄δω01(|Erms|2) ≈ p2 |Erms|2 /h̄ω01. In
a Paul trap, any movement of the molecular ion away from
the null of the rms rf electric field (i.e., from the minimum
of the effective trap potential) exposes the molecule to large
oscillating fields from the trap itself. If the magnitude of these
fields is not reproducible, they lead to decoherence. Three
effects are primarily responsible for such spatial deviations of
the ions: thermal motion within the trap, stray dc electric fields,
and space charge (i.e., Coulomb forces from neighboring ions).

A. Dephasing due to thermal motion and stray electric fields

Effects due to thermal motion and stray dc fields can be
estimated as follows. If the dc potentials on the trap leads
are small, the time-averaged rms electric field felt by a single
trapped ion can be written as [44]

|Erms|2 = |Eth|2 + |Eoff|2 , (2)

where

|Eth|2 ≈ m�2
rf

Q2
i

kBTm (3)

and

|Eoff|2 ≈ 8

(Edc

q

)2

, (4)

where Tm is the motional temperature and Edc is the stray
dc electric field due to uncompensated charges on the trap
electrodes. The first term, |Eth|2, arises from thermal motion
exposing the ion to the rf trapping fields. We find it useful to
define a dimensionless parameter

� = δω01(|Eth|2)

kbTm

� 8

q2

(
p

ex0

)2
ωt

ω01
, (5)

which is a measure of the sensitivity of the rotational frequency
to a finite motional temperature of the ions. The thermal
dephasing rate of superpositions of rotational states can thus
be written as

	th = �kBTm/h̄. (6)

The “suppression factor” � depends on the ratio of the
rotational dipole p to the motional dipole ex0, where x0 =
(h̄/mωt)1/2 is the zero-point motion of the molecule in the trap,
and to the ratio of the trap motional frequency to the rotational
frequency. Thus, at fixed stability (q), low-frequency traps
(small ωt ) using light molecules (large x0 and ω01) are least
dephasing (see Table I).

Thermal dephasing in any given geometry can be mini-
mized by cooling the motion to the lowest possible temper-
ature. We emphasize that, for similar motional temperatures,
the thermal dephasing rate for molecular ions is far smaller—
by roughly the factor �—than for neutral molecules held
in typical dc Stark traps (see Ref. [9]). This is due in part
to the automatic sweet spot biasing for the ions and in part to
the large restoring force on the ion’s charge, which prevents
the ion from sampling large ac electric fields simply due to
random thermal motion. When compared to neutral molecules
held in an optimally biased dc Stark trap [9], the advantage of
ions is reduced; however, even here thermal decoherence rates
for ions are smaller than for neutral molecules held in traps of
similar strength and scale, as long as the motional temperature
satisfies Tm >∼ h̄ωt/kB or when the number of thermal motional
quanta n̄ satisfies n̄ >∼ 1. When the ions are cooled to the ground
state, n̄ < 1; then Eq. (6) no longer applies, and the dephasing
rate is instead given by the heating time, which can be as low
as 1 quantum/s at cryogenic temperatures for atomic ions [45].

The second term in Eq. (2) arises from dc electric fields
but should not be confused with the true dc Stark shift felt
by neutral molecules, as for a trapped ion the time-averaged
electric field is always zero. Rather, the stray field causes
the ion to be displaced from the trap center, exposing it to
larger rf trapping fields. Because of the quadratic sensitivity
of the Stark shift δω01 on |Erms|, the overall effect of the
stray dc field is hence a small net ac Stark shift. In fact,
the offset-induced rms field |Eoff| is typically larger than the
stray field, with |Eoff| ∼ 10 × |Edc|. This leads to a shift of
	st/2π ∼ 10 |Edc|2 /(1 V2/m2) Hz [44]. The dephasing times
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TABLE I. Cavity, trap, and ensemble parameters; coupling strengths; measurement rates; and decoherence rates for the three different
experimental scenarios.a

Experiment

Parameter Spectroscopy Qubit Memory

Cavity, trap, and ensemble parameters
Trap width* w (µm) 1 000 10 10

Trap depth* Umax
e

(mV) 100 100 100

Drive freq. �rf
2π

(MHz) 1.3 130 130
Trap freq. ωt

2π
(MHz) 0.1 10 10

Configuration Large cloud Single ion Linear chain
Number of molecules* N 170 000 1 1 700
Motional temp.* Tc (mK) 1 500 N/A N/Ab

Rotational temp.* Tr (mK) 1 500 20 20
Cavity Q factor* Q 103 106 106

Cavity decay rate κ

2π
(Hz) 9.0 × 106 9.0 × 103 9 × 103

Decoherence rates
Suppression factor � 1.5 × 10−7 1.5 × 10−3 1.5 × 10−3

Thermal 	th
2π

(Hz) 4.6 × 103 1 1

Stray field 	st
2π

(Hz) <1 10 10

Space-charge 	sc
2π

(Hz) 4.6 × 104 0 0

Collisional 	c
2π

(Hz) <1 0 <1

Buffer gas*
	bg

2π
(Hz) 3.5 × 103 0 0

Total rotational
	rot

φ

2π
(Hz) 51 × 104 10 10

HFS-encoded
	HFS

φ

2π
(Hz) 0.1 50

Coupling strengths and detection rate
Peak single-ion coupling g1

2π
(Hz) 59 5.9 × 103 5.9 × 103

Eff. single-ion coupling
geff

1
2π

(Hz) 16 5.9 × 103 4.2 × 103

Eff. ensemble coupling
geff
N

2π
= geff

1

√
N

2π
(Hz) 6.5 × 103 1.7 × 105

Cooperativity, Ceff = 2M0(geff
N

)2

	2κ
1.8 × 10−4 7.7 × 102 6.4 × 105

Cavity-enhanced reset ratec 	κ

2π
(Hz) 9.4 7.8 × 103 4.5 × 103

Measurement rate 	m
2π

(Hz) 1.2 × 103 1.2 × 103 1.0 × 106

aParameters set by the experimental design are indicated by an asterisk; all other quantities are derived from these parameters and the common
values β = 0.5, q = 0.2, ω01/2π = 9.0 GHz, m = 75 amu, p = 3.3ea0, and ϒ = 10−4. Effective couplings (denoted by superscript eff) are
adjusted for ensembles due to the fact that molecules may be located away from the midpoint along the length of the cavity, where the peak
of the cavity electric field occurs; if atoms are distributed evenly throughout the length of the cavity, geff

1 ≈ g1/2. For the qubit and memory
experiments, ground-state cooling is assumed, and for those scenarios the thermal dephasing is determined by the heating rate (assumed to
be 1 quantum/s, as in previous atomic ion trap experiments [45]), setting the dephasing rate, which would be equivalent to n̄ ∼ 0.01 for
ensemble measurements. All relaxation rates are for the first photon emitted by the molecules through the specified channel. All quantities
are reported to two significant digits, but true uncertainties are likely much larger.
bGround-state cooling is assumed, see note a.
cThe decay rate can be controllably enhanced up to a maximum rate of κ/2.

of superconducting qubits [46] imply a voltage noise on
the center electrode equivalent to

∣∣Emin
dc

∣∣ <∼ 10 µV/w, giving
dephasing rates of only a few hertz (see Table I).

B. Dephasing due to space charge effects

When an ensemble of ions, rather than a single ion, is
in the trap, space charge (i.e., Coulomb forces between the
ions) can prevent all of the ions from sitting at the field null,
exposing some ions to spatial inhomogeneity of the trapping
fields. A simple model of a cylindrical cloud of ions, with

density determined by the force balance between the space
charge and the trapping force, yields a maximum Stark shift
of h̄δω01 = 4�UmaxN/(niπw2λ); we take 	sc = δω01 as the
space-charge-induced dephasing rate.

For the spectroscopy experiment, we consider ion clouds
with the largest possible number of ions, N , where detection
signals are maximized but 	sc is substantial. For the quantum
memory experiment, it is necessary to simultaneously maxi-
mize N and minimize 	sc. This can be achieved by limiting N

such that the ion cloud forms a linear chain of individual ions
along the length of the resonator. (This is possible because the
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transverse confining potential of the trap is much steeper than
the longitudinal potential, which is essentially flat over most
of the length of a linear ion trap.) In this regime, the dephasing
due to space charge is eliminated; hence, we ignore 	sc for the
memory experiment as well as for the qubit (single-ion) case.

We note in passing that at sufficiently low temperatures
the ion cloud can crystallize. In this regime, the positions of
the ions are fixed, with each position experiencing a different
time-independent Stark shift. Since the shifts are coherent, the
ensemble could be refocused using spin echo techniques. If
rapid diffusion of ions in cold clouds or crystals is taken into
account, the Stark shifts can be motionally narrowed, reducing
dephasing. However, in our estimates of space-charge-induced
dephasing, we ignore these potentially large advantages and
instead quote decoherence rates as deduced from the total rms
electric field experienced in the ensemble.

C. Dephasing and relaxation due to collisions

Molecules can also decay or dephase through collisions,
either with other molecules or with a deliberately introduced
buffer gas. Collisions with buffer gas thermalize the motional
and rotational state of the molecules and can be useful in many
ways. For example, buffer gas can be used to cool molecular
ions in situ as a means to load the trap. Above Tc ∼ 1.5 K, 4He
or 3He gas has sufficient density that it can be used to relax
the rotational states at a useful rate 	bg, reaching equilibrium
when the rotational temperature Tr ≈ Tc [15]. Our proposed
spectroscopy experiment operates in this regime. However, the
qubit and memory experiments require removing any buffer
gas and using additional motional and rotational cooling by
some alternate method [9].

Even in the absence of buffer gas, the molecules can collide
with one another, causing decay or dephasing depending on
the duration and distance of closest approach of the collision.
To estimate the effects of collisions, we assume worst-case
head-on collisions between ions with no screening. Ions are
assumed to have thermal velocity, vth = (3kBTm/2mi)1/2, and
the distance of closest approach is determined when this kinetic
energy is fully converted into Coloumb repulsion potential,
giving a distance of closest approach of rmin = Q2

i /6πε0kBTm,
and duration δt = 2rmin/v. Depending on their duration
relative to the rotational period, collisions can cause relaxation
and/or dephasing. At Tm = 1000 K, the collision time is
δt ∼ 100 ps, and significant relaxation occurs. Below Tm =
10 K, where the proposed experiments would be performed,
the collision duration is δt ∼ 100 ns, resulting in negligible
relaxation. This is in contrast to neutral-neutral collisions [10],
which have a much shorter range interaction. Below Tm =
10 K, each collision gives the rotation a phase kick δφ = δωδt ,
with δω = p2(Qi/4πε0r

2
min)2/h̄ω01 the maximum Stark shift

during the collision. At these temperatures the phase kick is
small and the dephasing is diffusive or “motionally narrowed,”
giving a collisional dephasing rate 	c = δω2τ , where τ =
1/nivthσ is the time between collisions. The molecule cross
section is given by σ = 4πr2

min and the density is assumed to be
limited by space charge, ni = 3miq

2ε0�
2
rf/2Q2. Once again

we note that at sufficiently low temperatures the ensemble
will crystallize, stopping collisions entirely; however, again
we do not include this effect in our estimates. Compared with
ensembles of neutral molecules, ionic ensembles are thus very

robust against decoherence due to collisions. This makes the
linear chain of molecular ions potentially attractive for use as
a quantum memory in a hybrid atomic/solid-state device of the
type described in Ref. [10].

D. Hyperfine encoding

For the qubit and quantum memory experiments, the total
decoherence rate of molecular superpositions is among the
most crucial parameters. Much as for neutral molecules
[9], these rates can be dramatically suppressed by encoding
the quantum information into superpositions of hyperfine
structure (HFS) sublevels of a single rotational state. Such
HFS-encoded states are dephased by fluctuating electric fields
at rates a factor ϒ ∼ ωHFS/ω01 smaller than the rates for
rotational superpositions. Here, h̄ωHFS is the HFS splitting
in a single rotational state. For molecules such as CaCl+,
in a 1� electronic state and with only one nonzero nuclear
spin I � 1 [e.g., I (35Cl) = 3/2], the qualitative features of
the HFS are as follows. HFS does not affect the rotational
state J = 0, but it splits the J = 1 state into three sublevels
(with total angular momentum F = I − 1,I,I + 1) due to the
interaction of the nuclear electric quadrupole moment with
the internal electric field gradient of the molecular electrons.
Although ωHFS is not known for CaCl+, for neutral molecular
species with similar structure (e.g., KCl or RbCl), typical
values are ωHFS/2π ∼ 0.1–1 MHz [47,48]. Hence, we estimate
ϒ ∼ 10−4. We note in passing that even greater suppression of
decoherence might be possible by encoding information into
Zeeman sublevels of the HFS sublevels, since here levels with
angular momentum projection quantum numbers +mF and
−mF are exactly degenerate on application of electric fields.
However, we do not explore this possibility further here.

IV. DETECTION

Using the coupling strength and decoherence rates, we
calculate the signal-to-noise ratio for detection of the system
as follows. The measurement is performed by monitoring the
transmission of a microwave signal through a resonator which
couples to the molecules and comparing it to a reference signal
which bypasses the cryostat. The signal strength is primarily
set by the amount of power that can be absorbed by the cloud
without saturating, while the noise is ideally determined by the
microwave amplifier. For a good cryogenic amplifier, the noise
temperature is TN ∼ 5 K [49], corresponding to an effective
noise photon number namp = kBTN/h̄ω01 ∼ 20. The detection
rate 	m is defined as the inverse of the time required to attain
a signal to noise ratio of unity.

To facilitate this discussion we define the cooperativity
C = 2M0g

2/κ	2, a dimensionless figure of merit. Here M0 =
N tanh (h̄ω01/kBTr ) is the number of participating molecules
at rotational temperature Tr , and 	2 = 	1/2 + 	rot

φ , where
	1 = 	κ + 	bg is the sum of the appropriate radiative and non-
radiative decay rates and 	rot

φ = 	th + 	st + 	sc + 	c refers
to the total dephasing rate for rotational superpositions (see
Table I). Using the Maxwell-Bloch equations for an ensemble
of uncoupled two-level systems interacting with a cavity [50],
	m in the limits of C � 1 and C � 1 is given by

	m = 1

namp

M2
0

1 + C

g2

κ

	1

2	2
. (7)
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When the ensemble is optically thin (C � 1), the measurement
rate is proportional to M2

0 	κ , the Purcell-enhanced radiation
rate through the cavity, and to the partial width of the transition,
	1/2	2. When the ensemble is optically thick (C � 1), such
as in the memory experiment, Eq. (7) reduces to 	m ∝ M0	1,
that is, the maximum rate of photon scattering. Nonradiative
decay (such as from collisions with buffer gas) does not reduce
the detection rate but does increase the required measurement
power. Ideally, for detection the molecules would be on
resonance with the cavity as this case is least sensitive to
systematics; however, in principle the detection rate in Eq. (7)
can be attained even at large cavity-molecule detunings by
using the appropriate measurement power.

V. EXPERIMENTAL SCENARIOS AND FEASIBILITY

We formulate design goals for the three different classes
of experiments, ranging from easiest (spectroscopy) to most
difficult (qubit), with the memory experiment of intermediate
complexity. In general, smaller trap widths are favorable for
stronger coupling but are more technically challenging. Simi-
larly, achieving the lowest temperatures is always favorable
but experimentally more difficult. The specific parameters
envisioned for each class of experiment are given in Table I.

Parameters for the spectroscopy experiment were chosen to
be realizable with current technology, that is, with moderately
cold (Tc ∼ 1.5 K) buffer gas for cooling and trap loading, a
large ion trap, a modest Q cavity, and as many molecules
as possible (N = niπw2λ/2). Using helium buffer gas, all
temperatures should be similar: Tr ≈ Tm ≈ Tc. Even lower
rotational temperatures would be advantageous, and may
be possible via direct laser cooling [51] and/or sympathetic
cooling with co-located, laser-cooled neutral atoms [52] or
ions [53].

To make an effective qubit or memory, the ion trap must be
scaled down significantly and operated at dilution refrigerator
temperatures (Tc ∼ 20 mK) where there are no thermal pho-
tons in the cavity. In both these cases the rotational temperature
can be brought into equilibrium with the environment (such
that Tr ≈ Tc) by coupling to the cavity, with equilibration rate
	κ . Sufficiently low motional temperatures for the memory
experiment (Tm <∼ Tc) have been reached via sympathetic
cooling with co-trapped laser-cooled atomic ions [16,17]. For
the qubit experiment, the single molecular ion must be cooled
to near its motional ground state (such that Tm � Tc), in which
case Eq. (6) for 	th is replaced by the motional heating rate,
demonstrated to be as small as ∼1–100 quanta/s [45] for
similar cryogenic ion traps. Sufficient cooling rates might
be achievable via sympathetic cooling as used for atomic
ions [54] or perhaps via cavity-assisted sideband cooling [9]
as envisioned for trapped neutral molecules. The size of the
memory is limited by the number of ions that can fit in the
resonator along a linear chain, so here N ≈ λ/(2n

1/3
i ). If

currently feasible superconducting cavity quality factors [37]
can be maintained in the presence of the rf fields required for
the ion trap [27], reaching the strong-coupling regime appears
achievable.

Equipped with the measurement and decoherence rates, we
can evaluate the feasibility of the three experimental scenarios.
The spectroscopy scenario is quite promising as a means

for investigating rotational states of dipolar molecular ions.
Ensembles can have linewidths 	2/2π � 1 MHz, and can be
detected at kilohertz rates (see Table I), likely enabling the
measurement of rotational constants at the kilohertz level of
accuracy. The detection rate could be further improved by
lowering the rotational temperature of the molecules and/or
using higher-finesse cavities; spectral resolution could be
improved by using smaller ensembles, by further cooling, and
by reducing the buffer gas density. Note that as described, the
rotational transition frequency would have to be known fairly
accurately in advance in order to set the resonator frequency to
be within a linewidth κ of the molecular frequency. However,
it may be possible to add the ability to tune the resonator
frequency, for example, by inserting a Josephson junction into
the resonator [42] or by using a mechanically tuned capacitor
or quarter-wave shunt. Such tunability would greatly enhance
the flexibility of this spectroscopic method.

In evaluating the prospects for the quantum information
experiments (qubit and quantum memory), a useful figure of
merit is the number of coherent operations, Nops, which can be
performed. When the cavity resonant frequency is optimally
detuned from the molecular frequency, this is given by Nops =√

C [55]. In computing Nops we conservatively assume that
HFS encoding is only used to increase the storage time rather
than improving the gate fidelity. With this assumption, single-
molecule qubits could enable Nops ≈ 30 two-qubit gates,
competitive with existing solid-state technologies (although
with slower gate speed here). For the memory to be viable, we
have assumed in Table I that it has been cooled close to its
motional ground state, where its dephasing rate would then be
limited by heating. Cooling a large chain of ions to its ground
state would require significant advances in cooling technology,
which is also sought after for atomic ion quantum computation
[56]. If it could be achieved, the memory coupling strength
would be comparable to solid-state qubit lifetimes; hence, the
fidelity F with which information can be swapped from the
ensemble to the cavity or to a co-located superconducting
qubit [10] is limited by 1 − F ≈ κ/gN ≈ 5%. This should
be sufficient to enable a demonstration of a hybrid quantum
memory. In both the qubit and the memory experiments, the
internal state of the system could be determined in much less
than one lifetime (	−1

2 ), making readout fidelity excellent. If it
were possible to maintain the HFS encoding protection while
performing gates, fidelities could be improved further.

VI. CONCLUSION

These estimates show that it may be possible to realize an
all-electrical interface to the rotational states of molecular ions.
This represents a promising approach for measuring the rota-
tional structure of molecular ions and could be interesting for
demonstrating new methods applicable to quantum computing.
Using ions rather than neutral molecules allows easy trapping
using known technology, while retaining reasonably large
coupling strengths and keeping anticipated dephasing mech-
anisms under sufficient control. As with neutral molecules,
experiments attempting to realize qubits or quantum memories
will be challenging; however, initial demonstrations may be
easier with ions than with neutral molecules. Also, as with
neutral molecules, the use of molecular qubits opens some
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interesting new possibilities; for example, because molecules
have both rotational and electronic transitions, it may be possi-
ble to use this system as a single-photon microwave-to-optical
upconverter or downconverter. Finally, our analysis may prove
useful for evaluating likely linewidths and systematic errors
in experiments that envision using precision spectroscopy of
trapped dipolar molecular ions for tests of fundamental physics
(see, e.g., Refs. [32,57]).
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