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Elastic scattering of intermediate-energy electrons from Cgy molecules
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Experimental and calculated differential cross sections for elastic scattering of electrons by Cg molecules
at collision energies of 100 to 500 eV are reported. The elastic differential cross sections were measured in a
standard crossed-beam apparatus, while the calculations were performed employing the Schwinger multichannel
technique at the static-exchange level. Diffraction effects, some due to the overall spherical-cage structure and
some to scattering by individual C atoms, are observed in both the measured and calculated cross sections.
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I. INTRODUCTION

Interactions between electrons and fullerenes, crucial to
understanding their fundamental chemical and physical prop-
erties, are currently of considerable interest due to the pivotal
role these molecules are expected to play in the development
of new nanomaterials such as carbon nanotubes [1]. Much of
this attention has been directed toward the Cgy molecule, one
of the most basic fullerene structures. Such attention has been
primarily directed toward studies of excitation [2-5], electron
attachment [6-9], and ionization [10-14].

Studies of more fundamental electron collision processes
such as elastic scattering, however, remain limited. At low
energies the only current experimental study of elastic scat-
tering is that of Tanaka et al. [15], who measured relative
differential cross sections (DCSs) at a single scattering angle
(30°) and over a limited range of energies (1-11.5 eV).
Mid- to high-incident-energy elastic interactions with Cgg
have received some attention within the Born approximation
[16-18], in general applying a quite simple spherical potential
model of the C¢yp molecule. More rigorous theoretical studies
of elastic scattering were undertaken by Gianturco, Lucchese,
and Sanna [19-21] and Winstead and McKoy [22]. The latter
employed the Schwinger multichannel (SMC) method within
the static-exchange approximation at energies up to 50 eV and
observed oscillatory effects in the DCSs which were attributed
to interference effects arising from Bragg-type diffraction of
the incident electrons by the molecular Cg cage.

Here, the earlier study of Winstead and McKoy [22]
is extended to higher energies (100-500 eV). Results are
calculated employing the SMC method within the static-
exchange approximation, as well as with two simple models:
a spherical potential shell and independent scattering from
carbon atoms treated within the first Born approximation.
The calculated DCSs are compared to measurements obtained
using a crossed-beam apparatus.

II. EXPERIMENTAL DETAILS

With two notable exceptions, most aspects of the apparatus
used for the present measurements have been described at
length previously [23]. In summary, the apparatus comprised a
stainless-steel high-vacuum chamber which housed a standard
electron gun, electron detector, and an oven which produced
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a beam of gas-phase Cg molecules. The electron gun
incorporated a thoriated tungsten filament source producing
electrons by thermionic emission. These emitted electrons
were focused into a collimated beam by a pair of three-element
cylindrical-geometry lenses and steered onto the gas beam by
two pairs of X-Y deflectors. The energy of the electron beam
could be set up to 2000 eV and the gun produced beam currents
of up to 10 A, as measured by a Faraday cup. The energy
width of the electron beam was approximately 0.5 eV, due to
the thermal spread of the electrons leaving the filament. This
electron beam was crossed with a gas beam of Cgy molecules
to establish the interaction region. Electrons scattered by the
gas beam were collected by an electron detector mounted onto
a rotatable turntable. The turntable allowed the detector to be
placed at any angle between 15° and 135° with respect to the
incident beam direction. The angular range of the detector was
limited by the relative positions of the Faraday cup and the
electron gun. Electrons entering the detector passed through
a hemispherical energy selector where they were filtered
according to their energy. Elastically scattered electrons passed
through the selector and impacted onto a standard channel
electron multiplier (CEM). The overall energy resolution of
the system was approximately 0.8 eV. Output pulses from the
CEM were registered by standard counting electronics. The
entire experiment was performed under computer control. For
completeness, we note that the apparatus also contained a
second, independently rotatable, electron detector which was
identical to the one just described. The second detector was
present in the system as the apparatus is normally employed
for coincidence electron ionization, or (e,2¢), studies; however,
this detector was not used for the present measurements.

The system was modified from its previously reported
configuration in order to produce a gas-phase Cgy beam,
and these modifications are described here in slightly more
detail. The major modification was the inclusion of an
oven source, which produced the Cgy beam by vaporizing
a sample of solid Cgy powder (Sigma-Aldrich, 98% purity).
This oven comprised a stainless-steel cylindrical crucible
containing the sample, which was heated by a dual-core
heating element (Thermocoax), wrapped around the oven’s
girth, to a temperature of 450°C. The vaporized Cg exited the
top of the oven and was formed into a collimated gas beam
by a 15-mm-long and 1.5-mm-diameter nozzle. The tip of the
nozzle sat 5 mm below the electron interaction region. The
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nozzle was itself independently heated to a temperature of
550°C by a second dual-core heating element to prevent Cgg
condensing in the nozzle and blocking it. The temperature of
the oven and the nozzle were separately monitored by two
K-type thermocouple wires. The voltage signal from each
thermocouple was amplified (LabJack LJTick-InAmp) and
fed into a 10 bit, 0-5 V analog input (LabJack U3-HV)
which was, in turn, connected via a USB interface to the
control PC. The temperature of both the oven and nozzle
were continuously logged by the PC during the experiment.
The heating elements were each powered by independent,
computer-programmable, 100 W dc power supplies (B&K
Precision 1786B and 1787B, respectively). The temperature
of the oven was thermostatically controlled by the PC, using
software written in-house under a LABVIEW 8.5 platform.
The control software employed a conventional proportional-
integral-derivative (PID) feedback control loop which enabled
dynamic adjustments to each heater’s power in order to
maintain a constant temperature. The thermostat held both
temperatures within +0.5°C of their set temperature.

A cold finger was also added to condense the emitted Cg
and prevent it from coating the electron optics. The cold
finger comprised a 7.5-cm-diameter and 41-cm-long hollow
stainless-steel cylinder, which was mounted vertically above
the oven off of a 6 in. ConFlat flange. The cold finger extended
into the chamber to approximately 5 cm above the oven. The
cold finger was filled with liquid nitrogen decanted from a 50 1
Dewar. Filling of the cold finger was automated by employing
two K-type thermocouple wires to act as level sensors (upper
and lower). Both thermocouples were connected to the PC via
LabJack amplifiers and analog input (in an identical fashion
to the oven’s thermocouples). The PC filled the cold finger as
necessary by operating a two-way 24 V dc cryogenic solenoid
valve (ASCO), using a 5 V digital output (LabJack U3-HV)
driving an electrical relay to control the valve. Filling was
initiated when the lower sensor was no longer immersed in the
liquid (i.e., recorded a temperature higher than liquid nitrogen
temperature) and ceased when the upper-level sensor was
immersed in the liquid. The control software for the autofiller
was again written in-house in LABVIEW 8.5.

III. COMPUTATIONAL DETAILS

Cross sections for elastic scattering of 100 to 500 eV
electrons by Cgyp were calculated using the SMC method
within the static-exchange approximation (that is, treating
the electron density of the molecule as frozen throughout
the collision and thus omitting polarization, excitation, and
ionization). Details of the calculations are the same as in
previously reported work at lower collision energies [22].
However, in order to obtain converged results at the energies of
present interest, larger angular quadratures were employed in
computing the on-shell component of the free-electron Green’s
function and the elastic scattering amplitude as a function
of scattering angle. Convergence at a given energy was
checked by enlarging the quadrature until the changes became
negligible.

To assist in understanding the results, differential cross
sections were also computed using two simple one-electron
models. The first, also considered in previous work [22], treats
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FIG. 1. (Color online) Elastic DCSs for Cgy molecules, at an
incident energy of 100 eV. The upper panel shows the present
experimental data compared with the results of the full SMC
calculation. The lower panel shows the same experimental data
compared with calculated results employing a spherical potential
model, and the same spherical potential calculation convolved with
a 5° FWHM Gaussian.

Ceo as nothing more than a spherical shell of attractive potential
whose thickness and depth are determined, respectively, by the
covalent radius of C and the electron affinity of Cg. Despite its
simplicity, this model was found to be remarkably successful at
predicting the locations of low-energy shape resonances [22].
The second model, appropriate for high-energy collisions,
treats the molecule as 60 independent, identical scattering
centers within the first Born approximation (independent-atom
model, [AM). In this model, the elastic DCS reduces to the first
Born elastic cross section of the C atom times a coefficient
A(q) given by

Al@) =N+ 2coslg(R: — R)l, (1)

where N is the number of scattering centers (here 60), R; is
the position of the i th center, and the double sum runs over
all unique (7, j) pairs. A(q) is a function of the momentum
transfer ¢ = k; — ks, where k; and k, are the initial and
final wave vectors, and thus for elastic scattering depends
only on the collision energy E (=k?/2, in atomic units, where
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FIG. 2. (Color online) As for Fig. 1, but at an incident energy of
150 eV.

k = |k;| = |k|) and on the scattering angle 6, via

lg|> = 2k [1 — cos(6)] . )

To compare with gas-phase data, the above expression for
A(q) was averaged over orientations of the molecule with
respect to the axis system in which ¢ is defined to yield a
value A(g) that depends only on the magnitude g = |q| of
the momentum transfer. The Born cross section of the carbon
atom was evaluated from the electron scattering factor using
the eight-parameter fit of Peng [24].

IV. RESULTS

The present elastic DCS results are shown in Figs. 1-6.
The experimental values are relative; absolute values for the
cross sections were not determined in these measurements as
the system was not configured to allow implementation of
the relative flow technique [25]. Instead, the experimental data
points are normalized to the calculated results at the broad peak
located at scattering angle around 30°—45° in each of the data
sets, to allow for a comparison of the shape of the DCSs. In
the absence of any absolute normalization, the uncertainties
on the experimental data contain only counting statistics,
which in most instances are smaller than the point markers
in the figures. Also shown in the figures are the calculated
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FIG. 3. (Color online) As for Fig. 1, but at an incident energy of
200 eV. Results from the IAM calculation, scaled onto the SMC data,
are also shown. The scaling factor is indicated in the figure.

results employing the SMC method and both one-electron
models.

At the lower energies the present experimental results are
in good accord with the data from the full SMC calculation. In
particular, the diffraction minima in the forward scattering
portion of the cross section observed in the experimental
data are predicted by the SMC model, with the locations of
these oscillations well described. At high energies the SMC
calculation may be expected to underestimate the forward
peak, which is sensitive to very high partial waves, and
overestimate the DCS at intermediate to high angles. This
trend is observed in the comparison with the experimental
data: the present SMC results are less forward peaked than
the experimental results at all energies considered, with the
possible exception of 100 eV. The description of the mid- to
back-angle scattering is good at energies of 200 eV or less, but
at higher energies the experimental results decrease in the mid-
to backward scattering angles more rapidly than predicted by
the SMC calculation.

While the experimental results show an increasing discrep-
ancy with the SMC data as the incident energy is raised,
the spherical potential model shows the opposite trend. This
is highlighted in Figs. 1-6 by showing the results of the
spherical potential calculation, and the result from the same
calculation convolved with a 5° full width at half maximum
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FIG. 4. (Color online) As for Fig. 3, but at an incident energy of
300 eV.

(FWHM) Gaussian to smooth out the Mie-type fringes that
are artifacts of the model. As noted, at lower energies the
simple spherical potential model gave a remarkably good
description of the diffraction structures in the cross section, at
least in the forward scattering direction [22]. At the energies
considered here the Mie fringes, and the subsequent smoothing
procedure, obscure any such fine structure in the cross section.
The spherical potential model therefore does not observe
the diffraction effects seen in the experiment and full SMC
calculation. However, at incident energies greater than 300 eV
the smoothed model does give a better description of the overall
DCS structure than the SMC data, particularly at intermediate
to high scattering angles.

The results of the IAM, which considers the molecule as
60 independent scattering centers, are shown at 200, 300, 400,
and 500 eV in Figs. 3—6. The IAM results are, in general, larger
in magnitude than the SMC data in the forward direction and
drop off more rapidly in the backward direction. The IAM
results in the figures have been scaled onto the SMC data, at
the same point as the experimental data. Qualitative agreement
between this model and the full SMC data is quite good, with
all of the structure in the DCSs reproduced in detail at all
energies considered. It may be noted that both models capture
the first few interference features in the near-forward direction.
The IAM would be expected to be most successful at small
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FIG. 5. (Color online) As for Fig. 3, but at an incident energy of
400 eV.

scattering angles [see Eq. (1)], as interference at the smallest
momentum transfers is associated with the largest internuclear
spacings, which are here given by the diameter of Cgo (711 pm
[26]). It is also worth noting that the Born cross section for
the carbon atom is a monotonically decreasing function of
0; therefore any structure in the Cgp DCS produced by this
model must come from A(q), a term that represents the relative
geometry of the scattering centers and thus builds interference
effects into the cross section. Therefore, that the IAM model
predicts the same oscillatory structure in the DCS as the full
SMC calculation is a strong indication that the oscillatory
structure in the DCS is largely described by interference due
to diffraction effects.

Qualitatively, the IAM shows an excellent description of
the forward scattering, with this model and the experimental
data both showing a more strongly forward peaked cross
section than the full SMC calculation. At incident energies
300 eV and lower, the IAM decreases more rapidly than
either the experimental data or SMC results. In part, this
is doubtless because these energies, where the de Broglie
wavelength is much longer than the internuclear separations,
are too low for either the Born or the independent-atom
approximations to be fully valid. As the incident energy is
raised, the agreement between the IAM and the experimental
results steadily improves and is excellent by 500 eV, over the
entire angular range.
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FIG. 6. (Color online) As for Fig. 3, but at an incident energy of
500 eV.

The good agreement between the IAM and experimental
results is, in fact, quite remarkable considering the energies
involved in the present study. A similar [AM was employed by
Hedberg et al.. [26] to interpret electron diffraction patterns
and hence measure the bond lengths in Cg. Electron energies
in diffraction experiments are typically of the order of several
tens of keV, such that the de Broglie wavelength of the incident
electron is much shorter (typically 10 pm or less) than the
shortest interatomic spacing (140 pm [26]). The IAM would
be expected to be most successful at these high scattering
energies where diffraction effects are most pronounced. Here
the electron wavelength is somewhat longer than in this
regime, yet this simple interference model still provides an
excellent account of both the diffraction structure and the
overall distribution of the measured cross sections.

At the highest energies considered here, each of the simple
models has an overall angular dependence closer to that
of the measured DCS than does the SMC result calculated
in the static-exchange approximation. Comparison with the
independent-atom model, in particular, indicates that by
500 eV, the measured DCS exhibits the q“‘ dependence on the
momentum transfer characteristic of the Born approximation,
while the SMC results vary much more slowly with the
scattering angle. The Born approximation does, however,
have a well-known tendency to overestimate contributions
from low partial waves, leading to cross sections that are too
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large at intermediate electron energies [27]. For this reason,
the IAM is not recommended for normalizing the present
measurements, in spite of the good qualitative agreement at
the higher energies.

In previous studies of elastic electron scattering by smaller
molecules, where it has been possible to compare to absolute
measurements, it has generally been found that single-channel
calculations with both the SMC and other methods tend to
overestimate scattering at intermediate and high angles for
impact energies above approximately 15 eV. Cho, Lee, and
co-workers [28-32] have shown that including an absorbing
potential in their iterative-Schwinger procedure to account
for flux loss to inelastic (electronic excitation and, especially,
ionization) channels greatly improves the angular dependence
in this intermediate-energy region. The inclusion of coupling
to inelastic channels may therefore be expected to improve
the performance of the SMC method at higher energies in the
present case; however, two considerations argue against this
view. First, the shape of the SMC DCSs for Cg agrees quite
well with the present measurements at 100 and 150 eV, in
the energy range where the electron-impact ionization cross
section of Cgp is maximal [33,34]. Second, the spherical-shell
and independent-atom and Born models also neglect inelastic
channels, yet each describes the fall-off of the DCS with
angle at the higher energies better than the SMC calculation.
Further study of this aspect of the problem is warranted. At
present, we note that the SMC method appears to provide a
good description of the scattering up to about 150 eV and
therefore should provide a reasonably accurate normalization
for the experimental data. At higher energies, the correct
normalization is more doubtful, given the limitations of each
theoretical approach.

V. CONCLUSIONS

Differential cross sections for electron scattering by Cgg
in the 100 to 500 eV energy range have been measured
and calculated from first principles. The experimental and
theoretical DCSs are in overall good agreement at 100 and
150 eV. At 200 eV and above, agreement on the interference
features remains good, but the measured DCS falls off more
quickly with increasing scattering angle than predicted by
the full SMC calculation. A simpler independent-atom model
shows the reverse trend, with increasingly good agreement
with experiment as the incident energy is raised. All of the
structure observed in the DCSs appears to be accounted
for by interference, as demonstrated by the success of
an independent-atom scattering model in reproducing that
structure.
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